
 

                  International 

OPEN      ACCESS                                                                                                 Journal 

Of Modern Engineering Research (IJMER) 

 

| IJMER | ISSN: 2249–6645 |                          www.ijmer.com                  | Vol. 5 | Iss. 5 | May 2015 | 69 | 

 

Mining E-Commerce Feedback Comments to Evaluate Multi 

Dimension Trust 
 

Ayinavalli Ventaka Ramana
1
, N. Venkateswara Rao

2
 

*(Department of Information Technology, GMRIT/JNTUK,India 

** (Department of Information Technology, GMRIT/JNTUK,India 

 

 

 

 

 

 

 

 

 

 

I. Introduction 
Many of the Reputation systems have been implemented in e-commerce systems such as eBay, Amazon and etc. 

where the ranking score for sellers calculated based on the feedback ratings given by buyers. For example on 

eBay, the reputation score for a seller is the positive percentage score, as the percentage of positive ratings out of 

the total number of positive ratings and negative ratings in last few months. A well consider issue with the eBay 

reputation management system is the “all good reputation” problem. In eBay all seller got 99% positive feedback 

on Average. This strong positive average hardly guides and forces the buyers to select one seller among many 

sellers are available of that product in in eBay. We take DSRs are aggregated ratings on best-worst. Still the 

strong positive rating is presented mostly best or good. There one possible negative rating is the chance for the 

lack of negative ratings at e-commerce sites, it attract the users who gives the negative feedback about the 

products it damages their own reputation score in purchasing sites like eBay.  

Although the buyers give positive feedback ratings and negative ratings like some disappointment about 

the products and its transactions. For example “the product is very excellent” treated as a positive review 

towards the product aspect, where the comment “delivery charge is too expensive, otherwise it’s good” treated as 

a negative review comment towards the price aspect but positive opinion to the transaction in general. 

We propose Comment-based Multi-dimensional trust (CommTrust), a well multi-dimensional trust 

evaluation model by mining e-commerce feedback comments. In CommTrust, we propose K-Means algorithm 

for cluster feedback comments. K-Means is a numerical, unsupervised iterative method. It is Original and very 

fast, so in many practical applications this method is proved to be effective way that can produce very good 

results in clustering. But the complexity of k- Means is very high, particularly for large datasets. And also we 

propose one of the aggregation methods in ranking namely Feature selection method (FSM) based on feedback 

comments. Ranking to sellers is necessary task for in any purchasing site like eBay, Amazon and etc. It is very 

useful for buyers to select best and Trust worthy sellers based on ranking. By conducting experiments on 

purchasing web sites like eBay and Amazon reputation systems, we have to solve all reputation problems and 

allocate ranks to the sellers very effectively. 

 

II. Commtrust 
A well noticed multi-dimensional trust evaluation model by mining e-commerce feedback comments is called as 

Comment-based Multi-dimensional trust (CommTrust). A complete trust profile of sellers is computed by 

CommTrust. It is the first system which calculates fine-grained multidimensional trust profiles automatically by 

mining feedback comments is CommTrust. 

  

Related Work: Related work divided into three main areas: 1) computational approaches to trust, especially 

reputation based trust evaluation and recent developments in well noticed trust evaluation; 2) e-commerce 
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feedback comments analysis and 3) aspect opinion extraction and summarization on movie reviews, product 

reviews on free text feedback comments. 

 

2.1 Trust Evaluation:  

In literature [5]-[7], the good positive feedback rating particularly eBay reputation system is well 

acknowledged. As proposed in [7], to study feedback comments to get seller status scores down to a balanced 

scale. There comments that do not determine explicit positive ratings are judged negative ratings on transactions. 

Similar to that buyers and sellers are considered as individuals in e-commerce applications. Peers and 

agents are terms used to specify the individuals in open systems in various applications in the trust evaluation 

literature. The complete overview of trust model is provided in [11]. Individual level trust models aims to 

compute the trustworthiness of peers and assist buyers in their work of decision making [15]-[17]. 

Rating aggregation algorithms for calculating individual reputation scores include simple positive 

feedback percentage or average of ratings as in the eBay and Amazon reputation systems in [18]. Reputation 

based on statistical sharing assumption for ratings, as well as more advanced models calculates trust score 

variance and confidence level in e-commerce. 

 

2.2 Feedback Comment Analysis: 

After examined these 4([7], [12], [13], [14]) we analyzing feedback comments in e-commerce 

purchasing web sites like eBay and Amazon. It says that their focus was not albeit the complete trust evaluation. 

The main focus of [7] and [13] was sentiment classification of feedback comments. It is verifies that feedback 

comments are noisy and later analyzing them is a challenge. [7] States that missing aspect comments are judged 

negative and also models built from aspect ratings are used to sort the feedback comments into positive or 

negative. [14] Proposed a technique for summarizing feedback is mentioned.  It aims at to filter out considerate 

comments that do not provide real feedback. Lu.Et al. [12] elaborates on producing “rated aspect summary” 

from eBay feedback comments. Its statistical generative model has basis on regression on the overall transaction 

ratings. 

 

2.3 Aspect Opinion Extraction And Summarization:  

Opinion mining or sentiment analysis on free text documents is related to our work. Aspect opinion 

mining on product reviews and movie reviews [19]–[21] are the existing work. In [19] for product reviews noun 

phrases and frequent nouns are considered as aspects. To mine aspect opinions for movie reviews dependency 

relation parsing is used in [21]. Some work group’s aspects into clusters, assuming Aspect opinion expressions 

are given [22].  To extract aspects a semi supervised algorithm [23] was proposed and group them into 

meaningful clusters as managed by user input words. Some recent work on calculating aspect ratings from 

overall ratings in e-commerce feedback comments or reviews [12], [24], [25]. Based on regression from overall 

ratings and the positive partiality in overall ratings by using this to calculate aspect ratings and weights.  

 

III. Commtrust: Comments-Based Multi-Dimensional Trust Evaluation 

Buyers express their opinions more fairly and openly through comments in feedback, we take this feedback as a 

source. Our experiments on eBay and Amazon, we analysis review comments it reveals that even if a buyer gives 

a positive rating for a transaction. Buyer leaves the comments of varied opinions about different features of 

transactions in feedback comments. For example, a buyer wants to give negative feedback about a transaction, 

but unfortunately s/he leave the following comment: “price is good and also fast shipping”. Obviously the buyer 

has positive opinion towards the price and delivery aspects of the transaction, even though an overall positive 

feedback rating towards the transaction. We call these aspects as dimensions of e-commerce transactions. 

Comments-based trust evaluation is therefore multi-dimensional. 

 

IV. Mining Feedback Comments For Ranking 
We propose K-means algorithm for clustering expressions in feedback, based on the ratings (best-bad) we rank 

the sellers by using FSM. We simply show the seller rankings in bar chart format. This graph contains vertical 

bars and each bar represents a specific seller ratings. 

 

4.1 Algorithm: 

We propose k-means algorithm for clustering review comments in feedback. 

K-means clustering is a method of vector quantization, it’s from signal processing, that is popular for clustering 

analysis in data mining. K-means clustering aims to partition n observations into k clusters in which each 

observation be connected to the cluster with the nearest mean, serving as a prototype of the cluster.  
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K-Means algorithm:  

K means clustering is a partition-based cluster analysis method. According to this algorithm we firstly 

select k data value as initial cluster centers, then calculate the distance between each data value and each cluster 

center and assign it to the closest cluster. K means clustering aims to partition data into k clusters in which each 

data value belongs to the cluster with the nearest mean. 

The most common algorithm, described below, uses an iterative refinement approach, following these steps: 

1. Define the initial groups' centroids. This step can be done using different strategies. A very common one is to 

assign random values for the centroids of all groups. Another approach is to use the values of K different entities 

as being the centroids. 

2. Assign each entity to the cluster that has the closest centroid. In order to find the cluster with the most similar 

centroid, the algorithm must calculate the distance between all the entities and each centroid. 

3. Recalculate the values of the centroids. The values of the centroid's fields are updated, taken as the average of 

the values of the entities' attributes that are part of the cluster. 

4. Repeat steps 2 and 3 iteratively until entities can no longer change groups. 

The K-Means is computationally efficient technique, being the most popular representative-based clustering 

algorithm. The pseudo code of the K-Means algorithm is shown below 

 
 

Feature Selection Method: 

To select features from the entire feedback dataset set, in our method we first define the importance 

score of each comment, and define the similarity between any two review comments.  Then we employ an 

efficient algorithm to minimize the total similarity scores and maximize the total importance scores of a set of 

comments. Feature selection is a term commonly used in data mining to describe the tools and techniques 

available for reducing inputs to a manageable size for processing and analysis. 

The capability to apply feature selection is critical for effective analysis, because frequently more 

information contained by datasets than is needed to build the model. For example, a dataset might contain 500 

columns that describe the characteristics of sellers, but if the data in some of the columns is very sparse. You 

would gain very little benefit from adding them to the model. You could use feature selection techniques to 

automatically discover the best features and to exclude values that are statistically insignificant. 

 

The feature selection method for ranking (FSM Rank) algorithm is shown in below. 
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V. Experiment Results 
General experiments on review datasets were conducted to evaluate various aspects of CommTrust, including the 

trust model and the K-Means algorithm for clustering feedback comments. 

 

5.1 Datasets:  

We take some large number of feedback comments on products like laptops, mobiles, etc. and we 

randomly consider the ratings from best too bad for ranking the sellers. Based on these ratings the buyer can see 

how many user give positive feedback between good and best ratings. Here best and good ratings are considering 

as 5to 4 scoring rates. The dataset contains different review comments including ratings about particular product 

as shown in below sample pic. 

 

 
 

The sample pic shows how the feedback comments are given by user or buyers about product laptop. The 

feedback comments ratings treated as feedback score for sellers. These ratings stored in the dataset and based on 

these ratings we provide rankings to the sellers by using FSM . 

 

Here the sample dataset for feedback ratings about products and the count of the ratings shown below. 
Product Feedback rating Count 

Laptops Best 124 

Laptops Good 90 

Laptops Average 150 

Laptops Bad 35 

Mobiles  Good 200 

Mobiles Best 150 

Mobiles Average 201 
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By using these dataset ratings and based on these ratings the we can analyses and search which seller got these 

ratings. Based on this, we give ranking to the sellers using FSM. 

 

VI. Conclusion 
The “all good reputation” problem is well known for the reputation management systems of popular e-commerce 

web sites like eBay and Amazon. The sellers good rankings score cannot force the buyers to select one of the 

trustworthy seller among the many sellers. In this paper we propose feedback ratings in text format from best too 

worst and also take many review comments. We cluster these feedback comments by using K-means and by 

applying FSM algorithm we provide rankings to the sellers and also allows the buyers to see the sellers rankings 

related to that particular products in e-commerce application. 
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