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Abstract 
Designing proficient search algorithms is a major aspect in unstructured peer-to-peer networks, because Search algorithms offer 

the capabilities to trace the queried resources and to route the message to the target node. Different techniques can be used to 

trace resources on the network. If the network is small, no intricate search techniques are needed. We can use simple 

broadcasting or multicasting for querying. Centralized systems with a small number of servers also do not have need of intricate 

query propagation techniques. However, if we want to sustain intricate queries in decentralized networks, such as unstructured 

P2P overlays, complicated search techniques have to be applied to query propagation to attain scalability. In this paper, we 

discuss the most general search algorithms and example protocols that make use of these methods and hence we illustrate the 

importance of search algorithms in unstructured P2P networks. 

Index Terms: Search algorithm, peer-to-peer, Unstructured networks. 

--------------------------------------------------------------------- *** ------------------------------------------------------------------ 

1 INTRODUCTION 
Peer-to-peer networks are widely used for file sharing 

purposes. This type of usage tends to favor resilient, 

decentralized architectures over centralized solutions. 

However this comes at a penalty in ease of searching. At 

first, peer-to-peer systems addressed this shortcoming by 

incorporating a flooding mechanism for resource discovery. 

A node in the peer-to-peer network broadcasts a query 

message to its neighbours.The neighbors in turn are 

responsible for reporting any matches as well as forwarding 

the message to its neighbors, if necessary. This mechanism 

has been proven effective in practice for finding items 

which are prevalent across the peer-to-peer network, but 

otherwise ineffective and resource consuming. Previous 

works about search algorithms in unstructured P2P 

networks can be classified into two categories: breadth first 

search (BFS)-based methods, and depth first search (DFS)-

based methods. These two types of search algorithms tend 

to be inefficient, either generating too much load on the 

system [1], [2], or not meeting users’ requirements 

[3].Flooding, which belongs to BFS-based methods, is the 

default search algorithm for Gnutella network [4], [5]. By 

this method, the query source sends its query messages to 

all of its neighbors. When a node receives a query message, 

it first checks if it has the queried resource. If yes, it sends a 

response back to the query source to indicate a query hit. 

Otherwise, it sends the query messages to all of its 

neighbors, except for the one the query message comes 

from. The drawback of flooding is the search cost. It  

 

 

produces considerable query messages even when the 

resource distribution is scarce. On the other hand, random 

walk (RW) is a conservative search algorithm, which 

belongs to DFS-based methods [6], [7], 8], [9], [10]. By 

RW, the query source just sends one query message 

(walker) to one of its neighbors. If this neighbor does not 

own the queried resource, it keeps on sending the walker to 

one of its neighbors, except for the one the query message 

comes from, and thus, the search cost is reduced. 

Different techniques can be used to discover resources on 

the network. If the network is small no complex search 

techniques are needed. One can use simple broadcasting or 

multicasting for querying. Centralized systems with few 

servers also do not require complex query propagation 

methods. However, if we want to support complex or free-

form queries in decentralized networks, such as 

unstructured P2P overlays, sophisticated search techniques 

have to be applied to query propagation to achieve 

scalability and efficient operation. Below we give an 

overview of the most common search algorithms and 

example protocols that utilize these methods. Search in a 

graph is defined as finding a path from a start node to a 

destination node. In our context the destination node is the 

node that contains the service searched. The cost of a search 

can be defined in various ways, for example as the number 

of edges traversed in locating the destination node or the 

number of packets sent into the network during the search 

process. A simple scenario of P2P network is shown in 

Fig.1. 

Pondering of Fundamental Search Methods and Protocols for 

Unstructured Peer To Peer NETWORKS 
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Fig. 1 P2P network 

 

In the next section we will thrash out fundamental search 

methods in unstructured peer-to-peer networks. 

 

2. BASIC SEARCH METHODS AND 

PROTOCOLS FOR UNSTRUCTURED 

NETWORKS 
The search algorithms are classified into uninformed [11], 

where sending nodes know nothing of the surrounding 

networks, and informed [12] that rely on the partial network 

information discovered previously. Informed and 

probabilistic methods significantly reduce the overhead in 

the system, but they suffer from the partial coverage 

problem, in extreme cases showing very poor performance. 

2.1 Uninformed search methods and related protocols 

Uninformed search methods [11] can be further divided into 

systematic and random search algorithms. Systematic 

search methods typically explore the searched tree or graph 

according to some predefined rules. There is no place for 

probabilistic or random choice in such methods. Often 

systematic methods conduct a complete or almost complete 

search of the studied graph. The theoretical evaluation of 

the considered uninformed systematic search methods is 

given in Table 1, where the notation established in [13] is 

used: b is the branching factor; d is the depth of the 

shallowest solution; m is the maximum depth of the search 

tree; l is the depth limit. Superscript caveats are used as 

follows: a complete if b is finite; b complete if step costs ≥ 

ϵ for positive ϵ; c is optimal if step costs are all identical; d 

is optimal if both directions use breadth-first search. 

 

TABLE 1 

Evaluation of Uninformed Systematic Search Methods 

[11] 

 

A. Breadth-first search and flooding: The most well 

known search algorithms in this category are Breadth-first 

(BFS) and Depth-first (DFS) searches. BFS first explores 

all neighboring nodes of the sender and, if the solution is 

not found, proceeds to explore all the two-hop neighbors. 

The depth of the search is further increased until either a 

solution is found or all nodes of the network have been 

searched. Flooding [14], [15] is one of the basic search 

protocols. Its foundation lies on the BFS search algorithm. 

The query is propagated to all nodes in the network. The 

number of query packets typically increases exponentially 

further the query travels from the source node, causing huge 

overhead. The basic solution is to introduce a time-to-live 

field that limits the query propagation to a certain hop 

depth. 

B. Depth-first search, related methods and protocols: 
Depth-first search explores one neighbor of the sender. If 

solution is not found it increases the depth of the search, i.e. 

explores one neighbor of the previously searched node. The 

search continues in depth: each new node searched is 

situated at the increased hop distance from the requester. If 

maximum depth is reached than the search path is traced 

back until it can branch and go again in depth. Depth-

limited search is a special case of the depth-first search, 

where only nodes with depth less than some bound are 

considered. Famous time-to-live (TTL) field is means for 

implementing this principle. Iterative deepening depth-first 

repeatedly applies the depth-limited search. In each 

iteration the maximum search depth is increased and the 

search is re- run. During the iteration BFS algorithm is 

applied. 

C. Uniform-cost search: The search starts with a root node 

and all the neighboring nodes are explored. The neighbor 

connected to the root node with the lowest path cost link is 

chosen. Then all possible neighbors of the nodes, that 

already were chosen, are searched again and the node with 

the lowest path cost is preferred. The process continues 

until the searched object is found. Uniform cost is always 

optimal (since at any stage the cheapest solution is chosen). 

Dijkstra’s algorithm is an example of uniform cost search. 

D. Random search methods and protocols: These methods 

are governed by random variables. Good performance is 

expected, but not guaranteed by these algorithms. The 

random walk is one of popular random search methods 

[12]. This strategy is a formalization of the intuitive idea of 

taking successive steps, each in a random direction. A 

random walk is a simple stochastic process. The 

mathematical properties of random walks are quite well 

known for a long time, one of the celebrated examples 

being the Brownian motion. Random Walk (RW) protocol 

implements the random walk search technique described 

above. It is one of the basic and most widely used networks 

protocols. Its properties are discussed in detail by Q. Lv et 

al. in [15]. The source node sends a query to a fixed number 

of neighboring nodes. 

The number of query replicas does not increase with the 

hop distance. The method allows in many cases 
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considerably reduce the overhead imposed on the network 

with a tradeoff of the reduction in hit rate, increased round-

trip time, and highly variable performance. 

Probabilistic forwarding [16] is another of the random 

search methods. For each node where the query might be 

forwarded a random number in range [0, 1] is generated. If 

this number exceeds a threshold then the node is searched, 

otherwise it is skipped. 

Probabilistic Flooding protocol [17] is based on flooding, 

but the query replicas are forwarded here only to a certain 

percentage (p) of the node’s neighbors. Normal flooding is 

an extreme case of the probabilistic flooding with p = 1. If p 

= 0 then the query is, of course, not propagated anywhere. 

Probabilistic flooding is one of the often proposed 

techniques to be used in large dense wireless networks. 

There the propagation via standard flooding, besides 

leading to huge overhead, also increases the collision rate 

and leads to the degradation of the network performance. 

Careful choice, maybe even an adaptive adjustment, of the 

probability of further packet propagation leads to a drastic 

increase in the protocol efficiency and at the same time 

keeps high the probability of the packet delivery to the 

destination. Use of this method in sparse networks is not 

justified, as there the sufficient probability of the packet 

delivery cannot be ensured. 

Gossip-based protocols [18] are based on probabilistic 

flooding. A node forwards a message to a certain number of 

its neighbors if it believes that they have not already 

received a certain amount of the message replicas. The 

protocol is especially suited to the large-scale distributed 

systems with limited mobility and high node failure level, 

i.e., when the connection between nodes rarely change, but 

the nodes themselves are often unavailable. 

2.2 Informed search methods 

Informed search methods [12] make extensive use of 

heuristics. A heuristic is a method that does not guarantee 

the solution found to be optimal, but usually finds an 

acceptably good solution in a reasonable time. 

Best-first search goes through a list of possible nodes to 

explore and chooses the most promising ones to be 

explored first. Heuristic is used to rank the neighboring 

nodes based on the estimated cost from the current node to 

the solution. There are several variations of this algorithm. 

Greedy search algorithm chooses the node that appears to 

be closest to the goal node from the current node. The 

algorithm makes the locally optimal choice at each stage 

with the hope of finding the global optimum. Beam search 

is similar to the best-first search, however it unfolds not 

one, but the first m most promising nodes at each depth. 

A* search falls into the category of best-first searches. The 

algorithm takes into account both the cost from the root 

node to the current node (function g(n)) and estimates the 

path cost from the current node (function h(n)). Function F 

(n) = g(n)+ h(n) represents the path cost of the most 

efficient estimated path towards the goal and is 

continuously re-evaluated while the search runs in order to 

arrive at the minimal cost to the goal. A* is monotonic, it is 

complete and optimal on graphs that are locally finite and 

where the heuristics are admissible and monotonic. 

Backtracking, falling in the class of constraint searches is 

used to find solutions to problems specified by a set of 

constraint variables. Backtracking in the worst case tries all 

possible combinations in order to obtain a solution. The 

method’s strength is that many implementations avoid 

trying many partial combinations, thus speeding up the 

running-time. The term "backtrack" was coined by 

American mathematician D. H. Lehmer in the 1950s [19]. 

Hill climbing falls in the class of Iterative improvement 

methods. The method extends the search path with a node 

which brings the path closer to the solution than it was 

before attaching the node. Two major modifications of the 

algorithm are used. In simple hill climbing the first node 

that brings the user closer to the solution is chosen. In 

steepest ascent hill climbing all possible nodes are 

compared and the closest to the solution successor is 

chosen. Finding of only local maximum (in the case that 

heuristic is not good enough) is the main problem with hill 

climbing. Several methods exist to overcome this 

drawback, including iterated hill climbing, stochastic hill 

climbing, random walks, and simulated annealing. 

Lately, simulated annealing, a generic probabilistic meta- 

heuristic for global optimization problems, was tried 

success- fully as a possible search algorithm for 

unstructured P2P networks [20], [21]. With this algorithm a 

fair approximation to the global optimum of a given 

function in a large search space can be achieved. Simulated 

annealing allows the system to move consistently toward 

lower energy states, yet still jump out of local minima due 

to the probabilistic acceptance of some upward moves 

during the first few iterations. 

Tabu search is a local search algorithm that uses memory 

structures, tabu-lists, forbidding the use of certain values of 

attributes in the search. Tabu lists containing the prohibited 

values are very effective, though a very good solution that 

just happens to have this value might be missed. To 

overcome this problem aspiration criteria are introduced. 

They allow overriding the tabu state of a solution and 

including the solution in the allowed set. 

Ant colony optimization [22] is a meta-heuristic inspired by 

the behavior of ants in finding paths from the colony to 

food sources. It uses many ants (or agents) to traverse the 

solution space and find locally productive areas. The 

strategy usually does not perform as well as simulated 

annealing and other forms of local search, but it can solve 

tasks where no global or up-to-date perspective can be 

obtained, and therefore the other, in general more effective 

methods cannot be applied. Ant colony optimization 

outperforms simulated annealing, tabu search and genetic 

algorithms in dynamic environments, as it can adapt 

continuously to the changes in real time. 
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Genetic algorithms [23] try to solve problems using 

techniques inspired by biological evolutionary mechanisms, 

such as yielding successive generations of possible 

solutions using reproduction, "survival of the fittest" and 

mutation methods. In genetic programming, the above 

approach is extended to algorithms, by regarding the 

algorithm itself as a "possible solution" to a problem. The 

genetic algorithm approach is used in Immune Search [24]. 

Neural search algorithms are based on the use of artificial 

neural networks (ANN) [25], that imitate the structure of 

the brain. Artificial neurons, modeling brain cells, are 

interconnected with each other to form a network using 

both forward and feedback links. The links connecting the 

neurons can have different weights, possibly changing 

during the run-time, thus producing an adaptive system. 

Based on these elements ANN creates a mapping between 

inputs and outputs, either deterministically or 

probabilistically. Neural search algorithms are widely used 

for speech and image recognition systems, pattern matching 

and search engines. 

3. PROTOCOLS BASED ON INFORMED 

SEARCH ALGORITHMS 
We now consider several search protocols that are based on 

informed algorithms. Most of them utilize the best-first 

approach. Many protocols are also using history-based 

metrics, to determine the destination or the next forwarding 

node. 

Intelligent-BFS [26] and Directed-BFS [27] are informed 

versions of probabilistic flooding. The neighbors to which 

the query is to be forwarded are chosen judging from the 

success rate of the neighboring nodes for the queries of the 

same type. The answer packet, while traveling to the source 

node, updates the local indices on the bypassing nodes, 

increasing the probability that these nodes will forward 

these types of queries in the future. Hybrid flooding [28] is 

a further development of this approach. The algorithm uses 

probabilistic flooding to forward the query only to a subset 

of the current node’s neighbors. Multiple weighted metrics 

are used to select these neighbors. 

Degree-based random walk was first proposed by Adamic 

et al. in 2001 [29]. The algorithm is based on random walk 

and it issues a number of walkers (queries) that are 

forwarded to the highest-degree neighbors that have not 

seen the query. The neighbor connectivity is learned via the 

exchange of "Hello" messages. The algorithm shows a very 

good performance for power-law random networks when 

resources are concentrated in the high-degree nodes. 

However, if resources are not concentrated in the most-

connected nodes, then the heuristic fails and can even 

perform worse than the basic random walk. 

Distributed resource location [30] protocol makes nodes to 

listen listens to the bypass traffic and cache the information 

from the relevant search-related packets: the locations of 

the answer to the query as well as the description of the 

resource. Later, if the node receives a query searching for 

the resource the location of which is cached, then the query 

is forwarded directly to the relevant node, thus saving 

network resources and time. This technique is aimed for 

large and fairly static networks, where the initial discovery-

caused overhead is compensated by saving in later requests. 

In a very dynamic network due to the outdating of the 

cached information the effectiveness of the method 

drastically decreases. The method exhibits increasing 

accuracy as the object popularity drops, as the less popular 

objects are less likely to be reallocated. 

Adaptive probabilistic search (APS) [31] uses k random 

walkers and tracing messages to update supplementary 

information on nodes. The method employs distributed 

resource location mechanism. To choose the direction of 

packet for- warding a combination of probabilistic 

forwarding, historic learning and best-fist technique is used. 

The supplementary information on the nodes is updated 

using both positive and negative feedback. The nodes 

estimate using the history of previous requests the direction 

for the query to travel. However, a non-zero probability 

exists that a packet will be send to non-best fitting 

neighbor, thus enabling the protocol to explore new routes. 

A single entry is kept for each type of the resource for 

precise targeting. Compared to random walk, APS is rather 

a bandwidth efficient protocol and with additional adaptive 

techniques used [31] it achieves much higher hit rates. It is 

said that APS does suffer from partial coverage problem 

due to the use of random walk and informed propagation 

techniques. Routing Indices [32], Query Routing Protocol 

[33], [34] and Local Indices [36], [35] are examples of 

other protocols that extensively use metadata to exchange 

information between nodes. 

Local Minima Search [37] is another search algorithm for 

unstructured networks based on greedy search and local 

mini- mum. It is somewhat similar to the mechanism used 

in DHT- based systems and suffers from the same inability 

to conduct complex searches. Each item is assigned a key, 

for example via hashing. Replicas of the (key, value) pair 

are propagated though the network looking for the local 

minimum between the key and the node ID. At the local 

minimum the replica is stored. The propagation method is a 

combination of random walk and greedy deterministic 

forwarding; this way the wide spread of the (key, value) 

pairs is ensured. The query for the item is propagated in the 

same fashion: first the key corresponding to the searched 

item is determined and then the search is started using 

random walk followed by the deterministic forwarding. 

Additional methods are employed by the protocol to 

improve its performance, such as dynamic adjustment of 

the number of replicas or use of bloom filters. 

Immune search method as well as Genetic routing [38] falls 

into the class of protocols based on genetic algorithms. The 

protocol consists of two parts: query propagation through 

the network and the topology evolution initiated as a result 

of search. The originating node issues a query that is 

forwarded to its neighbors via random walk until the packet 

arrives to a node where similarity metric between the 

information profile and the message content exceeds the 
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threshold. Then the message packet undergoes proliferation 

(more messages are issued) in order to be able to find more 

nodes with similar information in the neighborhood. Some 

of the proliferated packets are also mutated. Due to 

mutation the chance of message packets to meet similar 

items increases, which in turn helps in packet proliferation. 

Clustering is introduced in the system to bring similar node 

together. The distance a node moves towards the query 

originating node depends on the similarity between them, 

their distance and the number of times (age) the node 

moved before. 

NeuroSearch [39] makes use of neural search algorithms 

and correspondingly neural networks to decide to which 

neighbor to forward the query. The decision whether to 

propagate a query to a certain neighbor is based on the 

output neuron of three layer perceptron neural network. 

Each neighbor is evaluated using seven parameters, such as 

was the neighbor connectivity or acknowledgment of the 

fact that a certain message was received before. Prior to the 

deployment the protocol needs to be trained on test 

networks to adjust neural network weights. A genetic 

algorithm is used during the training. With current array of 

input parameters the protocol performs well compared to 

flooding with low TTL on the network built after power-

law distribution. The authors in [39] expect considerable 

performance improvement with introduction of history-

based inputs. 

3.1 Common exchange metrics  

Nodes employing informed search methods exchange 

different types of information in order to predict the 

location of the searched resource. The examples of these 

metrics are a list of known services and their location, 

topology information, traffic load, power capacity, 

computational resources, communication channel quality, 

available bandwidth, historical feedback (e.g. number of 

successful queries forwarded) and node uptime. For the 

latter parameter it is generally assumed [40] that the longer 

the node stays without failure in the network the higher the 

chances are that it will be connected to the network in the 

future. In the next section we discuss a dynamic search 

algorithm [41] for unstructured P2P networks. 

 

4. DYNAMIC SEARCH ALGORITHM [41] 

Designing efficient search algorithms is a key challenge in 

unstructured peer-to-peer networks. Flooding and random 

walk (RW) are two typical search algorithms. Flooding 

searches aggressively and covers the most nodes. However, 

it generates a large amount of query messages and, thus, 

does not scale. On the contrary, RW searches 

conservatively. It only generates a fixed amount of query 

messages at each hop but would take longer search time. 

We discuss the dynamic search (DS) algorithm, which is a 

generalization of flooding and RW. DS takes advantage of 

various contexts under which each previous search 

algorithm performs well. It resembles flooding for short-

term search and RW for long-term search. Moreover, DS 

could be further combined with knowledge-based search 

mechanisms to improve the search performance. 

4.1 Operation of Dynamic Search Algorithm 

 
Fig. 2 The DS Algorithm [41] 

DS is designed as a generalization of flooding, MBFS, and 

RW. There are two phases in DS. Each phase has a 

different searching strategy. The choice of search strategy 

at each phase depends on the relationship between the hop 

count h of query messages and the decision threshold n of 

DS. 

1) Phase 1. When h ≤ n 

 At this phase, DS acts as flooding or MBFS. The number 

of neighbors that a query source sends the query messages 

to depends on the predefined transmission probability p. If 

the link degree of this query source is d, it would only send 

the query messages to d∙p neighbors. When p is equal to 1, 

DS resembles flooding. Otherwise, it operates as MBFS 

with the transmission probability p. 

 

2) Phase 2. When h > n 

At this phase, the search strategy switches to RW. Each 

node that receives the query message would send the query 

message to one of its neighbors if it does not have the 

queried resource. The pseudo code is shown in Figure 2. 
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5. CONCLUSION 
In this paper we have explicated Fundamental search 

methods and protocols for unstructured peer-to-peer 

network, hence the importance of these algorithms and the 

need of dynamic algorithm. Next, we have discussed the 

DS algorithm, which is a generalization of the flooding, 

MBFS, and RW. DS overcomes the disadvantages of 

flooding and RW, and takes advantage of various contexts 

under which each search algorithm performs well. It 

resembles flooding or MBFS for the short-term search and 

RW for the long-term search. Finally, we conclude that this 

work may be useful to design a new algorithm or to modify 

the existing algorithms for better performance. 
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