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Design of Operational Trans conductance Amplifier in
0.18pum Technology
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#.2.34 Micro Electronics and VLSI design
** Electronics & Instrumentation Engineering Department, SGSITS, Indore,( M.P. )India

Abstract- This paper presents design concept of Operational
Transconductance Amplifier (OTA). The 0.18um CMOS
process is used for Design and Simulation of this OTA. This
OTA having a bias voltage 1.8 with supply voltage 1.8 V. The
design and Simulation of this OTA is done using CADENCE
Spectere environment with UMC 0.18um technology file. The
Simulation results of this OTA shows that the open loop gain
of about 71 dB which having GBW of 37 KHz. This OTA is
having CMRR of 90 dB and PSRR of 85 dB. This OTA having
power dissipation of 10 mW and Slew Rate 2.344 V/usec.

Keywords- OTA, Cadence, CMRR, PSRR, Power Dissipation,
CMOS IC Design.

1. INTRODUCTION

Due to recent development in VLSI technology the size of
transistors decreases and power supply also decreases. The
OTA is a basic building block in most of analogue circuit with
linear input-output characteristics. The OTA is widely used in
analogue circuit such as neural networks, Instrumentation
amplifier, ADC and Filter circuit. The operational
Transconductance Amplifier (OTA) is basically similar to
conventional Operational Amplifiers in which both having
Differential inputs. The basic difference between OTA and
conventional operational Amplifier is that in OTA the output is
in form of current but in conventional Op-Amps output is in
form of Voltage.

This paper is organized as follows. Section |1 describes brief
description about operational Transconductance Amplifier
(OTA) design. Section IV describes Simulation Results of
OTA. Section IV describes the conclusion of this paper.

2. OPERATIONAL TRANSCONDUCTANCE
AMPLIFIER (OTA) DESIGN

Figure 1 shows the schematic diagram of Operational
Transconductance Amplifier (OTA). In this OTA the supply
voltage is VDD= 1.8V. In the below circuit of OTA the
Transistors, M11 1 and M11 work as a constant current source
and Transistors M1, M2 and M3 works as two current mirror
‘pairs’. The Transistors M4, M5, M6 and M7 are the
Differential amplifier.

WWW.ijmer.com

The Transistor M8 is an output amplifier stage. The design
parameters of this OTA are shown in below table I.

There are several different OTA’s are used in which this
OTA is a simple OTA with low supply voltage and high gain.
The Op-amp is characterized by various parameters like open
loop gain, Bandwidth, Slew Rate, Noise and etc. The
performance Measures are fixed Due to Design parameters
such as Transistors size, Bias Voltage and etc. In this paper we
describe design of OTA amplifier and this design is done in
0.18um technology.
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Figure 1: Operational Tran conductance Amplifier
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TABLE |
TRANSISTOR SIZE
Device W/L(pm)
M1,M2,M3 40/0.6
M4,M5 20/0.6

M6,M7,M8,M9 | 42/0.6

M8,M9 50/0.6
M10,M11 60/0.6
M12,M13 0.8/0.6

3. SIMULATION RESULTS
The design of this Operational Transconductance Amplifier
(OTA) is done using Cadence Tool. The Simulation results are
done using Cadence Spectre environment using UMC 0.18 pm
CMOS technology. The simulation result of the OTA shows
that the open loop gain of approximately 71 dB. The OTA has
GBW of about 37 KHz.
The Table 11 shows that the simulated results of the OTA. The
AC response which shows gain and phase change with
frequency is shown in figure 2. Figure 3 shows the DC sweep
response of This OTA. The Transient response with input in
pulse is shown in figure 4. Figure 5 illustrates PSRR variations
with frequency. The variation in CMRR is shown in figure 6.
The simulated results of this OTA shows that PSRR of 85
dB and CMRR of 90 dB.

TABLE Il
SIMULATED CHARACTERSTICS OF OTA
Specifications Simulated

CMOS 0.18um
technology

Open loop gain 71dB

Supply voltage 1.8V

Bias 1.8v
Voltage

PSRR 85 dB
CMRR 90 dB

Figure 2: Shows AC response which shows gain and phase
change with frequency.
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Figure 3: DC sweep response.
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Figure 5: PSRR change with frequency.
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Figure 6: Change in CMRR with frequency

4. CONCLUSION

In this paper we present a simple Operational
Transconductance Amplifier (OTA) topology for low voltage
and low power applications. This OTA can be used in low
power, low voltage and high time constant applications such
process controller, physical transducers and small battery
operated devices. This work can be used in filter design, ADC
design and instrumentation amplifiers because of its high gain,
high CMRR and low power consumption.
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SEGMENTATION AND COUNTING OF PEOPLE
THROUGH COLLABORATIVE AUGMENTED

LAkhil Khare, ?Kanchan Warke, °Dr. Akhilesh Upadhayay

Abstract In this System counting of people is done with the help of computer vision. The reason behind this is that
computer vision is the field which is concerned with the automated processing of images from the real world to extract
and interpret information on a real time basis. The image data can take many forms. For example views from multiple
cameras, multidimensional data from medical scanner etc. Coding for this is developed in openCV (Open Source
Computer Vision Library). This library consists of programming functions for real time computer vision and it is
developed by Intel. From this library programming functions such as image preprocessing, morphology processing,

image marking etc. are used for counting of people.

1. INTRODUCTION

With the rapid development of economic society, the
crowd flowing in various public places and facility is
more and more frequent. Effectively managing and
controlling the crowd in public places become an
important issue. People counting system based on this
kind of demand arises, which can be used in the crowd
surveillance and management, but also can be used in
commercial domain such as market survey, traffic
safety as well as the architectural design domain and so
on. The research on counting people has the profound
significance and the broad prospect because it directly
or indirectly improves the staffs' working efficiency
and the utilization of building facilities in various
places. In the past history of this project different
methods have been developed to count the humber of
people. But some of them have problems associated
with them; hence we are trying to overcome them in
this system. In developing the method for counting the
number of people in complex indoor spaces, our goal
is to develop a method such that it should be robust,
easily realizable and effective. It should have high
recognition rate in relatively stable environment and
relatively sufficient light.

A people counter is a device used to measure the
number and direction of people traversing a certain
passage or entrance per unit time. The resolution of the
measurement is  entirely dependent on the
sophistication of the technology employed. The device
is often used at the entrance of a building so that the
total number of visitors can be recorded. Many
different technologies are used in people counter
devices, such as infrared beams, computer vision,
thermal imaging and pressure-sensitive mats.

2. LITERATURE SURVEY

Authors like Lin SF, Chao HX, T.Zhao, R. Nevatia
addressed issue of people counting. It consist of
methods like: fitting method based on low level
feature, feature point tracking, object detection
method. Fitting method is easy to use, but as it has
neglected individual concept and skipped single object
tracking process, it becomes difficult to acquire correct
people counting information. Object tracking method

WWW.ijmer.com

has high precision because it detects directly object.
And feature point tracking method acquires people
counting information by tracking moving feature point,
then applying cluster analysis for further point track.
But though this method is insusceptible of camera
angle, but has lower accuracy.

Hence to overcome these difficulties and problems
new method should be invented. And this method can
be easily realized and suitable for environment. It can
also be useful for understanding personal information.
Author Xi Zhao, Emmanual, Dellandrea and liming
Chen mensioned in paper “People counting System
Based on Face Detection and Tracking in video.” that
in literature most of work is relied on moving object
detection and tracking, based on the assumption that all
the moving objects are people.They proposed an
approach in which people counting is based on face
detection , tracking and trajectories classification.
Scale invariant Kalman filter combined with kernel
based object tracking algorithm is used to handle face
occlusion. They proposed a strategy to count people by
automatically classify face trajectories. Then two Earth
Movers Distance based classifier is used to
discriminate true and false trajectories.

Due Fehr, Ravishankar Sivalingam, Osama
Lotfallah, Youngchoon Park  described in paper
“Counting People in Groups” the importance of
camera surveillance in the era of growing security
concerns, and it is also necessary. They mentioned that
there is successful development of detecting
abandoned objects and people tracking. People
tracking is relatively easy as compared to people
counting in groups. Mutual occlusion is the most
problematic in group counting. Several techniques for
group counting estimation is suggested such as
foreground \detection using mixture of Gaussian,
foreground detection using pixel layering, shadow
Emoval.

Duan-Yu Chen, Chih-Wen Su, Yi-Chong
Zeng, Hong —Yuan Mark Liao proposed a system “An
Online People Counting System for Electronic
Advertising Machine” for counting the number of
people watching a TV-wall advertisement or electronic
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billboard without counting repetitions by using
stationary camera. In this first of all face detection and
face filtering is done, in which, SVM based face
detector is used. Face filtering is used to filter false
positive face. Then feature extraction is performed on
torso of human subject. Then an online classifier
trained by Fisher’s Linear discriminant strategy is
developed.

Fang Zhu and Xinwei Yang suggested “People
Counting Based on Support Vector Machine” infrared
people counting method. In data processing procedure
pattern recognition idea can be introduced according to
characteristics of time continuous data collected by
infrared sensors. In this method people counting is
based on two steps. First is data acquiring in which
infrared signal information is collected. Second is data
processing in which noise removing and normalization
is done by standardization and data segmentation.
Then feature extraction is performed. Lastly
classification and identification of people who go
through infrared area is done. When several people go
through infrared signal at the same time, this method
counts number of people accurately.

3. PROPOSED SYSTEM

In this paper, a new robust method for counting people
in complex indoor spaces is presented. As shown in
Fig.1 the method for counting people diagram, the
method has counted the number of people in the indoor
spaces through four modules: image pre-processing
module, morphology processing module, image
marking module and people counting module, in order
to master the information of the indoor for increasing
efficiency and utilization of building facilities. Image
pre-processing module chooses image greying,
background subtraction based on threshold, median
filtering algorithm and threshold segmentation to
eliminate background interference. The morphology
processing module uses the improved erosion
operation and the improved dilation operation to
extract target feature. Then the following image
marking module uses connected component detection
algorithm, setting the object feature and shape
judgment condition to remove false contouring and
marking object region by rectangle frame. Finally,
people counting module is used to count the number of
people.

A. Image Processing Module

The captured video images need pre-processing in the
method for counting people. In our method, the main
function of image pre-processing module is to
eliminate background interference and extract the
foreground object information, that is, the foreground
object in the image sequence will be extracted from the
background. The result of this module as the basis of
the people counting will directly affect the accuracy of
people counting result. First, in image pre-processing
module we capture images using a single camera,
which is hanged in the middle of the roof in order to

WWW.ijmer.com
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cover the entire housing and own a better sensitivity.
Secondly, we use image greying turn current image
and background image into two gray images. Thirdly,
we use background subtraction based on threshold
process the two gray images to extract the foreground
object for detecting the relative static and moving
human object. Finally, we use median filtering method
eliminate noise and then use maximum between-
cluster variance threshold segmentation method turn
the foreground object image into a binary image. Now
we detail the image pre-processing module.

Capturing current image and background mmage

’ Image Grasang |

Em——

1

I

Irna ge I

I

Pre -processing ’ Background Subtrac tion | I

Module -

I Median Fikenng | H

1

1 - I

H Threshold Segmentation I

L —. .

Morphology | Erosion Operation | !

Processing + i

1 Module | Dilation Operation | I
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e B e

: '|C-:.rmeclzd Component Delecﬁnn“
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e e . . e . e . e e . . . e e . . . -
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j Feople Counting People Counting |
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I ]
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Figure 1. The method for counting people diagram

1) Image greying

Image greying is defined by throwing away the colour
information and using gray express image luminance.
In the beginning of image pre-processing module, we
use image greying turn the current colour image and
the background colour image into two gray images.
Image greying is to make the colour components R, G,
B equal. Gray image has 256 Gray Levels because R,
G, B range is from 0 to 255. In this paper we perform
image greying thought weighted average method,
which gives R, G, B different weights and makes the
value of R, G, B weighted average as follow:
R=G=B=rR+gG+bB (1)

Among analysis, we can gain the most reasonable gray
image when r=0.299 , g=0.587, b=0.114 as follow:
R=B=G=0.299*R+0.587*G+0.114*B (2)
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2) Background subtraction based on threshold

Using image greying, two gray images which include
the current gray image and the background gray image
are received. We use background subtraction based on
threshold process the two gray images to eliminate
background interference and extract the foreground
object information image.

Threshold selection is a key issue. As the gray values
of head generally below 90, we choose maximum
between cluster variance adaptive threshold method
whose threshold is chosen within the range [0, 90]. If
the pixel gray difference is bigger than the threshold,
the pixel value in input gray image is seen as
foreground stored in the image, else the pixel is
considered as white pixel which value is 255. Through
those processing, the majority of background
disturbance is eliminated. Moreover, in some public
spaces such as cyber bar, computer room, laboratory,
the computer frame to the object extracting influence
should be considered. Because computer frame and the
top of head have approximate gray value, the head
which locates near computer will be divided into two
sections only using background subtraction. Allowing
for this question, if the frame gray value of current
image below 90 and the number of pixels which
variation of the frame upper and lower or the frame left
and right are bigger than the threshold is bigger than
the set number, the pixel value in input gray image is
seen as foreground stored in the result image, else the
pixel is considered as white pixel which value is
255.This improved method effectively resolves the
computer frame disturbance question.

3) Median filtering method

After background subtraction based on threshold, the
foreground object images have a certain extent noise
interference. The noise makes image quality
deteriorated, causes the image blurred, even submerges
the image feature and affects the analytic result.
Therefore in the pre-processing module we adopt
median filtering method to eliminate noise. Median
filtering commonly uses a sliding template including
the odd number of points, with the median of each
template window gray value instead of the gray value
of designated point. In this system, + template median
filtering is used to eliminate the noise of foreground
object image. After arranging the values of five pixels
including the pending pixel and 4-neighbors of the
pending pixel from small to big, we choose the median
of the gray levels as the value of the pending pixel.
Median filtering can obvious reduce noise and make
image smoothing, which filters the small object blocks
and highlights the feature information we need.

4) Threshold segmentation

Threshold segmentation is fundamental approach to
segmentation that enjoys a significant degree of
popularity. It needs a right threshold to divide the
image into object and background. Maximum between-
cluster variance threshold segmentation algorithm is
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used to change the object image after median filtering
into a binary image. This algorithm as follows:

In our method, threshold value T is chosen within the
range [0, 90] because gray values of head generally
below 90. The result of threshold segmentation is a
binary image including object information.

After image pre-processing module, we receive a clear
binary object image, which is eliminated background
interference and beneficial to the next processing.

B. Morphology Processing Module

Mathematical morphology processing (6) is widely
applied to image processing, which mainly includes
dilation, erosion, opening and closing operation.
Because the binary object images after image pre-
processing module often have the discrete noise and
holes in object region, morphology processing module
is used to remove the isolated noise and fill the hole in
the object region, which first uses an improved erosion
operation and then uses an improved dilation
operation.

1) Improved erosion operation

In this system, an improved erosion operation is
proposed, which does the first erosion operation using
3 x3 template as B to process the binary object image,
then does the second erosion operation using r
template as B. Through two times erosion operation,
the binary image is removed isolated noise and
becomes clean.

2) Improved dilation operation

After erosion operation, an improved dilation operation
is used in the method, which performs the first dilation
operation using template as B, then performs the
second dilation operation using 3x3 template as B.
Through two times dilation operation, those holes in
the object region are filled and some gaps are bridged.
Morphology processing module can improve the
accuracy of counting system through enhancing the
object feature. This step has laid a good foundation for
the further image marking.

C. Image Marking Module

Image marking module aims to mark the head region.
First, image marking module uses connected
component detection algorithm, then sets the object
feature and shape judgment condition, fmally, removes
false contouring based on the object feature and shape
judgment condition, simultaneously uses rectangle
frame mark object region.

1) Connected component detection algorithm

Connected component detection algorithm[7] is to fmd
all the pixels which belong to the same connected
component and to give the same marking to the same
connected component pixels. Through this algorithm,
we gain a marking image in which the value of each
pixel is the value of its regional marking. As shown in
Fig.2 the image marking scheme, the connected
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component detection algorithm has been done as
follows:

Setting the initialization of marking counter is 0 and
using column-based scan method to mark those pixels
(the gray values are equal to 0 )based on those marking
of those pixels' four neighbor pixels which have been
scanned, at the same time carrying on the following
marking algorithm judgment:

Figure2. Image marking scheme

Step I: If the gray values of four pixels which
separately lie the lower left, the left, the upper left, the
up of current pixel are 255, the marking counter adds
one.

Step 2: If the gray values of four pixels which
separately lie the lower left, the left, the upper left, the
up of current pixel have the same marking but not all
are equal to marking value 0 , the marking is given
current pixel.

Step 3: If the gray values of four pixels which
separately lie the lower left, the left, the upper left, the
up of current pixel have different marking and two
kind of marking (not including the marking is zero),
judge the size of two kind of marking, the small
marking is given current pixel, then scanning the
whole image, changing the marking of pixel which has
already been labeled as the big marking value into
small marking value, the marking counter subtracts
one.

Step4: All pixels carry out the 2nd step .when all pixels
processing are completed, the algorithm is over.

2) Object feature and shape judgment condition
setting

After connected component detection algorithm, we
should scan the whole marking image to count the area
,barycentric coordinates, upper left coordinate and
lower right coordinate of rectangle frame which
belongs to different connected components with
different marking value.

In order to extract real head information, we choose
object area and shape characteristics as object feature.
If the connected component isn't in line with the shape
attribute, then we judge it as false object and the
counter subtracts one, else if it is in line with area
classification judgment condition, then we judge it as
object, else judge it as false object and the counter
subtracts one. Allowing that two head possible

WWW.ijmer.com
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connected together, we count the average area of head
(avgs2) when the connected component was in line
with the shape attribute condition. If avgs2 is in line
with the following judgment condition of two people
connected together, then we judge the connected
component region as two people and the counter adds
two.

3) Marking object region

After the above processing, we get the real head object
information, including the area, barycentric
coordinates, upper left coordinate and lower right
coordinate of rectangle frame. Using the coordinates of
rectangle frame, we can mark the real rectangle frame
region including object features. Image marking
module is the foundation of the following people
counting module.

D. People Counting Module

From the above analysis we can draw the conclusion
that the value of marking counter is the number of
people head and can receive the head average area of
object through taking the average of the sum about the
head pixels in those rectangle frames, therefore the
outputs of the system include the image size, the
number of people head and the goal (number of
people) average area. In people counting module, the
number of people head is the people counting result we
need. The method for counting people is a robust
method and low cost for using a single camera, which
can be used in complex indoor spaces.

4. CONCLUSION
Uptill now people counting system is used for the
purposes such as to facilitate security management as
well as urban planning. In military application for
instance in urban warfare, soldiers might not be able to
check every room of building. Sending a camera into a
room that could autonomously report how many
people are present can help soldiers assess threat level.
But apart from this we can use this system in
shopping malls. We can count number of people going
in particular section and if there is too much crowd in
that section then we can segregate the crowd by
applying some technique. For example in shopping
mall if too much crowd is in ladies clothes especially
for jeans clothes, then we can suggest the manager to
provide separate section for jeans clothes, so that
crowd get segregated. We can also find out which
section is more crowded on particular day of a week.
Also we can use this system in public places such as
cyberbar, computer room, laboratory classroom,
conference room etc.
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ABSTRACT

The main objective of this research is to develop a
micro and nanogap structure using dry anisotropic
etching —Reactive lon Etching- RIE. Amorphous
silicon material is used in the micro and nanogap
structure and gold as electrode. The fabrication
processes of the micro and nanostructure are based
on conventional photolithography, wet etching for
the Al pattern and wet etching for a-Si pattern
using RIE process. Reactive ion etching (IP-RIE)
has been applied and developed as essential method
for etching micro and nanogap semiconductors.
The fabrication and preparation methods to
fabricate micro and nanogaps using RIE properties
are discussed along with their advantages towards
the nanotechnology and biodetection. In this
research, 2 masks designs are proposed. First mask
is the lateral micro and nanogap and the second
mask is for gold pad electrode pattern. Lateral
micro and nanogaps are introduced in the
fabrication process using amorphous silicon and
gold as an electrode. As a result we need to deposit
Al layer over the amorphous silicon semiconductor
material before coating a photoresist to protect the
a-Si layer during the etching and using the Al layer
as a hard mask. The requirement time to etch 1pm
amorphous silicon pattern completely by using IP-
RIE to fabricate the micro and nanogap structure
its take approximately 30sec. These results are
better than those using wet anisotropic etching
techniques.

Keywords - Micro and nanogap, photolithography,
reactive ion etching (RIE).

1. INTRODUCTION

The RIE equipment used in these experiments was a
Vacutech parallel-plate system. The lower electrode is
powered by a 13.56 MHz-RF generator coupled
through an automatic tuning network. Each electrode
is 200 mm in diameter and the distance between them
is 23 mm. The RF electrodes are made of anodised
aluminium. The chamber volume is 131 and the
system is pumped by a 350 I/rain lurbomolecular

WWWw.ijmer.com

pump backed by a mechanical rotary vane pump. The
base pressure before each run was less than 5 x 10
Tort. A two-level factorial design of experiments was
used to find the main and interaction effects governing
etch rate and sidewall slope. Even through the RIE
process performance is influenced by interaction
effects between different factors, such as, oxygen
content, power density, pressure and loading, at a
chosen set of etching parameters.

Different techniques and schemes such as,
sandblasting, mechanical grooving, and wet chemical
etch; laser

sculpturing and plasma etching have been used to
texture the surface of single and polycrystalline
silicon. One of the characteristics of all these methods
is that they use either chemical- or physical-etching
mechanisms to produce the desired pattern. This
imposes limitations such as features geometry or
selectivity of the process depending on which
mechanism is chosen [1].

In recent years, nano-ordered materials have attracted
much attention since the products have been smaller in
keeping with a trend of density growth or integration
in various technology fields. They have great interest
because of their potential to exhibit novel properties
which cannot be achieved by bulk materials. For
examples, two-(2D) and three-dimensionally (3D)
ordered materials have attracted much interest due to
their potential applications in photonic crystals [2-5],
data storage [6-9], field emission device [10-13]. It is
important to establish fabrication techniques of
materials with desired shape or size depending on each
application. For example, they must have periodic
pillar or hole structures with high aspect ratio to use as
2D photonic crystals [11, 12]. It is necessary to be
moth eye structure for use as antireflection coating
[13, 14], which have pointed top preferably for field
emission device [15].

Micromachining in a-silicon and silicon are widely
employed for the fabrication of various
micromechanical structures needed for many types of
sensors and actuators Pattern transfer based on various
etching processes plays an essential role in
micromachining in the development of etching
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processes for micromachining it is important to
maintain high etch rate, good control of line width,
good uniformity and high selectivity over both mask
and underlying layer However, most of the traditional
wet etchants are unable to meet these requirements for
several reasons First, there is pure chemical reaction
involved in the wet etching, resulting in an isotropic
etching profile unless a crystal orientation dependent
etch is used Secondly, adhesion of photoresist to the
substrate is often poor due to the attack of the etchant
Thirdly, surface tension of the liquid makes it
impossible for the wet etchant to penetrate through
very small windows in resist pattern and react with
substrate Fourthly, gas bubble formation during the
etching locally prevents the etching from proceeding
and leads to poor uniformity Although some of the wet
etchants for bulk micromachining, such as KOH or
EDP, etch crystal silicon anisotropically, their etching
characteristics strongly depend on the crystal
orientation, doping concentration and electrical
potential of the substrate As a result, the type, shape
and size of the structures that can be realized are
limited [16].

In previous reports, a variety of techniques for narrow
nanogap fabrication have been demonstrated: electron
beam lithography [17], [18], electromigration [19],
mechanical break junction [20], sacrificial layer-
assisted silicon and gold nanogaps [21], and surface-
catalyzed chemical deposition [22]. However, except
for electron beam lithography and sacrificial layer-
assisted nanogaps, all other techniques have several
problems in nanogap commercialization because of
the complex steps and difficulties in fabricating
reproducible nanogaps and their compatibility with
other semiconductor circuits and processes. Therefore,
new approaches and integration [23] methods for
fabricating nanogap arrays need to be developed in
order to overcome these problems.

On the other hand metallic nanoparticles have been
used to establish self-assembly nanostructure of which
physical and chemical properties have been
investigated in recent years. In particular, gold
nanoparticles can be easily prepared and have the
characteristic of biocompatibility. Some new devices
have been developed for the application of
immunoassay by making use of the novel properties of
nanostructure that is self-assembled by gold
nanoparticles [24]. However, the properties of gold
nanostructure can vary significantly with the size of
gold nanoparticles and the pitch between gold
nanoparticles in the nanostructures [24-26]. A gold-
amplified sandwich immunoassay for the detection of
human immunoglobulin G has also been developed by
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Natan and coworkers [26]. The sensitivity of their
immunoassay can reach 1 pM. They have also
conducted a series of studies on the effect of particle
size and surface coverage on the detective sensitivity
of immunoassay [27, 28].

A gap in a material with a high magnetic permeability
causes magnetic field lines to leak into the
surrounding ambient environment (air). If this gap is
varied in size, the density of the field at a given point
in that area will change. MEMS fabrication techniques
enable the design and fabrication of a device that can
take advantage of this behavior and locally modulate a
static magnetic field [29].

2. METHODOLOGY

In this research, Si wafer is used to fabricate a micro
and nanogap biosensor. The first step is to design and
produce a mask, which is two mask designs are
proposed, the amorphous silicon micro and nanogap
with gold electrode process flow are develops. This
research is mainly focus on the issue related to the
fabrication of the micro and nanogap and the
development of a new technology. The sidewall
etching using IP-RIE to form thin micro and nanogap
metal cantilevers which configured the 3-D micro and
nanogap electrode grid array structure. Anisotropy of
RIE is modeled and the etching profiles are simulated.

The starting material used in this research is a P-type,
100 mm in diameter (4 inch wafer) silicon-on-
insulator (SOI) wafer as shown in Fig. 1.

e == — |

Figure 1: Si wafer

Silicon substrate (Si) wafer is used to reduce parasitic
device capacitance and thus improve the final device
performance.

The first process is to check the wafer type from its
specification, measure wafer thickness (Si thickness),
measure the sheet resistance. After that, lightly scribe
the backside of each wafer; protect the top surface,
using the scribe tool provided. Mark gently but make
it visible and place scribed wafer in container.Wafer is
cleaned before each process.

As for the lithography process, two photomasks are
employed to fabricate the micro and nanogap using
conventional photolithography and a-Si dry etching
techniques. Commerical chrome mask is be used in
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this research for better photomasking process. This
mask is used to develop the gold electrode with a-Si
micro and nanogap pattern. The photomasks are
designed using AutoCAD and then printed onto a
chrome glass surface.

Fig. 2 is the first mask for micro and nanogap

electrode formation which the length and width of
5000pum and 2500um respectively.

Ba 3000

2500pm

Figure 2: Design specification of the first Mask.

The proposed angle length of the end electrode are
shown in Table 1. This is simply to check the best
angle for the best micro and nanogap formation after
etching process.

Table 1: Difference dimensions for Sy

Sq 1 2 3 4 5 6

pum | 600 | 700 | 800 | 900 | 1000 | 1100

The symbol Sy refer to the dimension for side angle of
the design for micro and nanogap formation. Its show
that when Sy is large this mean the micro and nanogap
become very sharp and less sharp with less dimension
of Sg.

Fig. 3 shows the actual arrangement of device design
on chrome mask. It is consist of 160 dies with 6
different designs.
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T

i

Figure 3: Schematic nanogap design of the actual
masklon chrome glass

Fig. 4 is a schematic device design of mask 2 with
5000um length and 2500wm width. The distant
between two rectangles is indicated as S, bearing the
same dimension with Sy according to the theory of
Pythagoras, and the dimension of S, can be defined
mathematically as shown in figure 5.

5.

5000 wm

2500 wm

Figure 4: Design Specification for Mask?2

S
F00um

Bl

Figure 5: Schematic representation S,, where S,=2hS,

Table 2: Variance Dimensions for S, and Sy

S¢ (pm) 600 | 700 | 800 | 900 | 1000 | 1100

hS,=((Sq)>- | 545 | 653 | 759 | 864 | 968 | 1071
(250))v%
(pm)

S,=2hS, | 1090 | 1307 | 1516 | 1729 | 1963 | 2139
(um)

From the above table the dimension for S, depend on
the dimension of Sy. The calculated S, is based on
S.=2hS,
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Fig. 6 is a schematic mask on chrome glass.

Figure 6: Schematic electrode Mask 2 on chrome glass

3. RESULTS AND DISCUSSIONS

The proposed process steps of gold electrode with a-Si
micro and nanogap fabrication are shown in Figure 10.
After cleaning the Si wafer, deposit 100nm silicon
oxide layer over the Si wafer by using PECVD
equipment then deposit 50nm a-Si layer on the silicon
oxide surface using the same equipment PECVD
before applied photolithography process, a layer of
positive photoresist is first coating the a-Si surface,
and then exposed to ultraviolet light through a mask 1.
After development only the unexposed resist will
remain. After that, applied dry etching process for a-Si
pattern to fabricate the micro and nanogap for the
micro and nanostructure using the recipe’s parameters
as explain in the Table 3.

Table3: RIE for a-Si recipe.

Cfy 0

CHF; 0

SFs 50

0O, 10

Ar 30
Bais 250
Power ICP Power 650
APC/Control (Pa) 1.20

Etching Time 10 Sec

After remove the resist we can show by using SEM
some damage in the photoresist layer for the pattern as
shown in Fig. 7.
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Figure 7: SEM photo for a-Si micro and nanogap:
A) Before using RIE process, B) after using RIE
process.

It is clearly show that there is a problem in the gap and
the size of the gap pattern, this affects negatively on
the results of the examination for the electrical device
characterization, and the proposed is depositing
135nm Al layer as a hard mask to avoid damage of the
photoresist layer and the micro and nanogap structure
during etching process by using the RIE. Next, in the
photolithography process, a layer of positive
photoresist is first applied on to the Al surface, and
then exposed to ultraviolet light through a mask 1.
After development only the unexposed resist will
remain. After that a wet etching process of AL layer is
performed using Al etch solution before removing the
resist. After that, applied dry etching process for a-Si
pattern by using same the recipe’s parameters in the
Table 3 to fabricate the micro and nanogap for the
micro and nano structure, then applied wet etching to
remove the Al layer, and Figure 8 show SEM image
after applied dry RIE for the a-Si layer.
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Figure 8: SEM image for a-Si micro and nangap
pattern: (A) before using dry etching RIE, B) after
using RIE.

It is clearly show that the change that took place in the
amorphous silicon design after the deposition of the Al
layer as a hard mask and how it has become sharper,
and of course these positive results in the etching
process lead to good results in the biodetection process
because the RIE is an essential process in the micro
and nano fabrication. Fig. 9 shows the planned the
amount of fish and supply which was etching in the
RIE process.

— " M

=N m F W

& % ¥ ¢ 0§ ' § 3

Vol.2, Issue.1, pp-009-015

S =T

o ' | ' | ' [ ' ' '
200 2000 wan "o 1000 1200 ram 1800 100

Figure 9: the thickness measurements for a-Si pattern
after dry etching process.

The figure above it is clear that the RIE process
applied to more than 70.0nm of the a-Si layer
thickness and display the shape engraved up to
2000um. After fabricate the gap, we proceed to
fabricate the gold electrode where deposit a layer of
30nm/100nm for Ti/Au substrate as a first step to
design the electrode, following the resist coating
process. After exposing mask?2 the layer of the resist is
developed, then wet etching process of Ti/Au substrate
is performed before removing the resist. Finally a
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structure of the gold electrode with a-Si micro and
nanogap is obtained as in Fig. 10(h).

Figure 10: gold/ a-Silicon/ Silicon oxide structure
process flow

An important issue in device fabrication is the ability
to remove dry etch induced-damage in order to restore
the electronic properties of the material. Really, the
patterned Al was acted as a hard mask for protect the
photoresist layer and a-Si pattern during the etching
process. Laterally etch rate is obtained by measuring
of image sizes difference between before and after
etching with using SEM. In addition, the whole
etching processes were done using IP reactive ion
etching system with etching parameters of basic recipe
as shown in Table 3 which then was further developed
to control the nanostructure dimension.

Etch process needs a perfect result of just one step of
nano patterns development, since stepped image
development can lead to contaminations and then
many porosities and un-etched areas result. On the
other hand, resist patterns that were developed for
sufficiently long time led to resist patterns that were
removed of adjusted positions and they were even
frequently solved in developer solution. However,
optimum development time depends strongly on many
parameters such as usage age of developer, resist
thickness, soft bake time and density of patterns. In

addition, higher patterns density led to longer
development and etching times.
From the observation of experiment, the RIE

mechanism is assumed to consist of both chemical and
physical reaction in the chemical reaction, radicals as
active gas molecules react with a-Si molecules and
reacted formations are removed, consequently, the
process becomes isotropic. Furthermore, this chemical
reaction is activated by an impact of ions, that is, a
kind of ion sputtering effect. This additive action is
physical and has a directional characteristic owing to
an incident angle of ions, usually perpendicular to the
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electrodes (vertical). Under a certain etching
condition, both the chemical and the physical reaction
take place simultaneously, therefore, the etched shape
may be decided by the ratio of each etch rate that can
be defined as an instantaneous etch factor.

4. Conclusion

IPC-RIE has been developed successfully as a method
to etch a-Si in a homogeneous way, independently of
the grain orientation on the surface. A-Si micro and
nanogap structure was produced and fabricated in this
work. The etching rate measurements explain the
stripping 1pum take 30sec for a-Si layer. These results
are better than those using wet anisotropic etch
techniques. The fabrication and development of micro
and nanogap structure by using reactive ion etching
(RIE) process need to deposit Al layer as a hard mask
to avoid the damage during the etching.
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ABSTRACT:

Small Entrepreneurs are major contributors to the
economic growth and job creation. In this research an
attempt is made to explore the factors and strategies
contributing to the success and failures of the
products of small entrepreneurs. It does not identify
any industry specific strategies and factors,
managerial abilities or other specific characteristics
related to successful operation of small entrepreneurs.
This paper provides guidelines for the success of the
products for small entrepreneurs. This could help to
improve the ability of small entrepreneurs to develop
and prosper in an increasing competitive and
complex world. A model has been developed to
forecast the success or failure of the product which
will be useful for small entrepreneurs.

Keywords:  Entrepreneur, forecasting model
success factors,

1. INTRODUCTION:

The end result of a manufacturing process is a
product to be offered to the marketplace to satisfy a
need or want. Thousands of new products are
introduced to the market every year. Many small
entrepreneurs  developing new products and
modification to the existing products has become a
necessity and a way of life. Discovering which
factors or practices lead to business success and
failure is a primary and yet unfilled purpose of
business. Understanding user needs, external and
internal communications, product advantages and
marketing efforts have been found to be related to the
product success of small entrepreneurs[1].The
context was India, a developing nation bound in a
multitude of traditions and inertia. In spite of the
importance and magnitude of the monetary expense
,the area of new products is still fraught with failures,
risks and difficulties [2].Entrepreneur are able to spot
options and create new directions for an industry.
Typically they deal with ambiguity and change and
that is a prerequisite for success in today’s fast paced
business world. They can distinguish real from
imaginary pitfalls and the brightest among them can

Www.ijmer.com

turn error into opportunity[3].Entrepreneurs always
operate at the edge of their competence , focusing
more of their resources and attention on what they do
not yet know(eg; investment in R&D) than on
controlling what they already know. They measure
themselves not by the standards of the past but by
visions of the future. Innovation is an essential
ingredient for today’s social and economic growth. It
improves the quality of life, raise standard of living
and enables entrepreneur to grow and prosper.
Innovation is creating and introducing new ways of
doing things, better use of goods, more efficient
services and systems. Innovation use knowledge and
information. It is desirable to develop a model that
enables accurate prediction of the outcome of a new
product before heavy expenditures are incurred [4].
Though there are many models to predict the success
of the products of big Entrepreneurs all existing
models require large number of data to forecast and
hence there is need to have model to visualize the
products at the idea stage itself based on the
innovators thinking and theirs capabilities with single
set of data. An attempt has been made to predict the
success of the products of small entrepreneur based
on asingle data.

2.Research Methodology:

This research relied on primary data collected by the
survey method. The data was collected from the users
about the product of small entrepreneurs.The first
survey data were collected from users of arecanut
peeling machine. A set of 52 questionnaires was
prepared. These questionnaires were grouped into
eight factors viz; Consumer, Government Role,
Economics of the product, Physical characteristics,
Attributes of the product, marketing of the product,
Entrepreneur’s attribute, Environmental condition.
Consumer factors refer to the consumer’s purchasing
capacity of the product, status of the consumer.
Government role refers to certifications and support
from the Government. Economics of the product
refers to the cost resale value, fuel consumption
savings in time. Physical characteristics refer to
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weight, compactness, space occupation, availability
in different size and quantity. Attributes of the
product refers to reliability, robustness, safety,
efficacy, adaptability, repairability. Marketing of the
product refers to after sales service, resale value, self
repairable. Entrepreneur’s attribute refers to the
investment capacity of the Entrepreneur, his
capability to take risk, his capability of involvement
etc. Environmental condition refers to labor
availability, Government policies. A five point Likert
scale ranging from 1=Unsatisfactory to 5=excellent
was used to measure the extent to which users
respond to each variable. The users were from
different locations, varying economic condition and
rural background. The users were personally
contacted and interviewed. They were given the set
of questionnaire and asked to fill up the questionnaire
and their opinion about the product. The factors are
given below:

SINo Factors

Gl Consumer

G2 Government Role

G3 Economics of the product
G4 Physical Characteristics
G5 Attributes of the product
G6 Marketing of the product
G7 Entrepreneur’s attribute
G8 Environment condition

Addresses of users of the products were obtained
from the entrepreneurs who manufacture the product
and market on their own. Arecanut peeling machine
was taken for the research purpose. The small
entrepreneurs are V-tech Thirthahalli, Dharma
Technologies, Tumkur, SR Agrotech, Tumkur .These
entrepreneur’s machine was approved by Agriculture
Department,Govt of Karnataka. They have produced
innovative products namely Arecanut peeler,
Arecanut polisher,Mini tipper.

3.Results and Discussion:

3.1. Reliability of the data:

Using Reliability calculator the reliability and
validity of the data was found.The Cronbach alpha
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was found out to be 0.9545.This means that the data
collected was reliable and valid.

3.2. Correlation Coefficient:

The correlation Coefficient analysis was
carried out. The Pearson Correlation Coefficient
between the groups was obtained. It was found that
G4 & G3,G5 & G3, G6& G5,G8 & G5 are strongly
correlated as the Pearson Coefficient is greater than
0.7.

3.3. Regression Analysis:

The Regression analysis was done to predict
the success of the product. Considering G7
(Entrepreneur’s attribute) as dependent variable and
other variables as independent variable a multiple
regression model was obtained in the form of an
equation;

G7= 8.44-0.027 G1 +0.221 G2 + 0.232 G3 -
0.168 G4 - 0.0503 G5 + 0.111 G6 + 0.042 G8

Predictor Coef SECoef T P

Constant  8.440 3.934 2.15 0.055
Gl -0.0273 0.1585 -0.17 0.867
G2 0.2211 0.1879 1.18 0.264
G3 0.2323 0.1270 1.83 0.095
G4 -0.1678 0.1250 -1.34 0.207
G5 -0.05025 0.08421 -0.60 0.563
G6 0.1114 0.2385 0.47 0.649
G8 0.0420 0.1681 0.25 0.807

$=1.16415 R-Sq=59.1% R-Sq(adj)=
33.0%

PRESS = 38.3453 R-Sq(pred) = 0.00%

3.4. Hypothesis Testing:

This test was conducted between two entrepreneurs
who are leading manufacturers of arecanut peeling
machine namely V-Tech and Dharma Technologies.
The test was conducted on 3 Groups of factors
namely;

Gl Role of consumer

G4 Physical Characteristics
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G6 Marketing of the product

The hypothesis are :

H1: There is no significant difference between two
companies with respect to the role of Consumer

H2: There is no significant difference between two
companies with respect to the physical
characteristics of the products
H3: There is no significant difference between two
companies with respect to the marketing of the
products
a.G1-Consumer
Two-Sample T-Testand Cl: g1,g1 1
Two-sample T forglvsgl 1

N Mean StDev SE Mean
gl 7 2257 374 14
0117 2414 234 0.88
Difference = mu (g1) - mu (g1_1)
Estimate for difference: -1.57143
95% ClI for difference: (-5.28348, 2.14062)

T-Test of difference = 0 (vs not =): T-Value = -
0.94 P-Value =0.368 DF =10

H1:There is no significant difference between

the two entrepreneurs with respect to the
role of consumer as P value is >0.1

b.G4-Physical Characteristics
Two-Sample T-Test and Cl: g4, 94 1
Two-sample T forg4d vs g4_1

N Mean StDev SE Mean
g4 7 3829 4.19 1.6
g4 17 3686 291 11
Difference = mu (g4) - mu (g4_1)

Estimate for difference: 1.42857
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90% ClI for difference: (-2.06769, 4.92483)

T-Test of difference = 0 (vs not =): T-Value =0.74 P-
Value = 0.476 DF =10

H2: There is no significant difference
between the two entrepreneurs with respect
to physical characteristics of the product as
P value is >0.1

C.G6-Marketing of the Product
Two-Sample T-Test and CI: g6, g6 _1
Two-sample T for g6 vs g6_1

N Mean StDev  SE Mean
g6 7 1314 212 0.80
g6_1 7 1386 219 0.83
Difference = mu (g6) - mu (g6_1)
Estimate for difference: -0.714286
90% CI for difference: (-2.782698, 1.354127)

T-Test of difference = 0 (vs not =): T-Value =-0.62 P-
Value = 0.548 DF =11

H3: There is no significant difference between
the two entrepreneurs with respect to
marketing of the product as P value is >0.1

3.5. Analysis of Variances (ANOVA):
One way ANOVA analysis was done with respect to
dependent variable G7 and an independent variable G2

One-way ANOVA: G7 versus G2

Source. DF SS MS F P

G2 6 2292 3.82 3.40 0.034

Error 12 1350 1.13

Total 18 36.42

S=1.061 R-Sq=62.93% R-Sq(adj) =44.40%

The relevant graphs are shown below:
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It is found that G2 and G7 are related to each other as p
value is near to zero. But the other independent
variables are not closely related like G2 which is as
shown below

One-way ANOVA: G7 versus G5
Source. DF SS MS F P

G5 13 23.42 1.80 0.69 0.726
5 13.00

Error 2.60

Total 18 36.42

S=1.612 R-Sq=64.31% R-Sg(adj) =
0.00%

One-way ANOVA: G7 versus G8
Source DF SS MS F P

G8 7 1850 264 1.62 0.227
Error 11 1792 1.63
Total 18 36.42

S=1.276 R-Sq=50.81% R-Sq(adj) =
19.50%
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One-way ANOVA: G7 versus G1

Source DF SS MS F P
Gl 7 16.33 2.33 1.28 0.344
Error 11 20.10 1.83

Total 18 36.42

$=1.352 R-Sq=44.83% R-Sg(adj) =
9.71%

4. CONCLUSION:

It is found that for the success of product
Entrepreneur should concentrate on all eight factors.
Each factor has an impact on the success of a
product. Especially for a new Entrepreneur
Government support is most important. An
Entrepreneur should have sufficient resources to
convert customer needs to customer demand. The
products which have failed lacked in providing the
perceived superior advantages or the entrepreneur
failed to effectively communicate to the user superior
advantages. Entrepreneur lacked the credibility,
competence and financial resources. Each of the
entrepreneur failed to anticipate the problems in the
turnaround of money and the consequence with
respect to the successful commercialization of the
product. It may be concluded that the entrepreneur
should give equal importance to all factors. If he
neglects one factor it will have cascading effect on
other factors.
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Abstract-

This article presents the reaction pathways in high
temperature combustion of wide range of hydrocarbon
fuel Iso-octane. The activation energies of iso-octane are
higher than n-octane. Hence iso-octane is widely used for
combustion simulations. For this study a chemical
kinetic scheme of iso-octane with 994 elementary
reactions and 201 species has been developed and
validated with LLNL (Lawrence Livermore National
Laboratory) detailed mechanism with 3606 reactions
and 857 species. A detailed study on the oxidation and
soot formation has been conducted analytically using the
reduced chemical mechanism with 994 reactions and 201
species. Species like CH, C2H, C2H2, C3H3, C3H4,
C3H6, and C4H6 play a major role in the formation of
soot as their decomposition leads to the production of
radicals involved in the formation of Polycyclic
Aromatic Hydrocarbon (PAH) and the further growth
of soot particles. Temperature, pressure, fuel, O2 and
OH concentration are also considered in soot formation
process. It is also depending upon the nature of air fuel
mixture (lean, stoichiometric or rich). A program has
been developed in MATLAB for the calculation and
prediction of the concentration of 201 intermediate
species and the ignition delay in the combustion of Iso-
octane. The various initial conditions considered was in
between the temperatures of 600K to 1250K with
pressure ranging from 10atm to 40atm at various
equivalence ratios of 0.3 and 0.6. Nitrogen is considered
as the diluent. The diluent percentage is assumed as 79%
to make a comparison with atmospheric condition. The
criteria for determination of ignition delay times are
based on the OH concentrations to reach to a value of
1x10°° moles/cc. The ignition delay times are obtained by
varying initial conditions of the mixture in the
combustion of Iso-octane. The results on ignition delays
have been found to be agreeable with those available in
the literature. Cantera (an object oriented software for
reacting flows) software is used in this study.

Keywords- Ignition delay,Reaction mechanism,Iso-octane

The goal of present study is to establish the
understanding of auto ignition in premixed combustion
system and the understanding of the behavior of important
species which are responsible for soot formation at various
initial conditions. Mainly CH, C2H, C2H2, C3H3, C3H4,
C3H6 and C4H6 etc are the important species responsible for
soot formation. In addition to them temperature, pressure,
02, OH concentration, fuel mixture (lean, stoichiometric,
rich) and the fuel structure plays a vital role in soot
formation. By increasing the temperature the soot can be
burnt out. But the problem is the formation of NOx. By
increasing pressure the fuel breaks down in to molecular

WWW.ijmer.com

level hydrocarbons and radicals and they can easily oxidized,
by both OH and O2 in lean mixture and soot formation. Soot
is oxidized by OH under fuel-rich and stoichiometric
conditions. Soot formation is more at fuel rich zone areas
due to the incomplete burning process. Soot is roughly
defined as a solid substance that consists of 8 parts of carbon
and 1 part of hydrogen. Soot can be formed by 6 process viz.
pyrolysis, nucleation, coalescence, surface growth,
agglomeration and oxidation. The present study explores
oxidation process which converts hydrocarbons to CO, CO2
and H20.

As computational capacity improves numerical
simulations are becoming more attractive for combustion
studies. Comprehensive detailed kinetic mechanisms have
been compiled to fully describe the fundamental chemical
processes involved in fuel oxidation .For example, Curran et
al. [1,2] have developed comprehensive mechanisms to study
the oxidation of n-heptane and iso-octane. The former
mechanism comprised of 560 species and 2539 reactions,
while the latter contains 857 species and 3606 reactions.
These mechanisms were tested by comparing computed
results with various experimental data from laboratory
devices, and a reasonably good agreement was reported
between the predicted and the measured results, implying
that the reaction mechanisms represent correctly the
imported reaction pathways and rates of oxidation for these
fuels.

With reaction mechanisms that consist of several
hundred species and several thousand reactions, it is still
much too costly to use a detailed chemical Kkinetic
mechanism directly in engine combustion studies using
multidimensional CFD codes. It is necessary to develop
chemical reaction mechanisms that retain the essential
features of the fuel chemistry predicted by comprehensive
reaction mechanisms, but with much improved
computational efficiency in terms of memory usage and CPU
time. The extent of comprehensiveness depends on the
available computational resources and the type of
information desired from the simulation.

The basic aim of mechanism reduction is to identify
unimportant species and reaction pathways in order to reduce
the complexity of chemistry of mechanisms and important
features of full schemes. Various methods have been
suggested to determine the importance of species and
reaction pathways in a mechanism.

Sensitivity analysis [3-4] is one of the earliest methods,
which is simple to apply, but requires extensive post
processing to provide decoupled information about the
reactions and species. A reaction elimination method [5] was
suggested to identity optimal sets of reactions under given
constraints. But the optimization approach is asymptotically
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slower than sensitivity analysis. The method of detailed
reduction [6] uses direct comparisons of reaction rates with
preselected critical values in order to speed up the
identification of unimportant reactions. However this method
is likely to neglect important slower reactions that involve
crucial radicals. Another technique to reduce the complexity
of a chemical reaction mechanism is chemical lumping [7]
which simplifies a mechanism by replacing a set of lumped
pseudo species. This method is effective for reducing the
number of species and still maintains the important features
of full schemes when the importance of a single isomeric
species is low but the reaction path via all isomers is
significant.

Automation of reduction procedures has drawn much
interest as well. Soyhan et al.[8] developed an automatic
reduction technique to reduce a natural gas mechanism from
53 species and 589 reactions to 23 species and 20 global
reactions. Montgomery et al. [9] used the CARM (computer
aided reduction method) to automate the mechanism
reduction process to generate a variety of reduced ethylene
and n-heptane mechanism. More recently, the direct relation
graph method [10] has been suggested and used to help
automation of reduction procedures.

l. ISO-OCTANE
Iso-octane (2,2,4-trimethylpentane), a primary
reference fuel for octane rating in spark ignition engines, has
drawn considerable interest as a model compound for
branched alkane components found particularly in gasoline
[11], but also those found in diesel [12] and jet fuels [13].
Due to its relevance to practical liquid fuels, iso-octane has
been the subject of many experimental and kinetic modeling
studies. Experimental investigations of iso-octane oxidation
and ignition have been carried out in shock tubes, rapid
compression machine (RCMs), flames, jet stirred reactors
and flow reactors.
I1. INVESTIGATIONS
In building up a chemical kinetic model, a number of
assumptions have to be made. In fact the assumptions are
made so that the conditions simulated correspond to the
conditions that are in effect in the experimental side.

A. Reaction Mechanism for iso-octane Oxidation

The complete reaction mechanism (994 reactions and
201species) which involve in the combustion of iso-octane is
proposed & validated [14] with LLNL (Lawrence Livermore
National Laboratory) detailed mechanism. There are 3606
reactions and 857 species. Figure.1. shows the validation of
present mechanism with LLNL detailed mechanism.

10°

=)

PRESENT STUDY

S,

< LLNL DETAILED MECHANISM

IGNITION DELAY TIME(S)

1000/T[K]

Fig 1: Validation of the reaction mechanism

WWW.ijmer.com

Vol.2, Issue.l, pp-021-026

ISSN: 2249-6645

B. Software
CANTERA object oriented software for reacting flows
is used to simulate the results.

I11.CRITERIA FOR FINDING IGNITION DELAY

Ignition delay time(t) is the time corresponding to the
maximum rate of reactions between CO and O atoms.
Induction period is the time at which the temperature had
completed about half its total increase, often defined as the
time required for a small(ie 1-5%) temperature or pressure
rise. Bowman [15] found that ignition delay time to vary
inversely with approximately the first power of the propane
concentration, to be only slightly dependant upon oxygen
concentration and to decrease with increasing pressure and
temperature. It is the time to reach the concentration value
of OH to 1x10°° moles/cc .1t is the time required to start the
decomposition of H,0,.Figure.2 shows the criteria used for
finding out the induction or ignition delay period.
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Fig 2: Ignition criteria.

IV. TEMPERATURE PROFILE

The temperature profile is shown in figure.3. The
initial condition taken to plot this variation is temperature
1250K ,pressure 10 atm and phi=0.3. From the graph it can
be seen that the initial dip of temperature occurs. This is due
to initiation reaction which are endo-thermic that initially
dips and gradually rises until a region when the curve shoots
up. These sets of reactions require a large amount of energy
and the reactions are endothermic in nature. The heat that is
required for the reaction to occur is extracted from the
surrounding thus causing the temperature to dip. Once the
reaction are complete, a fraction of fuel breaks down in to
molecular weight hydrocarbons or the radicals, the
temperature steadies on. Once the radicals are formed by the
pyrolytic the propagation reaction starts. Initially the
reaction proceeds slowly until the self ignition temperature
is achieved. Once the temperature is attained, the ignition
occurs. The fuel breaks down completely at this stage and
the combustion progresses very fast. In the curve, it is the
region at which the curve steeps down. The time between
the initial time of input and this corresponding time gives
the induction period, of course the chemical ignition delay.
The curve steeps up and then maintains a particular value.
After a while it can be observed that the temperature goes
on reducing. This is due to the fact that at this stage there is
no fuel to burn to energy. Hence temperature reduces.

The initial condition taken to plot this variation is
temperature 1250K,pressure 10 atm and phi=0.3.we can see
that at the point of ignition delay, there is a steep increase in
temperature and pressure. Sufficient oxygen is not available
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to start spontaneous combustion at high equivalence ratio,
which increases the ignition delay time.
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Fig.3. Temperature profile

V. VARIATION OF IGNITION DELAY
WITH TEMPERATURE

The variation of ignition delay [16] with temperature is
plotted on the figure.8&9 the ignition delay drops when
temperature rises. This is so because as the pressure
increases, density of fuel oxygen mixtures increases and
hence the probability of fuel particle coming in contact with
the reacting radicals also increases.

The variation of ignition delay [17] with temperature
illustrated in figure.8&9 show that for higher temperature
the ignition delay time is decreased. There is profound
influence on ignition delay when the initial temperature is
increased by 100K.
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VI.SPECIES CONCENTRATION PROFILES
Concentration profiles of major species of CgH,g are
show in figure. 7. During the combustion of iso-octane at
the point of ignition, the fuel curve steeps down. This
proves that ignition has occurred and the fuel is being
consumed very fast.

From the figure. 7. the consumption of O, is due the
combustion of iso-octane, at the point of ignition. The
concentration profile of H,O, steeps down because it is also
considered as the ignition citeria of iso-octane.
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VIl. REACTION PATH WAYS
Figures.4,5&6 shows the reaction path ways of C,H&O
Reaction path ways play an important role in determining
the unimportant paths which is wuseful in reaction

mechanism reduction.

VIIl. SOOT FORMATION
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Fig.11.Species Concentration Profile

In the proposed reaction mechanism of 994 elementary
reactions and 201 species for Iso-octane the important
species which are responsible for formation of soot are
plotted in the figure.11, it is observed that the the species
C2H2 and C3H3 are very important in soot formation.
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From figures.12,13 and 14 it is observed that
concentration level of O2 is maximum at lean mixture
because O2 is consumed more for oxidation of soot. At
stoichiometric and fuel rich conditions O2 has no role for
soot oxidation as shown in figure 13.

At stoichiometric and fuel rich conditions OH radical are
responsible for the oxidation of soot is plotted in Figure 16,
17. The concentration levels of OH radical are very high in
stoichiomeric and fuel rich conditions as compared with
lean mixture condition. Soot is formed by both OH and 02
at lean mixture condition.

Theoretically temperature becomes maximum at
equivalence ratio of unity (stoichiometric fuel-air ratio ) but
using the proposed mechanism it is found that maximum
temperature occurs at equivalence ratio of 1.2 as shown in
Figure.18. Soot formation increases with equivalence ratio
because when equivalence ratio increases fuel percentage in
the mixture also increases, if sufficient oxygen is not
available for oxidation process unburnt hydrocarbons are
produced.
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IX. RESULTS

Table 1 : 79%N2, P=10atm, ®=0.3

Temperature(K) Ignition Delay Time(js)
1300 248.6
1100 1065.5
1000 2892.7
900 9093.2
800 3468.97
750 37718.6
700 40563.9
650 92108.4
600 360909.7

Table 2 : 79%N2, P=20atm, ®=0.3

Temperature(K) Ignition Delay Time(js)
1300 130.9
1100 465.3
1000 1121.2
900 3804.9
800 9213.6
750 9585.5
700 18996.5
650 67803.9
600 313171.9

Table 3: 79%N2, P=40atm, ®=0.3

Temperature(K) Ignition Delay Time(us)
1300 65.2
1100 186.3
1000 465.6
900 1452.2
800 1452.2
750 2377.7
700 4096.6
650 13004.9
600 278324.0
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Table 4 : 79%N2, P=10atm, ®=0.6
Temperature(K) Ignition Delay Time(ps)

1300 305.4
1100 1048.3
1000 2188.8
900 5082.3
800 14904.0
750 18073.7
700 25334.7
650 74836.3
600 314074.4

Table 5 : 79%N2, P=20atm, ®=0.6

Temperature(K) Ignition Delay Time(ps)
1300 150.6
1100 426.1
1000 787.9
900 1998.0
800 4107.0
750 5619.9
700 14429.1
650 57178.1
600 270542.5

Table 6 : 79%N2, P=40atm, ®=0.6

Temperature(K) Ignition Delay Time(ps)

1300 70.2

1100 160.1

1000 309.7

900 768.7

800 1316.5

750 2869.2

700 10222.3

650 46080.8

600 232320.1

X. CONCLUSION

The analytical study on the reaction pathways in high
temperature combustion of iso-octane has been conducted. A
reaction mechanism containing 994 reactions among 201 species
was proposed and the ignition delay times at various initial
conditions of temperatures, pressures and equivalence ratio are
determined. The condition used to determine the ignition delay is
the time when OH concentration reaches 1x10° moles/cc It is
found that with increase in initial temperature and pressure
during the combustion of Iso-octane, the ignition delay time and
formation soot decreases. This is because at high pressure the
fuel-air mixture density is increased which result in proper
mixing in turn shortens ignition delay times and the formation of
soot. With increase in equivalence ratio from lean to rich the
ignition delay time and the formation of soot also increases. The
reason behind this is when equivalence ratio is increased the fuel
concentration in iso-octane is increased and oxygen
concentration is reduced so that sufficient oxygen is not available
for the combustion to take place quickly. Thus incomplete
combustion occurs. In this study the species C2H2 and C3H3 is
found to be the most important species for soot formation. A
detailed study has been made in this range of temperatures,
pressures and the equivalence ratio ranges from 0.3 to 0.6. From
the results it is agreeable that for reducing CH emission low

WWW.ijmer.com

ISSN: 2249-6645

temperature, pressure very lean air fuel mixture is best suited.
The results obtained are found to be agreeable with previous
studies described herein.
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Removal of Communication Channel Attack on Biometric
Authentication System Using Watermarking

Kamaldeep
Assistant Professor Savera Group of Institutions (Gurgaon)

Abstract — Biometrics authentication system used the physical or behavioral characteristics for identify an
individual. With the wide use of biometrics authentication system, the security of biometrics system emerged an
important research issue. A biometric system is vulnerable to a variety of attacks aimed at undermining the
integrity of the authentication process. In this paper, an approach to enhance the biometrics security by using
watermarking technique has been proposed. For hiding the information in the biometrics image taken by sensor,
the semi-pixel difference method [1] has been used. In this method, first the pixel is divided into two semi-
pixels and their difference is calculated. According to the calculated difference, the watermarked bit is inserted
at a pixel value. The pixels for insertion of watermark are selected by using pseudo random number generator
which is seeded with a secret key.

After insertion of watermark at sensor module with the help of SPD insertion method it sent to the other end for
matching with stored template. The SPD retrieval method finds the watermark. If the watermark is find than the
template is original. If the template is tempered by intruder than it is discarded.

Keywords- Biometrics Authentication system, Attacks on biometrcs, Security, Watermarking, Semi-Pixel
difference Method etc.

I. INTRODUCTION
A biometrics based authentication system can use physical or behavioral characteristics for identification and
verification of a person. It has been deployed in various areas in the industry as well as in military and in the e-
commerce. In the current digital world, our biometrics system has a variety of attacks which makes the biometrics
system insecure for authentication and communication. With the wide spread utilization of biometrics
identification system, establishing the authenticity of biometric data itself has emerged as an important issue. The
biometrics system and the attacks on it is shown by the figure 1.

Attackl —— ! Sensor

Attack 2 —»

Y

Feature
R
Attack 3 Extractor
Attack 4——p|
Attack 8
A\ 4
Attack5 ——> Matcher * » Decision

Attack 7 —]

A 4

Stored
Template

Attack 6 ————

Fig 1. Biometrics authentication system and various attacks on it(Derived from[2])
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Digital watermarking or simply watermarking is defined as a process of embedding information like owner
name, company logo etc. in the host data. The process of watermark insertion and extraction is given in Figure 2
and Figure 3 respectively [3]. General image watermarking methods can be divided into two groups according to
the domain of application of watermarking. In spatial domain methods [4], the pixel values in the image
channel(s) are changed. In spectral-transform domain methods, a watermark signal is added to the host image in a
transform domain such as the full-frame DCT domain [5]. Watermarking is very similar to steganography in that
both seek to hide information in the Cover-object. However steganography is related to secret point-to-point
communication between two parties. Thus, steganography techniques are usually having a limited robustness and
protect for the embedded information against modifications that may occur during transmission, like format
conversion, compression or A/D conversion. On the other hand, watermarking rather than steganography
principles is used whenever the media is available to parties who know the existence of the embedded
information and may have interest removing it. Thus, watermarking adds additional requirements of robustness.
An ideal watermarking system would embed information that could not be removed or altered without making
significant perceptual distortion to the media. A popular application of watermarking is to give a proof of
correctness of digital data by embedding copyright statements [6].

Watermark R
Information g V\Ilr?;[g:{n:rzk
i .
. » Watermarked Image
| Algorithm g
Image > i
Key
Fig 2. Watermark Insertion Process
Watermark
Watermarked | Extraction .| Watermark
Image Algorithm (W)
Key

Fig 3. Watermark Extraction Process

The rest of the paper is organized as follows:

In section 2, use of watermarking in biometrics has been discussed. Section 3 gives Attack no-2 on
biometrics system. Section 4 indicates the proposed method. The section 5 discusses the semi-pixel difference
method of watermarking. Section 6 discusses the result and conclusion, some emphasis on future work.

I1. USE OF WATERMARKING IN BIOMETRICS [7]

In many cases, the appropriate use of cryptography also reduces this threat [8]. The Security Administrator
will configure the biometric system to encrypt and digitally sign all biometric data before it is transmitted from
one physical device to another. Steganography can greatly reduce these attacks because attackers must have to
obtain the system’s private data in addition, to breaching the security of the capture device or biometric storage.
This makes these attacks considerably more difficult to achieve But steganography is more secure than
cryptography because there is no separate key in steganography rather key is inbuilt in the template [9].
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Secret key containing
pixel information

Watermarking > Secret Template
Algorithm

Original Template
(Taken by sensor)

Fig 4. Use of Watermarking in Biometrics

I ATTACK NO-2 ON BIOMETRICS SYSTEM.

This point of attack is known as “Attack on the channel between the scanner and the feature extractor” or
“Replay attack™. In this attack, the attacker intercepts the communication channel between the scanner and the
feature extractor to steal biometric traits and store it somewhere. The attacker can then replay the stolen
biometric traits to the feature extractor to bypass the scanner. The block diagram of biometrics authentication
system and the attack no.2 is given by figure 5.

India USA
Sensor Communication channel Featwre | | Matcher
User > Module ———— | Extractor Module
Area of attack
(Attack no-2) I
Stored
Template
Application

Device

Fig 5. Attack no 2 on the communication channel between sensor module and feature extractor module

V. PROPOSED APPROACH

In this section, we gave an approach to remove the communication channel attack i.e. No. 2 Attack on biometric
system. Suppose the sensor module is present in INDIA and matching module is present in USA. Then the
enrolled template is sent out to USA for matching with stored template. In between intruder can manipulate with
the enrolled template. By using watermarking we can remove this problem. The watermark text is inserted
within the enrolled template to make it secret template. In the first case, if intruder try to tamper with the secret
template then it also changes the watermark text which become visible at the retrieval end i.e. (Matching
Module Site.). In, the second case, if intruder replace the original enrolled template then it also become clear at
the matching module site because in this case watermark information would be missing from the replaced
template. So, by using the watermarking technique we can remove the communication channel attack. The
proposed scenario is given by the figure 6.
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Fig 6. Proposed method for removing the attack no 2 i.e. Attack between sensor and extractor module.
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V.SEMI-PIXEL DIFFERENCE METHOD[1]

In this section, watermarking method is described i.e. SPD (Semi-Pixel Difference) method for hiding
watermark information in the spatial domain of the gray scale image i.e. biometrics image. SPD method first
divides each pixel into two semi pixels known as semi-pixel 1 and semi-pixel 2 and then watermark information
is inserted at the pixel value according to the difference of semi-pixel 1 and semi-pixel 2. If we want to insert
watermark bit O at a pixel value, then the difference of semi-pixel 1 and semi-pixel 2 must be an even number.
Otherwise, we made the semi-pixel difference equal to the even number by adding or subtracting 1 to the pixel
value. Similarly, if we want to insert watermark bit 1 at a pixel value, then semi-pixel difference must be an odd
number otherwise we made the semi pixel difference equal to odd number by adding or subtracting 1 to the
pixel value. The pixels for insertion of watermark information are selected by using Pseudo-Random Number
Generator that is seeded with a secret key. The split process of pixel is shown in Figure 7. Table | shows how
watermark bits can be inserted according to the Semi-Pixel Difference. Figure 8 shows the watermark insertion
process & Figure 9 shows the watermark extraction process.

Pi

Semi-Pixel 1 Semi-Pixel 2

Fig 7. Split Process

Table I: Watermark Insertion according to the Semi-Pixel Difference.

Semi-Pixel Difference Watermark Bit to be Embedded
0 0
1 1
2 0
3 1
4 0
5 1
6 0
7 1
8 0
9 1
10 0
11 1
12 0
13 1
14 0
15 1
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\ 4

Host Template: H (X, y)
Watermark Text: W+ (by, by, bs.....b,)

Get Pixel Location for Watermark Insertion using Pseudo

A

Random Generator

A 4

Apply Split Process i.e. Get Semi-Pixel 1 & Semi-Pixel
2.

A 4

Calculate SPD=Decimal Value of Semi-Pixel 1 — Decimal
Value of Semi-Pixel 2.

A 4
Insert bit b; according to SPD.

i=i+l

No
Isi=n+1
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Watermarked Secret Template: H™ (X, y)

\ 4

Fig 8. Watermark Insertion Process
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Watermarked Secret Template:
H /v \A

fori=1lton

A 4
Trace out the same pixel location where watermark is

inserted using Pseudo Random Number Generator <

A 4

Apply Split Process i.e. Get Semi-Pixel 1 &
Semi-Pixel 2.

A 4

Calculate SPD = Decimal Value of Semi-
Pixel 1 — Decimal Value of Semi-Pixel 2.

Watermark
Bitis 1

Watermark
Bitis 0

Is SPD%2! =0

i=i+l

v
A

No

Isi=n+l1

Watermark Text: W+ (by, by.....by)

Fig 9. Watermark Extraction Process
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5.1 Insertion Algorithm

Step 1: Read the host template: H(X, y)

Step 2: Read the watermark text: W+ (by, by,....... by).

Step 3: for i=1to n.

Step 4: Get pixel location P; for insertion of watermark information using pseudo random number
generator.

Step 5: Apply split process i.e. split the pixel into two equal parts i.e. semi —pixel 1 and semi-pixel 2

Step 6: Calculate d; and d, using equation (1) and (2) respectively.

d,=DEC (semi-pixell) ------------ (1)
d,=DEC (semi-pixel2) ------------- (2)
Step 7: Calculate SPD using equation (3).
SPD=Abs (d;-0;) ---------=--------- (3)
Step 8: Calculate Decision Variable (DV) using equation (4).
DV=SPD Mod 2 4)

Step 9: If b;=0 than go to step 10 else go to step 11.
Step10: (a) If DV = =0, then b; is present at P;.

(b) If DV! =0, then add or subtract 1 to P; such that DV becomes equal to 0 and insert b;.
Stepll: (a) If DV! =0 then b; is present at P;.

(b) If DV = =0, then add or subtract 1 to P; such that DV becomes equal to 0 and insert b;.
Step 12: Go to step (3)
Step 13: Watermarked secret template: H™(X, y).
Step 14: END.

5.2 Extraction Algorithm
Step 1: Read the watermarked secret template: H (X, y)
Step 2: for i=1to n.
Step 3: Trace out the same pixel location P; using pseudo random number generator where
watermark information is present.
Step 4: Apply split process i.e. split the pixel into two equal part i.e. semi —pixel 1 and semi-pixel 2
Step 5: Calculate d; and d, using equation (1) and (2) respectively.
Step 6: Calculate SPD using equation (3).
Step 7: Calculate Decision Variable (DV) using equation (4).
Step 8: If DV = =0, then 0 is the watermark bit else 1 is the watermark bit.
Step 9: Go to step (2).
Step 10: Collect the entire watermark bits to get the watermark text: W+ (by, by, ------ by).
Step 11: END
VI, CONCLUSION AND FUTURE SCOPE
In this paper, we gave an approach to show that how communication channel attack can be removed by using
invisible watermarking. For insertion of the watermark we used the semi — pixel difference method. The
watermarked template is sent to matching module which is present abroad. The watermark is extracted at the
matching module site and at that site secret template is checked for its validity by using the extracted watermark.
In future, we will try to improve the security of biometrics further by using data hiding techniques and
cryptography.
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Abstract: In the present days the search engines return the same results for the same query, regardless of the user’s interest. So in
order to avoid that we introduce new concept called personalization. The Personalized Search aims to customize search results
according to each individual user for him to find the most relevant documents to him on the top by considering his idiosyncrasies.
This could possibly satisfy them and help in finding relevant information easily and quickly. User profile is a component of any
personalization applications. Most existing user profiling strategies are based on objects that users like, but not the objects that
users dislike. In this paper, we focus on search engine personalization and develop concept-based user profiling methods that are
based on both preferences. Users can be mined from the concept-based user profiles to perform mutual filtering. Browsers with

same idea and can share their knowledge

Keywords: User Profile, Personalization, Clustering, Query logs, Ranking, Search Engine.

I.INTRODUCTION

There has been a tremendous growth in the amount of
information on the web. Information retrieval systems are
critical for overcoming this information overload and
providing the information of interest to users of the systems.
Users typically pose a short query consisting of a few
keywords describing their information need. Information
Retrieval systems perform a ’word to word’ match of the
query words with all documents in their document collection
and return documents containing the words entered.
Retrieval in a web scenario is much harder due to the large
and dynamic content on the web.

Major web search engines usually cater to hundreds of
millions of users and hundreds of millions queries every
day. It is very unlikely that the millions of users are similar
in interests and search for similar information. Also, it is
probable that the query words entered by users exhibit
polysemy (same word used in different senses like ’Java’
can be used to mean Java the programming language or Java
islands in Indonesia) and synonymy (different words can be
used to convey similar information like OOP and Object
Oriented Programming ) due to ambiguous nature of natural
language. Therefore, given different backgrounds of users,
different interests of users and ambiguities in natural
language, it is very likely that query words of two different
users may appear exactly same even though information
needs are different. However, current retrieval systems
perform a word to word’ match of the query words and
work in a “one size fits all” fashion using the same search
procedure for all the users. This makes the current retrieval
systems far from optimal.

This inherent non-optimality is seen clearly in the
following three cases: [1] When a query contains ambiguous
terms: Different users may use exactly the same query (e.g.,
“Java”) to search for different information (e.g., the Java
island in Indonesia or the Java programming language), but
existing IR systems return the same results for these users.
Without considering the actual user, it is impossible to know
which sense “Java” refers to in a query. [2] When a query
contains partial information: A query can contain an
acronym or a shorter usage of a longer phrase. Then there
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might not be sufficient information required to infer
information need of user. For example a query like “SBH”
can mean “State Bank of Hyderabad” or “Syracuse
Behavioral Healthcare” among others. Existing IR systems
return mixture of results containing the exact word which
might contain different expansions. Knowledge of interests
and/or location of the user could be helpful in gathering
more information required to understand the query. [3]
When information need of the user changes: A users
information needs may change over time. The same user
may use “Java” sometimes to mean the Java island in
Indonesia and some other times to mean the programming
language. Without recognizing the search context, it would
be again impossible to recognize the correct sense. Thus
using user context information about user and query is
necessary for improving the retrieval performance. Indeed,
personalized search essentially boils down to capturing and
exploiting related user context information of a query to
improve search accuracy.

I.RELATED WORK
In the today’s world because of advancement in the
technology and increase in the computer literacy, computer
and internet are becoming the most necessary part of human
life.  And people are using search engines to search
necessary information. The search engine has the different
type of users.

A. A brief history of web searching

Search engines as we know them today began to
appear in 1994 when the number of HTTP resources
increased. However, Internet search engines were in use
before the emergence and growth of the Web. The first pre-
Web search engine was Archie, which allowed keyword
searches of a database of names of files available via FTP.
The first robot and search engine of the Web was Wandex,
which was developed by Matthew Gray in 1993. Since the
appearance and exponential growth of the Web, hundreds of
search engines with different features have appeared.
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Primary search engines were designed based on
traditional information retrieval methods. AltaVista, Lycos
and Excite made huge centralized indices of Web pages. To
answer a query, they simply retrieved results from their
indexed databases and showed the cached pages based on
keyword occurrence and proximity. While traditional
indexing models have been successful in databases, it was
revealed that these methods are not sufficient for a
tremendously unstructured information resource such as the
Web. The completeness of the index is not the only factor in
the quality of search results. "Junk results" often wash out
any results that a user is interested in. In order to increase
the quality of search, Google made an innovative ranking
system for the entire Web. PageRank used the citation graph
of the Web and Google introduced link analysis in the
search engine systems. Other efforts have been made to
customize and specialize search tools.

Current retrieval systems (or search engines) return a long
list of results obtained by word to word’ match with query
words. However, it has been observed that users typically
view only top few (usually [10]) documents out of the long
list of results returned by search engines. This requires
retrieval systems to show the most relevant documents to a
user on the top to improve user satisfaction with the search
engine. However, without knowledge about the user context,
this task is di cult to do because’relevance” of a document
depends on the individual user and the individual query.

Vol.2, Issue.l, pp-036-040

Short term Long term
(dynamic) (static)
Explicit immediately judged | hobbies, occupation
relevant document interests
Implicit immediately clicked query log
document

Table 1.1: Classification and examples of User Context

111.PERSONALIZATION SEARCH
A. Conceptual Based Search

Most concept-based methods automatically derive
users’ topical interests by exploring the contents of the
users’ browsed documents and search histories. Liu et al.
[13] proposed a user profiling method based on users’
search history and the Open Directory Project (ODP) [16].
The user profile is represented as a set of categories, and for
each category, a set of keywords with weights. The
categories stored in the user profiles serve as a context to
disambiguate user queries. If a profile shows that a user is
interested in certain categories, the search can be narrowed
down by providing suggested results according to the user’s
preferred categories.

Gauch et al. [9] proposed a method to create user
profiles from user browsed documents. User profiles are
created using concepts from the top four levels of the
concept hierarchy created by Magellan [14]. A classifier is
employed to classify user browsed documents into concepts
in the reference ontology. Xu et al. [20] proposed a scalable
method which automatically builds user profiles based on
users’ personal documents (e.g. browsing histories and
emails). The user profiles summarize users’ interests into
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hierarchical structures. The method assumes that terms exist
frequently in user’s browsed documents represent topics that
the user is interested in. Frequent terms are extracted from
users’ browsed documents to build hierarchical user profiles
representing users’ topical interests.

Liu et al. and Gauch et al. both use reference
ontology (e.g. ODP) to develop the hierarchical user
profiles, while Xu et al. automatically extracts possible
topics from users’ browsed documents and organizes the
topics into hierarchical structures. The major advantage of
dynamically building a topic hierarchy is that new topics can
be easily recognized and extracted from documents and
added to the topic hierarchy, whereas reference ontology
such as ODP is not always up to-date. Thus, all of the
proposed users profiling strategies rely on a concept
extraction method, which extracts concepts from web-
snippets2 to create accurate and up-to-date user profiles.

Concept Based Search

Tser MName:

Keyword

Search & Summarize

Wiew Logs
Wiew User Profiles

Wiew User Profiles Concepts

Figl.Concept Based Search

B. Document Based Search

Most document-based methods focus on analyzing
users’ clicking and browsing behaviors recorded in the
user’s clickthrough data. On web search engines,
clickthrough data is an important implicit feedback
mechanism from users. Clickthrough data for the query
“apple”, which contains a list of ranked search results
presented to the user, with identification on the results that
the user has clicked on.

Joachim’s [10] proposed a method which employs
preference mining and machine learning to model users’
clicking and browsing behavior. Joachim’s method assumes
that a user would scan the search result list from top to
bottom. If a user has skipped a document d; at rank i before
clicking on document d; at rank j, it is assumed that he/she
must have scan the document d; and decided to skip it. Thus,
it can be concluded that the user prefers document dj more
than document d; (i.e. dj < r’ di, where 1’ is the user’s
preference order of the documents in the search result list).

C. Query logs

Search Query logs consist of logs of searches made by
users of search engines. They are usually collected at the
search engine server. They typically consist of : user identity
(ip address or anonymous id etc), search queries,
corresponding clickthroughs made by the user and click
information regarding it like the click time, no of clicks
made etc. Some times the query logs are also captured on
the client side i.e., on the user’s computers. Clickthrough
data/Query logs have been the most important source for
capturing user context for user modeling. There has been
some work in this connection some of which are described
below.
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In [6], Sugiyama et. al used web browsing history in past
N days for personalized search. They partition the browsing
history data into three categories according to the time
stamp, i.e., persistent data (before today), today data (today
but before the current session) and current session data.
They found that the performance of using web browsing
history is competitive with that using relevance feedback.
Speretta et al[11] also used users search history to construct
user profiles. Several other works have made use of past
queries mined from the query logs to help the current
searcher. (see [[7], [8], [9], [10]1D).

Dataset Document Path: | ]

Initialization ‘ ‘ Strip HTML ‘ ‘ PreProcess | ‘ Pre Compute ‘

Compute 1

Compute 2
Compute 3

View Content

S Profes Direcary

User Sessions: | [~] [ Proftes | | [+] [ view |

Fig2 .Concept Based Search Assigning the Databases

D. Query Clustering Algorithm
Concept-based user profiles are employed in the
clustering process to achieve personalization effect.

First, a query-concept bipartite graph G is
constructed by the clustering algorithm with one set of
nodes corresponds to the set of users’ queries, and the other
corresponds to the sets of extracted concepts. Each
individual query submitted by each user is treated as an
individual node in the bipartite graph by labeling each query
with a user identifier. Concepts with interestingness weights
(defined in Equation 1) greater than zero in the user profile
are linked to the query with the corresponding
interestingness weight in G.

Second, a two-step personalized clustering
algorithm is applied to the bipartite graph G, to obtain
clusters of similar queries and similar concepts. The
personalized clustering algorithm iteratively merges the
most similar pair of query nodes, and then the most similar
pair of concept nodes, and then merges the most similar pair
of query nodes, and so on. The following cosine similarity
function is employed to compute the similarity score sim(x,
y) of a pair of query nodes or a pair of concept nodes. The
advantages of the cosine similarity are that it can
accommodate negative concept weights and produce
normalized similarity values in the clustering process.

i ) '||.: )

simb, b= ——e—— 1y

- ‘ )
. 1|7, |

The algorithm is divided into two steps, initial
clustering and community merging. In initial clustering,
queries are grouped within the scope of each user.
Community merging is then involved to group queries for
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the community. A more detailed example is provided in our
previous work [11] to explain the purpose of the two steps in
our personalized clustering algorithm

A common requirement of iterative clustering
algorithms is to determine when the clustering process
should stop to avoid over-merging of the clusters. Likewise,
a critical issue in Algorithm 1 is to decide the termination
points for initial clustering and community merging. When
the termination point for initial clustering is reached,
community merging kicks off; when the termination point
for community merging is reached, the whole algorithm
terminates.

lbmo 1192 168,114 9090 sampledata/chddlev] sec 3

Fi“gj“:’{t" User Logs

Good timing to stop the two phases is important to the
algorithm, since if initial clustering is stopped too early (i.e.,
not all clusters are well formed), community merging
merges all the identical queries from different users, and
thus generates a single big cluster without much
personalization effect. However, if initial clustering is
stopped too late, the clusters are already overly merged
before community merging begins. The low precision rate
thus resulted would undermine the quality of the whole
clustering process

] e

JL

B
1T

MMatching

11

Ranking

Fig 4. Document Clustering.
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IV.USER PROFILING
This section proposes two user profiling strategies which are
both concept-based and utilize users’ positive and negative
preferences.
They are
A. PJoachims—C
B. PClick+Joachims—C

A. Joachims-C Method (P jachims—C)

Joachims’ original method was based on users’ document
preferences. If a user has skipped a document d; at rank i
before clicking on document d; at rank j, he/she must have
scanned the document d; and decided to skip it. Thus, we
can conclude that the user prefers document dj more than
document d; (i.e., d; <1’ di, where r’ is the user’s preference
order of the documents in the search result list).

It is extended Joachims’ method, which is a
document-based method, to a concept based method
(Joachims-C). Instead of obtaining the document
preferences d; < r’ d;, Joachims-C assumes that the user
prefers the concepts C(d;) associated with document d; to the
concepts C(d;) associated with document d;, and produces
the corresponding concept preferences. From this it can be
concluded that the concepts C(d5) is more relevant to the
user than the concepts in the other three unclicked
documents (i.e., C(d2), C(d3) and C(d4)). The concept
preference pair’s extracted using Joachims-C method is
shown in Table 4.2.

[ Concept Preference Pairs for di | Concept Preference Pairs for ds | Concept Preference Pairs for ds
Empty Set apple store <.+ product macintosh <. product

macintosh <, product catalog <, product

apple store <, mac os macintosh <+ mac os

macintosh <,+ mac os catalog <,/ mac os

macintosh <, apple store macintosh <, apple store
apple store <, iPod catalog <,» apple store
macintosh <.« iPod macintosh <, iPod

catalog <+ iPod
macintosh < . fruit

catalog <, fruit
macintosh <. apple hill
catalog < pple hill

macin .
catalog <, fruit

Table 4.1 Concept Preference Pairs Obtained Using Joachims-C
Methods

After the concept preference pairs are identified using
Proposition , a ranking SVM algorithm [10] is employed to
learn the user’s preferences, which is represented as a
weighted concept vector. Given a set of concept preference
pairs T, ranking SVM aims at finding a linear ranking
function f(q, c) to rank the extracted concepts so that as
many concept preference pairs in T as possible are satisfied.
f(g, c) is defined as the inner product of a weight vector
——w and a feature vector of query-concept mapping ¢(q,
¢), which describes how well a concept ¢ matches the user’s
interest for a query q.

B. Click+Joachims-C Method (PClick+Joachims—C)

In [11], it is observed that PClick is good in
capturing user’s positive preferences. In this paper, it is
integrated the click-based method, which captures only
positive preferences, with the Joachims-C method, with
which negative preferences can be obtained. It is found that
Joachims-C is good in predicting wusers’ negative
preferences. Since both the user profiles PClick and
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PJoachims—C are represented as weighted concept vectors,
the two vectors can be combined using the following
formula:

W(c+j)es=w(c)cs+w(j)es  if w(j)cs<0
W(c+j)cs=w(c)cs other wise ---------------- 1
W(c+j)ci=w(c)ci+w(j)ci if w(j)c<0------- 2

where w(C + J)ci & PClick+Joachims—C, w(C)ci &

PClick, and w(J)ci & PJoachims—C. If a concept ci has a
negative weight in PJoachims—C (i.e., w(J)ci < 0), the
negative weight will be added to w(C)ci in PClick (i.e.,

w(J)ci + w(C)ci ) forming the weighted concept vector for
the hybrid profile PClick+Joachims—C.

Fle Edt Yew Hsory Bookmarks Tooks Help
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\(L | [E mepinzr oo, MG

Click Here for Original Data
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asjava LogTable
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V.CONCLUSION
In this paper it has been presented a user profile

strategy to improve a search engine’s performance by
identifying the information needs for individual users. For
clustering of documents both content based clustering and
session based clustering techniques is used. To automate
the identification of groups of similar pages, the approach
has been implemented in a Java prototype. This paper
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proposes an effective method for organizing and visualizing
web search results. Finally, the concept-based user profiles
can be integrated into the ranking algorithms of a search
engine so that search results can be ranked according to
individual users’ interests. To automate the identification
of groups of similar pages, the approach has been
implemented in a Java prototype. This paper proposes an
effective method for organizing and visualizing web search
results.
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ABSTRACT

A Pragmatic technique for the detection and removal of
cracks on digitized paintings is presented in this paper.
The cracks are detected by thresholding the output of the
morphological top-hat and bottom-hat transforms. And the
outputs of the crack detection stage are compared to know
which transform gives better results. Finally, crack filling
using order statistics filters is done. These techniques have
shown to perform very well on digitized paintings
suffering from cracks.

KEY WORDS- Detection of cracks, order statistics
filters, top-hat transform, bottom-hat transform, virtual
restoration of paintings.

1. INTRODUCTION

We generally see paintings, especially old ones; suffer
from breaks in the substrate, the paint, or the varnish.
These patterns are usually called cracks or craquelure and
can be caused by aging, drying, and mechanical factors.
Age cracks can result from non uniform contraction in the
canvas or wood-panel support of the painting, which
stresses the layers of the painting. Drying cracks are
usually caused by the evaporation of volatile paint
components and the consequent shrinkage of the paint.
Finally mechanical cracks result from painting
deformations due to external causes, e.g., vibrations and
impacts. The appearance of cracks on paintings
deteriorates the image quality. However, one can use
digital image processing techniques to detect and eliminate
the cracks on digitized paintings. Such a “virtual”
restoration can provide clues to art historians, museum
curators and the general public on how the painting would
look like in its initial state, i.e., without the cracks.
Furthermore, it can be used as a non destructive tool for
the planning of the actual restoration. The user should
manually select a point on each crack to be restored. A
method for the detection of cracks using transformation
techniques is discussed in crack detection phase. Other
research areas that are closely related to crack removal
include image in painting which deals with the
reconstruction of missing or damaged image areas by
filling in information from the neighbouring areas, and
disocclusion, i.e., recovery of object parts that are hidden
behind other objects within an image. Methods developed
in these areas assume that the regions where information
has to be filled in are known. Different approaches for
interpolating information in structured and textured image
areas have been developed. The former are usually based
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on partial differential equations (PDEs) and on the
calculus of variations whereas the latter rely on texture
synthesis principles. A technique that decomposes the
image to textured and structured areas and uses
appropriate interpolation techniques depending on the area
where the missing information lies has also been proposed.
The results obtained by these techniques are very good.
Different techniques for the restoration of cracks on
digitized paintings, which adapts and integrates a number
of image processing and analysis tools is proposed in this
paper. The technique consists of the following stages:

* crack detection;

* crack filling (interpolation).

User interaction is rather unavoidable since the large
variations observed in the typology of cracks would lead
any fully automatic algorithm to failure. However, all
processing steps can be executed in real time, and, thus,
the user can instantly observe the effect of parameter
tuning on the image under study and select in an intuitive
way the values that achieve the optimal visual result. The
results obtained after restoration of deteriorated images
was very positive. This paper is organized as follows.
Section 1l describes the crack-detection procedure.
Methods for filling the cracks with image content from
neighbouring pixels are proposed in Section Il
Conclusions and discussion follow.

I1. DETECTION OF CRACKS

Cracks usually have low luminance and, thus, can be
considered as local intensity minima with rather elongated
structural characteristics. Therefore, a crack detector can
be applied on the luminance component of an image and
should be able to identify such minima. A crack-detection
procedure based on the top-hat and bottom-hat transform
is proposed in this paper. The major part is the structuring
element and it is a shape, used to probe or interact with a
given image, with the purpose of drawing conclusions on
how this shape fits or misses the shapes in the image. It is
typically used in morphological operations, such as
dilation, erosion, opening, and closing, as well as the hit-
or-miss transform. According to Georges Matheron,
knowledge about an object (e.g., an image) depends on the
manner in which we probe (observe) it. In particular, the
choice of a certain s.e. for a particular morphological
operation influences the information one can obtain. There
are two main characteristics that are directly related to s.e.s:
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e Shape. For example, the s.e. can be a ““ball" or a

line; convex or a ring, etc. By choosing a

particular s.e., one sets a way of differentiating

some objects (or parts of objects) from others,
according to their shape or spatial orientation.

e Size. For example, one s.e. can be a
3 % 3square ora2l % lequare. Setting the
size of the structuring element is similar to setting
the observation scale, and setting the criterion to
differentiate image objects or features according
to size.

In structuring element there are two major concepts they
are HIT and FIT:

FIT: All on pixels in the structuring element cover on
pixels in the image

HIT: Any on pixel in the structuring element covers an on
pixel in the image

The top hat transform performs opening operation i.e
erosion followed by dilation:

AoB=(Ac B)® B (1)

Here A is the image and B is the structuring element.
It is nothing but union operation performed on the
structuring element and the image

J .
e A

Ao B =
)

The two major concepts are erosion and dilation - Erosion
of image f by structuring element s is given by

fos

The structuring element s is positioned with its origin at (X,
y) and the new pixel value is determined using the rule:

1if sfits f
O otherwise

A A A\

Original image Erosionby 3*3 Erosionby 5*5
square structuring square structuring
element element

Fig 1: Example of erosion.

a(x, y):{

Dilation of image f by structuring element s is given by
fos

The structuring element s is positioned with its origin at (X,
y) and the new pixel value is determined using the rule:

(xy)= 1if shits f
9% Y210 otherwise
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A A A

Dilation by 3°3 Dilation by 55
square structuring square structuring
element element

Fig 2: Example of dilation.

Original image

And bottom-hat transform is an operation that extracts
small elements and details from given images. Then in this
closing of images takes place. Closing operation is nothing
but dilation and then erosion.

Here A is the image and B is the structuring element.
It is nothing but intersection operation performed on the
structuring element and the image

Ae B = (Ao B¥)°
Where X”c denotes the complement of X relative to E.
X° = {z € E|z g X} -

The top-hat transform generates a greyscale output image
t(k,I) where pixels with a large grey value are potential
crack or crack-like elements. Therefore, a thresholding
operation on t(k,l) is required to separate cracks from the
rest of the image. The threshold can be chosen by a trial
and error procedure,i.e., by inspecting its effect on the
resulting crack map. The low computational complexity of
the thresholding operation enables the user to view the
crack-detection results in real time while changing the
threshold value, e.g., by moving a slider. This fact makes
interactive threshold selection very effective and intuitive.
Alternatively, threshold selection can be done by
inspecting the histogram t(k,l) of for a lobe close to the
maximum intensity value (which will most probably
correspond to crack or crack-like pixels), and assigning it a
value that separates this lobe from the rest of the
intensities. The result of the thresholding is a binary image
b(k,) marking the possible crack locations. Instead of this
global thersholding technique, more complex thresholding
schemes, which use a spatially varying threshold, can be
used. Obviously, as the threshold value increases the
number of image pixels that are identified as cracks
decreases. Thus, certain cracks, especially in dark image
areas where the local minimum condition may not be
satisfied, can remain undetected. In principle, it is more
preferable to select the threshold so that some cracks
remain undetected than to choose a threshold that would
result in the detection of all cracks but will also falsely
identify as cracks, and subsequently modify, other image
structures. The thresholded (binary) output of the top-hat
transform on the luminance component of an image
containing cracks.And thus we can complete the crack
detection stage.

I1l. CRACK-FILLING METHODS

After identifying cracks the final task is to restore the
image using local image information (i.e., information
from neighboring pixels) to fill (interpolate) the cracks.
Two classes of techniques, utilizing order statistics

42|Page



International Journal of Modern Engineering Research (IJMER)

WWW.ijmer.com
filtering and anisotropic diffusion are proposed for this

purpose. Both are implemented on each RGB channel
independently and affect only those pixels which belong to
cracks. Therefore, provided that the identified crack pixels
are indeed crack pixels, the filling procedure does not
affect the “useful” content of the image. Image in painting
techniques like the ones cited in Section | can also be used
for crack filling. The performance of the crack filling
methods presented below was judged by visual inspection
of the results. The results have been verified and the
images are being restored.

3.1 Crack Filling Based on Order Statistics Filters

An effective way to interpolate the cracks is to apply
median or other order statistics filters in their
neighborhood. All filters are selectively applied on the
cracks, i.e., the center of the filter window traverses only
the crack pixels. If the filter window is sufficiently large,
the crack pixels within the window will be outliers and
will be rejected. Thus, the crack pixel will be assigned the
value of one of the neighboring non crack pixels.

The following filters can be used for this purpose.
» Median filter

0= e 1% pn s e B ny L) ©)
* Recursive median filter
Yi = meA(Yip e - o s Yim 1Ty« 2=y Tictr) @)

......... Vi1 are the already computed median
output samples. For both the recursive median and the
median filter, the filter window (considering only
rectangular windows) should be approximately 50% wider
than the widest (thickest) crack appearing on the
image.This is necessary to guarantee that the filter output
is selected to be the value of a noncrack pixel. Smaller
windows will result in cracks that will not be sufficiently
filled whereas windows that are much wider than the
cracks will create large homogeneous areas, thus distorting
fine image details.

» Weighted median filter

¥; = med(w—pOTi—ps o o0y WpQTite) ®)
Where WOT denotes duplication of times. For this filter,
smaller filter windows (e.g.,, windows that are

approximately

30% wider than the widest crack appearing on the image)
can be used since the probability that a color value
corresponding to a crack is selected as the filter output (a
fact that would result in the crack pixel under investigation
not being filled effectively by the filter) can be limited by
using small weights for the pixels centrally located within
the window (which are usually part of the crack) and
bigger ones for the other pixels.
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The filter coefficients are chosen as follows:

~_Jo,
e = { L (10)

The amount of trimming depends on the positive
parameter. Data of small value deviating strongly from the
local median (which correspond usually to cracks) are
trimmed out. Windows used along with this variant of the
MTM filter can also be smaller than those used for the
median and recursive median filters since a portion of the
crack pixels is expected to be rejected by the trimming
procedure.

if moed{z;;}

= Litrjta E i
otherwise !

*And after finding the threshold output which contain only
binary values for the pixels i.e either 1 or 0.All the pixels
with value 1 indicate non cracked part of the image and all
the pixel with values 0 indicate cracked pixels where the
data is missing. Now we collect the matrix columns and
rows of the pixel with value 0 by using the condition:

if b(i,j)=0 (11)

Now after obtaining the row and column values of the
pixels where the data is missing we now use the mean
value of the neighborhood pixels as shown below:

Table 1 : Neighbouring Pixels of cracked pixel

Bl B2 B3
B4 BS B6
B7 B8 B9

Here in the above table let B5 is the cracked pixel or the

pixel with value 0 and now we calculate the mean of the

neighbor pixels using:

Mean=(B1+ B2+ B3+ B4+ B5+ B6+ B7+ B8+ B9)/N
(12)

N=no of pixels.

Now after we get the mean value and we substitute the
mean value in place of the missing data likewise we
perform the same operation on all the missing pixel values
and we get the missing data and we can reconstruct the
image.

The median operator can be used instead of the arithmetic
mean in (9). And after finding the assigning the pixel For
this variant of the MTM filter, even smaller filter windows
can be used, since crack pixels do not contribute to the
filter output. Thus, it suffices that the window is 1 pixel
wider than the widest crack. The result of the application
of the second variation of the modified trimmed mean
filter on the painting depicted in Fig. 3 (filter size 5x5).
Another image restored by the same crack-filling approach
can be seen in Fig. 4 (filter size 3x3). Extensive
experimentation proved that this filter gives the best
results among all filters presented above according to the
evaluations. The superiority of this filter can be attributed
to the fact that only non crack pixels contribute to its
output. Thus the cracks can be interpolated.
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Fig 4 a) Threshold output of bottom hat transform
b) Threshold output of top hat transform

Fig8: Reconstructed Image.

Fig5: Cracks Interpolated and reconstructed image.
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V. CONCLUSIONS AND DISCUSSION
In this paper, we have presented advanced techniques for
detection and filling in digitized paintings. Cracks are
detected by using top-hat & bottom hat transforms and
compared the results and observed that bottom hat
transform yields better results. Crack interpolation is

performed by appropriately modified order statistics filters.

The methodology has been applied for the virtual
restoration of images and was found very effective.
However, there are certain aspects of the proposed
methodology that can be further improved. For example,
the crack-detection stage is not very efficient in detecting
cracks located on very dark image areas, since in these
areas the intensity of crack pixels is very close to the
intensity of the surrounding region. A possible solution to
this shortcoming would be to apply the crack-detection
algorithm locally on this area and select a low threshold
value. Another situation where the system (more
particularly, the crack filling stage) does not perform as
efficiently as expected is in the case of cracks that cross
the border between regions of different colour. In such
situations, it might be the case that part of the crack in one
area is filled with colour from the other area, resulting in
small spurs of colour in the border between the two
regions. However, this phenomenon is rather seldom and,
furthermore, the extent of these erroneously filled areas is
very small (2-3 pixels maximum). A possible solution
would be to perform edge detection or segmentation on the
image and confine the filling of cracks that cross edges or
region borders to pixels from the corresponding region.
Use of image in painting techniques could also improve
results in that aspect. Another improvement of the crack
filling stage could aim at using properly adapted versions
of nonlinear multichannel filters (e.g., variants of the
vector median filter) instead of processing each colour
channel independently. These improvements will be the
topic of future work on this subject. This can be
implemented for the pavement crack detection which has
very importance now a days.
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Abstract- Phishing is a new type of network attack where the attacker creates a replica of an existing web page to
fool users in to submitting personal, financial, or password data to what they think is their service provider’s
website. The concept is an end-host based anti-phishing algorithm, called the Link Guard, by utilizing the generic
characteristics of the hyperlinks in phishing attacks. The link Guard algorithm is the concept for finding the phishing
emails sent by the phisher to grasp the information of the end user. Link Guard is based on the careful analysis of
the characteristics of phishing hyperlinks. Each end user is implemented with Link Guard algorithm. After doing so
the end user recognizes the phishing emails and can avoid responding to such mails. Since Link Guard is
characteristics based it can detect and prevent not only known phishing attacks but also unknown ones. The project

uses the Java technologies and Oracle.

Keywords- Phishing, Fuzzy Logic, Data Mining, Classification, association, e-banking risk assessment

I.INTRODUCTION
Phishing is a new word produced from ‘fishing’, it refers
to the act that the attacker allure users to visit a faked
Web site by sending them faked e-mails (or instant
messages), and stealthily get victim's personal
information such as user name, password, and national
security 1D, etc.

This information then can be used for future target
advertisements or even identity theft attacks (e.g.,
transfer money from victims' bank account). The
frequently used attack method is to send e-mails to
potential victims, which seemed to be sent by banks,
online organizations, or ISPs. In these e-mails, they will
make up some causes, e.g. the password of your credit
card had been mis-entered for many times, or they are
providing upgrading services, to allure you visit their
Web site to conform or modify your account number
and password through the hyperlink provided in the e-
mail.

If you input the account number and password, the
attackers then successfully collect the information at the
server side, and is able to perform their next step
actions with that information (e.g., withdraw money out
from your account).Phishing itself is not a new concept,
but it's increasingly used by phishers to steal user
information and perform business crime in recent years.
Within one to two years, the number of phishing attacks
increased dramatically. Our analysis identifies that the
phishing hyperlinks share one or more characteristics as
listed below:

1) The visual link and the actual link are not the same;

2) The attackers often use dotted decimal IP address
instead of DNS name;

3) Special tricks are used to encode the hyperlinks
maliciously;
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4) The attackers often use fake DNS names that are
similar (but not identical) with the target Web site.

We then propose an end-host based anti-phishing
algorithm which we call Link Guard, based on the
characteristics of the phishing hyperlink. Since Link
Guard is character-based, it can detect and prevent not
only known phishing attacks but also unknown ones.
We have implemented Link Guard in Windows XP, and
our experiments indicate that Link Guard is light-
weighted in that it consumes very little memory and
CPU circles, and most importantly, it is very effective
in detecting phishing attacks with minimal false
negatives.

The paper is organized as follows: Section 2
presents the literature review and related work. Section
3 presents the existing anti phishing approaches. Section
4 introduces the system design and implementation
of Link Guard approach. and then conclusions and
future work are given in Section 5.

Il. LITERATURE REVIEW AND RELATED
WORK

A. Literature Review

Phishing  website is a recent problem,
nevertheless due to its huge impact on the financial
and on-line retailing sectors and since preventing such
attacks is an important step towards defending against
e-banking phishing website attacks, there are several
promising approaches to this problem and a
comprehensive collection of related works. In this
section, we briefly survey existing anti-phishing
solutions and list of the related works. One approach
is to stop phishing at the email level [3], since most
current phishing attacks use broadcast email (spam) to
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lure victims to a phishing website [19]. Another
approach is to use security toolbars. The phishing
filter in IE7 [18] is a toolbar approach with more
features such as blocking the user‘s activity with a
detected phishing site. Other approach is to visually
differentiate the phishing sites from the spoofed
legitimate sites. Dynamic Security Skins [5] proposes
to use a randomly generated visual hash to customize
the browser window or web form elements to
indicate the successfully authenticated sites. A fourth
approach is two- factor authentication, which ensures
that the user not only knows a secret but also presents
a security token [6]. However, this approach is a
server-side solution. Phishing can still happen at sites
that do not support two-factor authentication. Sensitive
information that is not related to a specific site, e.g.,
credit card information and SSN, cannot be protected
by this approach either [20].

However, an automatic anti-phishing method is
seldom reported. The typical technologies of anti-
phishing from the User Interface aspect are done by
[5] and [20]. They proposed methods that need Web
page creators to follow certain rules to create Web
pages, either by adding dynamic skin to Web pages
or adding sensitive information location attributes to
HTML code. However, it is difficult to convince all
Web page creators to follow the rules [7].

B. Main Characteristics of e-banking phishing
websites.

Evolving with the anti-phishing techniques, various
phishing techniques and more complicated and hard-to-
detect methods are used by phishers. The most
straightforward way for a phisher to defraud people is
to make the phishing Web pages similar to their targets.
Actually, there are many characteristics and factors that
can distinguish the original legitimate website from the
forged e-banking phishing website like Spelling errors,
Long URL address and Abnormal DNS record. The full
list is shown in table | which will be used later on our
analysis and methodology study.

Il EXISTING SYSTEM
We briefly review the approaches for anti-phishing.

1) Detect and block the phishing Web sites in time:
If we can detect the phishing Web sites in time, we then
can block the sites and prevent phishing attacks. It's
relatively easy to (manually) determine whether a site is
a phishing site or not, but it's difficult to find those
phishing sites out in time. Here we list two methods for
phishing site detection.
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Table I COMPONENTS AND LAYEES OF E- BANKING PHISHING

WEBSITE CRITERIA.
Criteria N Component Layer No.
URL & Domain | 1 | Using the IP Address
Identity 2 | Abnormal Request URL Layer One
3 | Abnormal URL of
(Weight =0.3) Anchor .
4 | Abaormal DNS record Sub weight = 0.3
5 | Abnormal URL
Security & 1 | Using SSL certificate
Encryption 2 | Centification authority Layer Two
o 3 | Abnormal Cockie
(Weight =0.2) 1™ D ctinpuished Names
Certificate(DN)
Source Code & 1 | Redirect pages
Javascript | 2 | Straddling attack Sub weight = 0.4
o 3 | Pharming Attack
(Weight =0.2) =3 Using onMouseOrver to
hide the Link
3 | Server Form Handler
(SFIQ
Page Style & 1 | Spelling errors
Contents 2 | Copying website
3 | Using forms with
(Weight =0.1) “Submit” button Layer Three
4 | Using Pop-Ups windows
3 | Disabling Right-Click
Web Address 1 | Long URL address
Bar 2 | Replacing similar
characters for URL
(Weight =0.1) 3 | Adding a prefix or suffix Sub weight = 0.3
4 | Using the @ Symbol to
Confuse
3 | Using Hexadecimal
Character Codes
Social Human 1 | Much emphasis on
Factor securify and response
(Weight =0.1) 2 | Public generic salutation
3 | Buying Time to Access
Accounts

A) The Web master of a legal Web site periodically
scans the root DNS for suspicious sites (e.g. www. 1
cbc.com.cn vs. www.icbc.com.cn).

B) Since the phisher must duplicate the content of the
target site, he must use tools to (automatically)
download the Web pages from the target site.

It is therefore possible to detect this kind of download
at the Web server and trace back to the phisher. Both
approaches have shortcomings. For DNS scanning, it
increases the overhead of the DNS systems and may
cause problem for normal DNS queries, and
furthermore, many phishing attacks simply do not
require a DNS name. For phishing download detection,
clever phishers may easily write tools which can mimic
the behavior of human beings to defeat the detection.

2) Enhance the security of the web sites:

The business Websites such as the Web sites of
banks can take new methods to guarantee the security
of users' personal information. One method to enhance
the security is to use hardware devices. For example,
the Barclays bank provides a hand-held card reader to
the users. Before shopping in the net, users need to
insert their credit card into the card reader, and input
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their (personal identification number) PIN code, then
the card reader will produce a onetime security
password, users can perform transactions only after the
right password is input. Another method is to use the
biometrics characteristic (e.g. voice, fingerprint, iris,
etc.) for user authentication. For example, PayPal had
tried to replace the single password verification by
voice recognition to enhance the security of the Web
site.

With these methods, the phishers cannot
accomplish their tasks even after they have gotten part
of the victims' information. However, all these
techniques need additional hardware to realize the
authentication between the users and the Web sites
hence will increase the cost and bring certain
inconvenience. Therefore, it still needs time for these
techniques to be widely adopted.

3) Block the phishing e-mails by various spam
filters: Phishers generally use e-mails as 'bait' to allure
potential victims. SMTP (Simple Mail Transfer
Protocol) is the protocol to deliver e-mails in the
Internet. It is a very simple protocol which lacks
necessary authentication mechanisms. Information
related to sender, such as the name and email address of
the sender, route of the message, etc.,, can be
counterfeited in SMTP. Thus, the attackers can send out
large amounts of spoofed e-mails which are seemed
from legitimate organizations. The phishers hide their
identities when sending the spoofed e-mails, therefore,
if anti-spam systems can determine whether an e-mail is
sent by the announced sender (Am | Whom | Say |
Am?), the phishing attacks will be decreased
dramatically.

From this point, the techniques that preventing
senders from counterfeiting their Send ID (e.g. SIDF of
Microsoft) can defeat phishing attacks efficiently. SIDF
is a combination of Microsoft's Caller ID for E-mail
and the SPF (Sender Policy Framework) developed by
Meng Weng Wong. Both Caller ID and SPF check e-
mail sender's domain name to verify if the e-mail is sent
from a server that is authorized to send e-mails of that
domain and from that to determine whether that e-mail
use spoofed e-mail address. If it's faked, the Internet
service provider can then determine that e-mail is a
spam e-mail. The spoofed e-mails used by phishers are
one type of spam e-mails. From this point of view, the
spam filters can also be used to filter those phishing e-
mails. For example, blacklist, white list, keyword
filters, Bayesian filters with self learning abilities, and
E-Mail Stamp, etc., can all be used at the e-mail server
or client systems. Most of these anti-spam techniques
perform filtering at the receiving side by scanning the
contents and the address of the received e-mails. And
they all have pros and cons as discussed below.
Blacklist and whitelist cannot work if the names of the
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spammers are not known in advance. Keyword filter
and Bayesian filters can detect spam based on content,
hence can detect unknown spasm. But they can also
result in false positives and false negatives.
Furthermore, spam filters are designed for general spam
e-mails and may not very suitable for filtering phishing
e-mails since they generally do not consider the specific
characteristics of phishing attacks.

4) Install online anti-phishing software in user’s
computers: Despite all the above efforts, it is still
possible for the users to visit the spoofed Web sites. As
a last defense, users can install anti-phishing tools in
their computers. The antiphishing tools in use today can
be divided into two categories: blacklist/white list based
and rule-based.

Category I: When a user visits a Web site, the
antiphishing tool searches the address of that site in a
blacklist stored in the database. If the visited site is on
the list, the anti-phishing tool then warns the users.
Tools in this category include Scam Blocker from the
EarthLink Company, Phish Guard, and Net craft, etc.
Though the developers of these tools all announced that
they can update the blacklist in time, they cannot
prevent the attacks from the newly emerged (unknown)
phishing sites.

Category I1: this category of tools uses certain rules in
their software, and checks the security of a Web site
according to these rules. Examples of this type of tools
include Spoof Guard developed by Stanford, Trust
Watch of the Geo Trust, etc. Spoof Guard checks the
domain name, URL (includes the port number) of Web
site, it also checks whether the browser is directed to
the current URL via the links in the contents of e-mails.
If it finds that the domain name of the visited Web site
is similar to a well-known domain name, or if they are
not using the standard port, Spoof Guard will warn the
users. In Trust Watch, the security of a Web site is
determined by whether it has been reviewed by an
independent trusted third party organization. Both
Spoof Guard and Trust Watch provide a toolbar in the
browsers to notify their users whether the Web site is
verified and trusted.

It is easy to observe that all the above defense
methods are useful and complementary to each other,
but none of them are perfect at the current stage.

IV. PROPOSED SYSTEM AND ITS
IMPLEMENTATION

In this section we explain the basic algorithm of
Link Guard Approach which can detect the phishing
content, based on the characteristics of the phishing
hyperlink.
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LINKGUARD

A.Classification of the hyperlinks in the phishing e-mails

In order to (illegally) collect useful information from
potential victims, phishers generally tries to convince the
users to click the hyperlink embedded in the phishing e-
mail. A hyperlink has a structure as follows.

<a href="URI"> Anchor text <\a>

where ‘URI’ (universal resource identifiers)
provides the necessary information needed for the user
to access the networked resource and ‘Anchor text’ is
the text that will be displayed in user’s Web browser.
Examples of URIs are

http://www.google.com,
https://www.icbc.com.cn/login.html,

ftp://61.112.1.90:2345, etc. ‘Anchor text’ in general
is used to display information related to the URI to help
the user to better understand the resources provided by
the hyperlink. In the following hyperlink, the URI links
to the phishing archives provided by the APWG group,
and its anchor text “Phishing Archive” informs the user
what’s the hyperlink is about.

<a href*“http://www.antiphishing.org/phishing
archive.html”>
Phishing Archive
<[a>

Note that the content of the URI will not be
displayed in user’s Web browser. Phishers therefore can
utilize this fact to play trick in their ‘bait’ e-mails. In the
rest of the paper, we call the URI in the hyperlink the
actual link and the anchor text the visual link. After
analyzing the 203 (there are altogether 210 phishing e-
mails, with 7 of them with incomplete information or
with malware attachment and do not have hyperlinks)
phishing email archives from Sep. 21st 2003 to July 4th
2005 provided by APWG [6]. We classified the
hyperlinks used in the phishing e-mail into the following
categories:

1) The hyperlink provides DNS domain names in
the anchor text, but the destination DNS name in the
visible link doesn’t match that in the actual link. For
instance, the following hyperlink:
<a href =
“http://www.profusenet.net/checksession.php”>
https://secure.regionset.com/EBanking/logon/</a>
appears to be linked to secure.regionset.com, which is
the portal of a bank, but it actually is linked to a phishing
site www.profusenet.net.

2) Dotted decimal IP address is used directly in the
URI or the anchor text instead of DNS name. See below
for an example.
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<a href= “http://61.129.33.105/secured
site/www.skyfi.com/index.html?MfcISAPICommand=Si
gnInFPP& UsingSSL=1"> SIGN IN</a>

3) The hyperlink is counterfeited maliciously by
using certain encoding schemes. There are two cases: a)
The link is formed by encoding alphabets into their
corresponding ASCII codes. See below for such a
hyperlink.

<a
href=“http://%34%2E%33%34%2E%31%39%35%2E%
34%31:%34%39%30%33/%6C/%69%6E%64%65%78
%2E%68%74%6D”> www.citibank.com </a>
while this link is seemed pointed www.citibank.com, it
actually points to http://4.34.195.41:34/l/index.htm.

b) Special characters (e.g. @ in the visible link) are used
to fool the user to believe that the e-mail is from a
trusted sender. For instance, the following link seems is
linked to amazon, but it actually is linked to IP address
69.10.142.34.

http://www.amazon.com:fvthsgbljhfcs83infoupdate
@69.10.142.34.

4) The hyperlink does not provide destination
information in its anchor text and uses DNS names in its
URI. The DNS name in the URI usually is similar with a
famous company or organization. For instance, the
following link seems to be sent from paypal, but it
actually is not. Since paypal-cgi is actually registered by
the phisher to let the users believe that it has something
to do with paypal

<a href= “http://www.paypal-cgi.us/webscr.php?
cmd=LogIn”> Click here to confirm your account
</a>

5) The attackers utilize the vulnerabilities of the
target Web site to redirect users to their phishing sites or
to launch CSS (cross site scripting) attacks. For
example, the following link
<a href="http://usa.visa.com/track/dyredir.jsp?rDirl=
http://200.251.251.10/.verified/”> Click here <a>

Once clicked, will redirect the user to the phishing
site 200.251.251.10 due to a vulnerability of
usa.visa.com. Table 1 summarizes the number of
hyperlinks and their percentages for all the categories. It
can be observed that most of the phishing e-mails use
faked DNS names (category 1,44.33%) or dotted
decimal IP addresses (category 2, 41.87%).

Encoding tricks are also frequently used (category
3a and 3b, 17.24%). And phishing attackers often try to
fool users by setting up DNS names that are very similar
with the real ecommerce sites or by not providing
destination information in the anchor text (category 4).
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Phishing attacks that utilize the vulnerability of Web
sites (category 5) are of small number (2%) and we
leave this type of attacks for future study.

Note that a phishing hyperlink can belong to several
categories at the same time. For instance, an attacker
may use tricks from both categories 1 and 3 at the same
time to increase his success chance. Hence the sum of
percentages is larger than 1.

Vol.2, Issue.l, pp-046-054

Category Number of links Percentage

1 90 44.33%

2 85 41.87%

3.a 19 9.36%

3.b 16 7.88%

4 6 7.33%

5 4 2%
TABLE 2

THE CATEGORIES OF HYPERLINKS IN PHISHING E-
MAILS.

Once the characteristics of the phishing hyperlinks and
understood, we are able to design anti-phishing
algorithms that can detect known or unknown phishing
attacks in real-time. We present our LinkGuard
algorithm in the next subsection.

B. The LinkGuard algorithm

LinkGuard works by analyzing the differences between
the visual link and the actual link. It also calculates the
similarities of a URI with a known trusted site. The
algorithm

is illustrated in Fig. 1. The following terminologies are
used in the algorithm.

v_link: visual link;

a_link: actual_link;

v_dns: visual DNS name;

a_dns: actual DNS name;

sender_dns: sender’s DNS name.

int LinkGuard(v_link, a_link} {

1 v_dns = GetDNSName(v_link);

2 a_dns = GetDNSName(a_link);

3if ((v_dns and a_dns are not

4 empty) and (v_dns !=a_dns))

5 return PHISHING;

6 if (a_dns is dotted decimal)

7 return POSSIBLE_PHISHING;

8 if(a_link or v_link is encoded)

94

10 v_link2 = decode (v_link);

11 a_link2 = decode (a_link);

12 return LinkGuard(v_link2, a_link2);

13}

14 /* analyze the domain name for

15 possible phishing */

16 if(v_dns is NULL)

17 return AnalyzeDNS(a_link);

}

Fig. 1. Description of the LinkGuard algorithm.
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The LinkGuard algorithm works as follows. In its main
routine LinkGuard, it first extracts the DNS names from
the actual and the visual links (lines 1 and 2). It then
compares the actual and visual DNS names, if these
names are not the same, then it is phishing of category 1
(lines 3-5). If dotted decimal IP address is directly used
in actual dns, it is then

a possible phishing attack of category 2 (lines 6 and 7).
We will delay the discussion of how to handle possible
phishing attacks later. If the actual link or the visual
link is encoded

int AnalyzeDNS (actual_link) {

/* Analyze the actual DNS name according

to the blacklist and whitelist*/

18 if (actual_dns in blacklist)

19 return PHISHING;

20 if (actual_dns in whitelist)

21 return NOTPHISHING;

22 return PatternMatching(actual_link);

}

int PatternMatching(actual_link){

23 if (sender_dns and actual_dns are different)

24 return POSSIBLE_PHISHING;

25 for (each item prev_dns in seed_set)

26 {

27 bv = Similarity(prev_dns, actual_link);

28 if (bv == true)

29 return POSSIBLE_PHISHING,;

30}

31 return NO_PHISHING;

}

float Similarity (str, actual_link) {

32 if (str is part of actual_link)

33 return true;

34 int maxlen = the maximum string

35 lengths of str and actual_dns;

36 int minchange = the minimum number of

37 changes needed to transform str

38 to actual_dns (or vice verse);

39 if (thresh<(maxlen-minchange)/maxlen<1)

40 return true

41 return false;

}

Fig. 2. The subroutines used in the LinkGuard
algorithm.

(categories 3 and 4), we first decode the links, then
recursively call LinkGuard to return a result (lines 8-
13). When there is no destination information (DNS
name or dotted IP address) in the visual link (category
5), LinkGuard calls AnalyzeDNS to

analyze the actual dns (lines 16 and 17). LinkGuard
therefore handles all the 5 categories of phishing
attacks.

AnalyzeDNS and the related subroutines are depicted in
Fig.2. In AnalyzeDNS, if the actual dns name is
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contained in the blacklist, then we are sure that it is a
phishing attack (lines 18 and 19). Similarly, if the
actual dns is contained in the

whitelist, it is therefore not a phishing attack (lines 20
and 21). If the actual dns is not contained in either
whitelist or blacklist, PatternMatching is then invoked
(line 22). PatternMatching is designed to handle
unknown attacks (blacklist/whitelist is useless in this
case). For category 5 of the phishing attacks, all the
information we have is the actual link from the
hyperlink (since the visual link does not contain

DNS or IP address of the destination site), which
provide very little information for further analysis. In
order to resolve this problem, we try two methods:
First, we extract the sender email address from the e-
mail. Since phishers generally try to fool users by using
(spoofed) legal DNS names in the sender e-mail
address, we expect that the DNS name in the sender
address will be different from that in the actual link.
Second, we proactively collect DNS names that are
manually input by the user when she surfs the Internet
and store the names into a seed set, and since these
names are input by the user by hand, we assume that
these names are trustworthy. PatternMatching then
checks if the actual DNS name of a hyperlink is
different from the DNS name in the sender’s address
(lines 23 and 24), and if it is quite similar (but not
identical) with one or more names in the seed set by
invoking the Similarity (lines 25-30) procedure.
Similarity checks the maximum likelihood of actual dns
and the DNS names in seed set. As depicted in Fig. 2,
the similarity index between two strings are determined
by calculating the minimal number of changes
(including insertion, deletion, or revision of a character
in the string) needed to transform a string to the other
string. If the number of changes is 0, then the two
strings are identical; if the number of changes is small,
then they are of high similarity; otherwise, they are of
low similarity. For example, the similarity index of
‘microsoft’ and ‘micrOsOft’ is 7/9 (since we need
change the 2 ‘0’s in micrOsOft to ‘o’. Similarly, the
similarity index of ‘paypal’ and ‘paypal-cgi’ is 6/10
(since we need to remove the last 4 chars from paypal-
cgi), and the similarity index of ‘95559’

and ‘955559’ is 5/6 (since we need to insert a ‘5’ to
change ‘95559’ to ‘955559°).

If the two DNS names are similar but not identical, then
it is a possible phishing attack. For instance,
PatternMatching can easily detect the difference
between www.ichc.com.cn (which is a good e-
commerce Web site) and www.1cbc.com.cn (which is a
phishing site), which has similarity index 75%. Note
that PatternMatching may treat www.1cbc.com.cn as

a normal site if the user had never Vvisit
www.lcbc.com.cn before. This false negative,
however, is unlikely to cause any severe privacy or
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financial lose to the user, since she actually does not
have anything to lose regarding the Web site
www.ichc.com.cn (since she never visits that Web site
before)!

C. False positives and false negatives handling

Since LinkGuard is a rule-based heuristic algorithm, it
may cause false positives (i.e., treat non-phishing site as
phishing site) and false negatives (i.e., treat phishing
site as nonphishing site). In what follows, we show that
LinkGuard may result in false positives but is very
unlikely to cause harmful false negatives.

For phishing attacks of category 1, we are sure that
there is no false positives or false negatives, since the
DNS names of the visual and actual links are not the
same. It is also easy to observe that LinkGuard handles
categories 3 and 4 correctly since the encoded links are
first decoded before further analysis. For category 2,
LinkGuard may result in false positives, since using
dotted decimal IP addresses instead of domain names
may be desirable in some special circumstances (e.g.,
when the DNS names are still not registered). For
category 5, LinkGuard may also result in false
positives. For example, we know that both
‘www.iee.org’ and ‘www.ieee.org’ are legal Web sites.
But these two DNS names have a similarity index of
3/4, hence is very likely to trigger a false positive.

When it is a possible false positive, LinkGuard will
return a POSSIBLE PHISHING. In our implementation
(which will be described in the next section), we
leverage the user to judge if it is a phishing attack by
prompting a dialogue box with detailed information of
the hyperlink. The rationale behind this choice is that
users generally may have more knowledge of a link
than a computer in certain circumstances (e.g., the user
may know that the dotted decimal IP address is the
address of his friend’s computer and that www.iee.org
is a respected site for electrical engineers).

For category 5, LinkGuard may also result in false
negatives. False negatives are more harmful than false
positives, since attackers in this case will succeed in
leading the victim to the phishing sites. For instance,
when the sender’s e-mail address and the DNS name in
the actual link are the same and the DNS name in the
actual link has a very low similarity index with the
target site, LinkGuard will return NO PHISHING. For
instance, PatternMatching will treat the below link as
NO PHISHING.

<a href="http://fdic-secure.com/
application.htm"> Click here </a>

with  “securehq@fdic-secure.com” as the sender

address. We note that this kind of false negatives is
very unlikely to result in information leakage, since the
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end user is very unlikely to have information the attack
interested (since the DNS name in this link is not
similar with any legal Web sites).

V. IMPLEMENTATION
VERIFICATION OF LINKGUARD
We have implemented the LinkGuard algorithm in
Windows XP. It includes two parts: a whook.dll
dynamic library and a LinkGuard executive. The
structure of the implementation is depicted in Fig. 3.
This Link Guard algorithm is the concept for finding
the phishing e-mails Sent by the phishers to grasp the
information’s of the end user. Link Guard is based the
careful analysis of the characteristics of phishing
hyperlinks. Link Guard has a verified very low false
negative rate for unknown phishing attacks . This Link
Guard algorithm is the concept for finding the phishing
e-mails Sent by the phishers to grasp the information of
the end user , So each end user will be implemented
with the Link Guard algorithm , After implementing
the Link Guard algorithm now the end user may able
to find the phishing attacks, and can avoid responding
phishing e-mails .

AND

—

LinkGuard

Aralype
(i ailgeaithm)

c ema| | L L

l{mﬂ||dulam|

—

Fig. 3. The structure of the LinkGuard implementation,
which consists of a whook.dll and a LinkGuard
executive.

Since Link Guard is character-based, it can detect
and prevent not only known phishing attacks but also
unknown ones.
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Figure 4: System Architecture of Anti phishing
system along with Link Guard Approach

MODULES OF PROPOSED SYSTEM:

e Creation of a mail system and database operations
e  Composes, send and receive a mail
e Implementation of the Link Guard algorithm

The mail system module deals with the user
interface for the home page, sign-in, sign-up and forgot
your password pages. This module enables a new user
to Sing-Up. It also enables an existing user to Sign-In.
The user may use the Forget password link if he did
forget his password. The password is retrieved on the
basis of security question and answer given by the user.
Database operation manages the users. Every time a
new user signs in his details are written in to the
database. Every time an existing user logs on his details
are checked up for with the database.

The second module enables the user to compose
and send a mail. It also allows the user to read a
received mail. Once a mail is sent the date and the
subject of the mail gets displayed. The received mail
can be checked if it is phishing or not, the
implementation of which is given in the next module.
The compose mail option contains an option for spoof
id. The spoof id allows the mail of the composer to be
delivered with a different from address. This is being
incorporated to demonstrate the Link Guard algorithm.

The module contains the implementation of the
Link Guard algorithm. It is possible for the user to add
domain names and categorize them as either white list
or black list under settings. Whenever a mail is detected
as phishing the domain name in that mail automatically
gets added as black list. The Link Guard algorithm
checks if the domain names fall under any of the 5
categories of hyperlinks for phishing emails. It also
refers to the database of black and white list entries and
sets the status of the mail as either Phishing or Non-
Phishing.
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Once the mail is categorized as Phishing the user
can take care that he does not open the link or submit
any personal, critical information on to the website.

Communicator: This collects the information of the
input process, and sends these related information’s to
the Analyzer.

Database: Store the white list, blacklist, and the user
input URLSs.

Analyzer: It is the key component of Link Guard,
which implements the Link Guard algorithm; it uses
data provided by Communicator and Database, and
sends the results to the Alert and Logger modules.

Alerter:When receiving warning messages from
Analyzer, it shows the related information to alert the
users and send back the reactions of the user back to the
Analyzer.

Logger:Archive the history information, such as user
events, alert information, for future use.

VI. CONCLUSION AND FUTURE WORK

Phishing has becoming a serious network security
problem, causing finical lose of billions of dollars to
both consumers and e-commerce companies. And
perhaps more fundamentally, phishing has made e-
commerce distrusted and less attractive to normal
consumers. In this paper, we have studied the
characteristics of the hyperlinks that were embedded in
phishing e-mails.

We then designed an anti-phishing algorithm, Link-
Guard, based on the derived characteristics. Since Link-
Guard is characteristic based, it can not only detect
known attacks, but also is effective to the unknown
ones. We have implemented Link Guard for Windows
XP. Our experiment showed that Link Guard is light-
weighted and can detect up to 96% unknown phishing
attacks in real-time. We believe that Link Guard is not
only useful for detecting phishing attacks, but also can
shield users from malicious or unsolicited links in Web
pages and Instant messages.

As we have implemented this approach by
considering the URL and Domain Identity Criteria,
there are the different criteria needs to work in future.
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ABSTRACT

With the rapid growth of internet communication and
availability of techniques to intrude the network, network
security has become indispensable. In this paper, we propose
a multilevel classification technique for intrusion detection
that uses intelligent agents and a combination of decision
tree classifier and Enhanced Multiclass Support Vector
Machine algorithm for the implementation of an effective
intrusion detection system in order to provide security to
Wireless Sensor Networks. The main advantage of this
approach is that the system can be trained with unlabeled
data and is capable of detecting previously “unseen” attacks
using agents. Verification tests have been carried out by
using the KDD cup’99 data set. From the experiments
conducted in this work, it has been observed that significant
improvement has been achieved in intrusion detection rate
and also in the reduction of false alarm rate.

Keywords: Intrusion Detection,
Decision Tree, Intelligent Agents

EMSVM, Multilevel

I. INTRODUCTION

Recently, security has become a vital concern in many
application areas since computers have been networked together
with a very large number of users and systems. The adoption of
Wireless Sensor Networks (WSNs) has increased in recent years
mainly due to their advantages in many applications. WSNs can
be defined as a heterogeneous system that consists of nodes
which are having tiny sensors and actuators. Sensors networks
may consist of hundreds or thousands of low-power, low-cost
nodes, fixed nodes deployed largely together to monitor and
affect the environment. Intrusion detection and prevention
techniques are necessary to provide security to WSNs because
they are prone to various types of attacks from both insiders and
outsiders. Denial of Service (DoS) attacks is an important attack
that leads to more power consumption as well as the collapse of
the entire network due to unnecessary flooding of packets.

An intrusion detection system can be used as a first line
of defense in such a scenario in order to reduce possible
intrusions and thereby reducing the risk of attacks. The current
security mechanisms such as firewalls focus only external
attacks. On the other hand, intrusion detection systems are
capable of detecting both internal and external attacks. IDSs are
classified, based on their functionality as misuse and anomaly
intrusion detection system. A misuse intrusion detection system
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uses a set of well defined patterns for attack and they can be
detected by matching these patterns against normal user
behavior in order to detect intrusions effectively. Usually,
misuse detection is harder than the anomaly intrusion detection
since it is carried out by legitimate internal users who know the
systems password and other credentials. In an anomaly
intrusion detection system, the user behavior becomes different
from the normal usage behavior. Therefore, it is necessary to
provide an intelligent intrusion detection system which can find
out both internal and external attacks.

However, the existing intrusion detection techniques,
which are proposed by various researchers for misuse and
anomaly detection [14,2], are generally not sufficient to provide
the required security to WSNs because they have limited power
and tiny structure. The attacks are carefully designed by the
attackers and hence the application of the existing intrusion
detection techniques causes a high false positive rate. Moreover,
the existing Intrusion Detection techniques are capable of
detecting only known intrusions since they classify instances by
the rules they have acquired based on training from past data.
However, it is necessary to build intelligent IDS with effective
learning abilities in order to secure the network from both
internal and external attacks.

In this paper, an intelligent agent based IDS that uses a
multilevel classifier and also a decision maker agent for
intelligently detecting the intruders in WSNSs has been proposed
and implemented so that it can provide effective security to
WSNs. This intelligent system uses a combination of enhanced
decision tree classifier and an Enhanced Multiclass SVM
algorithm for binary classification of the past data as well as the
current data.

We have enhanced the Support Vector Machines
(SVM) for classification since SVM are the classifiers which are
more effective in binary classification [19] [20]. In this work,
we have combined SVMs with decision trees in order to design
multiclass SVMs, which are capable of classifying the four
types of attacks namely probing, DOS, U2R and R2L and
normal data more accurately. The main focus of this paper is to
provide a combined approach to detect the DDoS attacks which
improves the training time, testing time and accuracy of IDS
using this approach.

The reminder of this paper is organized as follows:
Section 2 provides a survey of related works in the area of
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misuse and anomaly detection, Decision trees and SVM. Section

3, depicts the architecture of the system proposed in this paper.
Section 4 discusses about the proposed enhanced decision tree
algorithm [12] and the enhanced multiclass SVM algorithm with
agents. Section 5 shows the results obtained from this work and
compares them with the existing works. Section 6 gives the
conclusions on this work and suggests some possible future
enhancements.

Il. LITERATURE SURVEY
There are many works in the literature that deal with
classification techniques [3] [16] [19]. For example, an
algorithm called Tree structured Multiclass SVM has been
proposed by Snehal A.Mulay et. al [15] for classifying data
effectively. Their paper proposed decision tree based algorithms
to construct multiclass IDS which are used to improve the
training time, testing time and accuracy of IDS. However, the
detection rate is not sufficient in the current internet scenario.
Multiple level tree classifiers were proposed by various
researchers in the past [7] [8] [18] in order to design effective
IDSs. In such systems, the data are split into normal DOS,
PROBE and others (a new class label U2R and R2L). In the
second level, the algorithm split the “others” into its
corresponding U2R and R2L, while the third level classifies the
attacks into its individual specific attacks. However, it is
necessary to classify the DOS attacks with a special attention to
improve the network performance.

Zeng and Wu et al [21] introduced a new anomaly
detection approach based on multi-attribute decisional
framework. The classification of data pattern is performed using
K-nearest neighbour’s method and SVM model. Experiments
performed by them with KDD Cup 99 dataset demonstrate that
their proposed method achieves good detection accuracy.

Kim and Reddy (2008) et al [ 22] introduced an anomaly
IDS, which monitors packet headers of network traffic. It
operates in postmortem but in real-time. The frequent attacks on
network infrastructure, using various forms of DoS attacks, have
led to an increased need for developing techniques for analyzing
network traffic.

Cherkasova et al (2009) [23] proposed a novel framework
that provides a powerful solution for automated anomaly
detection and analysis of changes in application behavior. The
online regression-based transaction model proposed in their
work accurately detects a change in the Computational Power
consumption pattern of the application and alarms about either
observed performance anomaly or possible application change.
One of the limitations of their work is that it cannot distinguish
which of the transactions is responsible for a changed CPU
consumption of the application. To complement the regression-
based approach and to identify the transactions that cause the
model change, they used the application performance signature
that provides a compact model of runtime behavior of the
application.

Techniques for the design and evaluation of Intrusion
Detection models for Wireless Networks using a supervised
classification algorithm and to evaluate the performance of the
Multilayer Perceptron (MLP), and Support Vector Machine
(SVM) has been provided by Aikaterini Mitrokotsa et. al [1].
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The results provided by them point out that SVM exhibits high
accuracy.

A novel architecture of Support Vector Machine
classifiers utilizing binary decision tree (SVM -BDT) for
solving the multiclass problems has been provided by Gjorgji
Madzarov et. al [5]. This architecture provides techniques for
achieving better classification accuracy.

In this paper, we propose an intelligent agent based
multilevel classifier for IDS that uses a combination of decision
tree classifier, enhanced C4.5 algorithm and intelligent agents
for effective detection of intrusions in WSNs. This system
applies the Enhanced Multiclass SVM algorithm for improving
the training time, testing time and accuracy of IDS to reduce the
false alarm rate. Comparing with existing works, the work
proposed in this work different in many ways. First, this system
uses intelligent agents for effective classification of DoS attacks.
Second, this system uses a hybrid classification scheme for
detecting intrusion. Finally, this system uses an enhanced C4.5
algorithm for effective classification.

Il. SYSTEM ARCHITECTURE

The multilevel hybrid IDS architecture proposed in this paper is
presented schematically in figure 1. This system consists of
three modules where the tree classifier agent uses enhanced
C4.5 algorithm with agent decision for constructing decision
tree which is used to find misuse detection. The classification
module uses Agent Multiclass SVM for unsupervised anomaly
detection. Finally, for refined classification of anomaly
detection, the agent based tree classifier has been used in this
work.

Intrusion Detection System

____________________

System Network and Behavior Set

Figure 1 System Architecture
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A. Classification Agent

This agent collects the KDD cup99 data set and
constructs a decision tree using the enhanced C4.5 algorithm
where intelligent agents are used for making decision. The input
data is mined and the specific attributes that have high
information gain are only used in the construction of the
decision tree where the KDD cup data is classified into DoS and
the OTHERS categories. The DoS contains all specific Denial of
service attacks like smurf, land, Neptune, back and teardrop.
The others include the PROBE category as well. It contains the
attacks including ipsweep, nmap, portsweep and Satan. All the
other types of attacks and the normal connections are grouped
into the OTHERS category.

The decision tree is first trained with the training data
and decision tree is generated. The tree is pruned using agent to
optimize the number of nodes in the decision tree. From the
pruned decision tree, rules are formed. The rules are then
applied to the test data and the input data is thus classified using
the rules generated during the training phase.

e  Stimulus/Response
Stimulus: Collected training data
Response: Decision tree with classified data

B. Behavior partition Module

In the Agent based Multiclass SVM algorithms, it is
necessary to fix the number of classes are fixed in the beginning
of classification. We use the agent based classification
technology to determine the number of classes automatically.
This Agent based Multiclass SVM algorithm is used to generate
a classification whose outputs are normal and attack.

e  Stimulus/Response

Stimulus: the part of the output from the decision tree classifier.
Response: two classes with are labeled normal and abnormal
(attack).

IV. THE FRAMEWORK OF MULTILEVEL IDS

The main task of the Intrusion Detection System (IDS)
is to discover the intrusions from the network packet data or
system audit data. One of the major problems that the IDS might
face is that the packet data or system audit data could be
overwhelming. Moreover, some of the features of audit data
may be redundant or contribute little to the detection process.
Hence, agent based classification techniques has been used in
this work to ease this task.
The network attacks fall into four main categories as discussed
in [8].

* DoS (Denial of Service): Intrusions are designed to disrupt a
host or network service, e.g. SYN flood;

* PROBE: Attacks include many programs which can
automatically scan a network of computers to gather information
or find known vulnerabilities as a possible precursor to more
dangerous attacks.

* U2R (User to Root): Attacks correspond to a local user on a
machine gaining privileges normally reserved for the UNIX root
Or Super user.
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* R2L (Remote to Local): Attacks correspond to an attacker who
does not have an account on a victim machine, sends packets to
that machine and gains local access, e.g. guessing password

In the next section, a brief introduction of the classification
algorithms used in the hybrid IDS, i.e., the C4.5 algorithm for
building decision trees and the Multiclass Support Vector
Machine (SVM) are given.

Agent based Multiclass Support Vector Machine (EMSVM)
Algorithm

In this section, we describe the intelligent Multiclass
SVM algorithms, and illustrate how to apply this algorithm to
generate anomaly type intrusion detection models. Figure 3
pictorially represents anomaly detection system discussed in this
paper.

This agent based Multiclass Support Vector Machine
(MSVM) algorithm is as follows: First, we first compute the
distance between two classes of patterns and repeat it for each
class of such patterns.

OTHER

v v

Normal Attack
U2R R2L
Root kit - Perl | warezm Guess
password

Figure 2. Behavior partition Module

where the distance between two classes is computed using the
Minkowski Distance. According this method, the distance
between two points

P =(X1Xg,.....xn) and Q= (yuYo,....,yn) € R"
is defined as

( IZ:: |Xi-yi|p) Ve

where p is the order.
We find the center point of every class by using the formula

Ci=Y" X' I 1
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After this calculation, five classes obtained earlier are

converted into two classes. For example let A, B, C, D and E be
five classes. If the distance between any two classes are less
than that of the other classes then that pair is replaced by
1(Normal). Otherwise, it is replaced by -1 (Attacker). So, at end
of the repeated process, we have only 1’°s and -1’s combinations.
Since -1 classes are removed, the remaining classes are used to
construct the tree.

The steps of the algorithms are as follows:
Algorithm: Search (E, n).

Input: Data set E, the number of sampling.
Output: Initial center (m1, m2)
[1] Sampling E, get S;, S,,...,S,
[2] Fori=1ltondo
Mi =Count_m(Si);
[3] Fori=ltondo
M= Count_m(mi);
[4] ml=m, m2=max(Sim(m,m;));
[5] Check it with agent threshold to make final descision.

Enhanced Multiclass Support Vector Machine algorithm

[1] Confirm two initial cluster centers by algorithm search
m.

[2] Import a new class C.

[3] Compute the Minkowski distance between two classes.

[4] if (dAB > dAC) then
B is assigned as Normal
Else C is assigned as Attacker.

[5] Find the min & max of the distance.

[6] If (dAB < threshold limit of the distance) then create a
new cluster and this is the center of the new cluster.
Else
B is assigned as an Attacker.

[7] Repeat the operation until reduced the difference
between the classes.

[8] Validate this difference using agent.

V. EXPERIMENTATION AND RESULTS
A. Training and Test Data

The dataset used in the experiment was taken from the
Third International Knowledge Discovery and Data Mining
Tools Competition (KDD Cup 99). Each connection record is
described by 41 attributes. The list of attributes consists of both
continuous-type and discrete type variables, with statistical
distributions varying drastically from each other, which makes
the intrusion detection a very challenging task.

B. Experimental Results

Table 1 shows the comparison between C 4.5 and agent
based C 4.5 with respect to DoS, Probe and Other types of
attacks. From this table, it can be observed that the intrusion
detection rate is improved in agent based C 4.5 when it is
compared with the existing C 4.5 algorithm. This result was
obtained by carrying out the experiments 20 times and then by
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taking the average detection rate. The corresponding bar chart
representation is shown in figure 3.

Table 1. Detection Rates (%) variation between C 4.5 and Agent

based C4.5
Category Cas Agent based
T | cas
DoS 99.19 99.59
Probe 99.71 99.82
Others 66.67 68.06

Detection Accuracy (%)

100 -

e

% 90 -

€ g0 - ® C45

=

=]

s 70 -

8 B Agent based
a 60 - cas

DoS Probe Others
Attacks

Figure 3 Comparison of Performance Analysis of C4.5 and
Agent based C4.5

Table 2 shows the comparison of results obtained from
Multiclass Support Vector machine(MSVM) and Agent based
Multiclass Support Vector Machine algorithms. From this table,
it is observed that the false positive rate has been reduced in the
agent based MSVM when it is compared with MSVM.
Moreover, the classification time is also reduced in the agent
based MSVM due to the effective decisions made by the agent
in classification.

Table 2. The Results Comparison between MSVM and

AMSVM
™ Accuracy | R-error T-time
Algorithm (%) (%) (Sec)
MSVM 14756 83.5821 6.5147 846
Agent based
MSVM 15332 92.4612 5.2136 223
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Figure 4. The Results Comparison between MSVM and Agent
based MSVM

Figure 4 shows the comparison of intrusion detection rate
between MSVM and Agent based MSVM algorithms. From
this, it can be seen that the agent based MSVM performs well
with respect to detection rate.

VI. CONCLUSION AND FUTURE WORKS

In this paper, an intelligent intrusion detection system using an
agent based multi-level classification model combining Decision
trees and an agent based Multiclass Support Vector Machines
has been proposed. From the experiments conducted in this
work, it can be concluded that the agent based intrusion
detection system improves the detection accuracy by 7% and
5% when it is compared with C 4.5 and SVM algorithms for
DoS attacks. Moreover, it reduces the false positive rate by 1%
when it is compared with existing system. Further works in this
direction could be the use of effective preprocessing techniques
for attribute selection in the IDS to enhance the performance.
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ABSTRACT

The most significant practical challenge for face
recognition is perhaps variability in lighting
intensity. In this paper, we developed a face
recognition which is insensitive to large variation in
illumination. Normalization including two steps,
first we used Histogram truncation as a pre-
processing step and then we implemented
Homomorphic filter. The main idea is that,
achieving illumination invariance causes to simplify
feature extraction module and increases
recognition rate. Then we utilized Fuzzy Linear
Discriminant  Analysis (FLDA) in feature
extraction stage which showed a good
discriminating ability compared to other methods
while classification is performed using three
classification methods Nearest Neighbour
classifier , Support Vector Machines (SVM) and
Feedforward Neural Network(FFNN).The
experiments were performed on the ORL (Olivetti
Research Laboratory) and Yale face image
databases and the results show the present method
with SVM classifier outweighs other techniques
applied on the same database and reported in
literature.

Keywords - Face Recognition, Homomorphic filter,
Nearest Neighbour, Fuzzy LDA, SVM, FFNN

I. INTRODUCTION

Face recognition has become one of the most active
research areas of pattern recognition since the early
1990s, and has attracted substantial research efforts
from the areas of computer vision, bio-informatics and
machine learning.

[llumination is considered one of the most difficult
tasks for face recognition. The illumination setup in
which recognition is performed is in most cases
impractical to control, its physics difficult to
accurately model and face appearance differences due
to changing illumination are often larger than those
differences between individuals. Reliable techniques
for recognition under more extreme variations caused
by pose, expression, occlusion or illumination is
highly nonlinear, have proven elusive [1].
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In this paper, we outline a hybrid technique for
illumination normalization, after the Histogram
truncation was applied to input face images, the
Homomorphic filter was used for normalization. The
face recognition involves two major steps. In the first
step, some features of the image are extracted. In the
second step, on the basis of the extracted features the
classification is performed.

Fuzzy LDA (Fuzzy Fisherface) recently, was
proposed for feature extraction and face recognition
[2]. Fuzzy LDA computes fuzzy within-class scatter
matrix and between-class scatter matrix by
incorporating class membership of the binary labeled
faces (patterns).

Finally extracted features were considered as
inputs to classifiers. In this paper well-known
classifiers including Nearest Neighbor, SVM and
Feedforward Neural Networks were employed as
classification.

Then rest of this paper is as followed. Our
proposed method is initiated in second section then
Fuzzy LDA is introduced in third section.
Classification, experimental results on both ORL and
Yale datasets, and Conclusion are depicted in
continue.

1. ILLUMINATION NORMALIZATION
TECHNIQUE
In this stage, in order to boost the result of
normalization, we first truncated a specified
percentage of the lower and upper ends of an image
histogram.

In fact, several studies have shown that histogram
remapping in  conjunction  with  photometric
normalization techniques results in better face
recognition performance than using photometric
normalization techniques on their own.

In the next step, Homomorphic filter as a
renowned illumination reflectance was used. And then
filtered face image is considered as input of feature
extraction module.

A. Homomorphic Filter
Homomorphic filtering (HOMO) is a well known
normalization technique, which improves the
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pearance of an image by contrast enhancement and
gray-level range compression.

Consider an image, f(x, y), which can be stated as
the product of the illumination i(x, y), and the
reflectance component r(x, y) as follows [3]:

fx, y) = i(x, y). r(x, y) 1)

Then input image is transformed in to the logarithm
domain in order to achieve frequency components of
the illumination and reflectance separately:

z(x, y) = Inf(x, y) )
=Inix,y) +Inr(x,y)

Then:
{z2(x, ) }=& {Inf(x, y)}

=F{Inik, y)}+ F{Inrx y)}

Or:
Z(u, v) = Fi(u, v) + F(u, v)

Where F;i(u, v) and F.(u, v), in equation (2) are the
Fourier transforms of the term defined.

The Fourier transform of the product of the Z(u, v)
and filter function H(u, v) can be expressed as:

S(u, v) = H(u, v). Z(u, v) ®)
= H(u, v). Fi(u, v) + H(u, v). F,(u, v)
In the spatial domain:
s(x, y) = &{S(u, )}
= FH{H(u, v). Fi(u, v) + H(u, v). F(u, v)}
Finally by letting
i(x,y) = F{HU,v). Fiuv) } (4)
( y) = F{HU, v). Fr(u,v) }
the equation becomes:
s(x,y) = i(x, y) + r(x,y) ()
g(x,y) =&
g(x, y) = e ) 4 g )

g(x, y) = io(xy) + ro(X, y)
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Where ig and ry, are the illumination and the
reflectance components of the output images. After
z(x, y) is transformed into the frequency domain, the
high frequency components are emphasized and the
low-frequency components are reduced. As a final step
the image is transformed back into the spatial domain
by applying the inverse Fourier transform and taking
the exponential of the result.

This method is based on a special case of a class of
systems known as Homomorphic system. The filter
transform function H(u, v) is known as the
Homomorphic filter[4] .

I11. Fuzzy LDA (FLDA)

Fuzzy LDA, which also was called Fuzzy Fisher Face
method, is considered to solve binary classification
problems. In conventional LDA approach, every
vector is supposed to have a crisp membership. But
this does not take into account the resemblance of
images belonging to different classes, which occurs
under varying conditions. In FLDA, each vector is
assigned the membership grades of every class based
upon the class label of its k nearest neighbours. This
Fuzzy k-nearest neighbour is utilized to evaluate the
membership grades of all the vectors [5].

The membership degree to class | for jth pattern is
obtained from following equation[5]:

0.51+0.49(n“k] i, jbelong to the same class

" 0.49[n%) otherwise (6)

u

In the above expression Ny stands for the number of

the neighbors of the jth data (pattern) that belong to

the i" class. As usual, U; satisfies two obvious

ij

properties:
C
>y =1 ™
i=1
N
0< ,Z;‘ u; <N ®)

Therefore, the fuzzy membership matrix U can be
achieved with result of FKNN.

U=[y,Ji=12..,c j=12..,N ©

The results of the FKNN are used in the computations
of the statistical properties of the patterns.

61|Page



International Journal of Modern Engineering Research (IJMER)

WWW.ijmer.com

Taking in to account the fuzzy membership degree, the
mean vector of each class is [6]:

N
2 Ui

_ =
m=-—

2. Ui

j=1
Then, the membership degree of each sample
(contribution to each class) should be considered and
the corresponding fuzzy within-class scatter matrix
and fuzzy between-class scatter matrix can be

redefined as follow [7]:

FSy =3 S, (6 —m)(x, —m)" (11)

i=1 xjew

(10)

u, (M, = X)(m, = X)" (12)

Mz

FS,

]

I
=

Where X , is the mean of all samples. So, all scatter
matrices with fuzzy set theory are redefined and the
contribution of each sample is incorporated.

Our optimal fuzzy projection W_ 5, follows the
expression:

[WTFS,W |

W, =argmax
F-LDA g w |WTFS\NW |

(13)

It is difficult to directly calculate Wy_, because

that FS,, is often singular [6]. For tackle this

problem, PCA is used as a dimension reduction step
and thus the final transformation is given by the
following matrix,

W' =W,

F-LDA

TWPCAT (14)

IV. CLASSIFICATION

A. Nearest Neighbour Classifier

After evaluating feature vectors by FLDA, test images
are projected on feature space and the distances to the
training images are computed using nearest neighbour
algorithm for the purpose of classification as follows
[8]: |

For two images i and j, let f @ and
representing the corresponding feature vectors, the

distance dij between the two patterns in the feature

£ ()

space is defined as:
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£0 _§0) 2

_ (n) (n)
i =12 ) (15)

n

o

Where fn(i) is the nth element of the feature vector i

while the term a( fn)is the standard deviation of the

nth element over the entire database and is used to
normalize the individual feature components. Finally,
a test image j is assigned to image i in a database with

the smallest corresponding distance d ; .

B. Feedforward Neural Networks (FFNN)

FFNN is suitable structure for nonlinear separable
input data. In FFNN model the neurons are organized
in the form of layers. The neurons in a layer get input
from the previous layer and feed their output to the
next layer. In this type of networks connections to the
neurons in the same or previous layers are not
permitted. Fig 1 shows the architecture of the system
for face classification [9-10].

Fig.1. Architecture of FKNN for classification

In this experiment the number of nodes in hidden layer
is set to 15. A large neural network for all people in
the database was implemented. After calculating the
features, the feature projection vectors are calculated
for the faces in the database. These feature projection
vectors are used as inputs to train the neural network.
Fig 2 illustrates the schematic diagram for the NN
training phase.

C. Support Vector Machine (SVM)

SVM is a binary classification method that intends to
find the optimal linear/nonlinear decision surface
based on the concept of structural risk minimization.
The decision surface is a weighted representation of
the elements of training set. The elements on the
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decision surface are defined by a set of support vectors
which characterizes the boundary between two (or
more) classes [11]. The problem of multi-class is
solved by combining multiple two class SVMs. We
select the one-versus-the-rest approach that constructs

SVMs which the train K™ model chooses the k™
class as the positive examples and the remaining

(k—l) classes as the negative examples.

Comparison with one-versus-one, it significantly
needs less training time. At last, indexed SVM
classifier is learned through quadratic programming in
order to find the class‘s boundaries with maximum
margins. This technique helps to find the accurate
relations between nearest similarity faces.

V. SIMULATION AND RESULTS

A. ORL Face Database

The ORL database consists of 40 groups, each
containing ten 112x92 gray scale images of a single
subject [12]. Each subject’s images differ in lighting,
facial expression, details (i.e. glasses/no glasses) and
even sliding. Some of the database’s images are
illustrated in Fig 3.
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The ORL database consists of 40 groups, each
containing ten 112x92 gray scale images of a single
subject. Each subject’s images differ in lighting, facial
expression, details (i.e. glasses/no glasses) and even
sliding. Some of the database’s images are illustrated
in Fig 3.

Fig 4 shows an original image from ORL database
and its histogram respectively. This image is chosen
specifically because it had led to misclassification in
many feature extraction methods. Being taken under
ambient lighting in a neutral facial expression and the
person wore glasses, the images of this class lead to
increase in error rate.

In the next step,the Homomorphic filter was
applied to the selected image for normalization. The
filtered image and its histogram are displayed by Fig5.

Initially we implemented the Histogram
truncation, in this step the lower and upper ends of an
image histogram that must be truncated, were set to 20
percent and 60 percent respectively.

Then Homomorphic filter was used, the
performance of this filter rely on its parameters. We
set the cut-off frequency of the filter to 0.5 and second
order of the modified Butterworth style filter is used.
In the next step, we shortened half of upper ends of
final histogram.

After preprocessing step, FLDA was applied in

M order to extract features. Then described classifiers are
implemented.

kth

person
person

person

images images

images

Feature

Extraction

VL

Neural Network

SRR

k th
person Fig.3. Samples of ORL face database

o +—

Fig.2. Training stage for Neural Network
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Table2 illustrates recognition rates of depicted
methods with nearest neighbour classifier for two sets.

Table2. Comparison of recognition rates of different
methods for two sets

Five- Leave
to-Five one -out
PCA 88% 89.%
Lt 1 LDA 90% 91%
- 1 FLDA 94% 95%
2DPCA 93% 94.%
. . Proposed  95% 96%
Fig.4.Original image and the corresponding histogram B. Yale Face Database

The Yale face database contains 165 images of 15
individuals (each person providing 11 different
images) under various facial expressions and lighting
conditions [13]. Fig 6 shows sample images of one
person.

Similar procedure was done for Yale face database.
1 In this set 6 images were used for training from each
. class and remaining images were employed for test

150

100
module. As far as recognition rate is concerned
proposed method outranks others with 96.5 and 95.5

0 S
100 150 200 26

2 50 S percent for SVM and two other classifiers
_ _ _ o respectively. In addition the outcomes of Feedforward
Fig.5.Filtered image and the corresponding histogram Neural Networks and Nearest Neighbour are close to

each other. The results were shown in Table 3.
Two set of images were created from the ORL face
database; For the Five-to-Five dataset, five random
images of each group were selected for training while
the others were used for testing. For the Leave-One-
Out set, 9 images were used for training and the
remaining image was kept for validation.

Table 1 shows comparison among different methods in
Five-to Five set that simulation results show SVM
classifier with proposed method has a better
performance compared to other classifiers.

Fig.6. Samples of Yale face database

Table 1. Comparison of recognition rates of different

classifiers based on various feature extractors for ORL Table3. Comparison of recognition rates of different
face database classifiers based on various feature extractors for
Nearst SVM FFNN Yale face database
Neighbour Nearest SVM FFNN

PCA 88% 90% 89% Neighbour

LDA 90% 92% 91% PCA 89% 90% 90%

FLDA 94% 95% 92% LDA 91% 93% 92%
2D-PCA 93% 94.5% 93% FLDA 93.5% 94% 91%
Proposed 95% 96.5% 94.5% 2D-PCA 94% 95% 93.5%

Proposed 95.5% 96% 95.5%
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VI. CONCLUSION

In this paper, the Face Recognition problem was
addressed by improved method based on modified
Homomorphic filter, which is insensitive to large
variation in illumination.

Homomorphic filter is a celebrated normalization
technique which was ignored in face recognition. In
continue Fuzzy LDA (FLDA) was used that compared
to other feature extractors, it had a good ability in
discriminating of classes.

Finally proposed method in collaboration with
appropriate classifiers was used which the result
showed proposed method with SVM classifier had a
best performance.
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ABSTRACT

The journal in case of a water cooled Submersible
motor is the bearing surface of the rotor which
consists of hard chromed stainless steel material. The
bearing consists of a Leaded bronze material (Bronze
grade LTB 2,3 or 4 of IS 318 or Nitrile / cutless
rubber) which is the softer part out these two. The
failures of the bearing bush accounts for 90% of the
failures in a submersible motor. The implication of
this failure is the complete breakdown of the Motor
i.e. the windings will get damaged and expensive
repairs would be required to be carried out. This
clearly suggests that the design of such a journal
should be properly investigated. A CFD approach
would assist in establishing the dimension (length) of
the bearing. This paper presents step by step
application of CFD to optimize the bearing length and
is an outcome of around 3 years of extensive research
in an attempt to solve a manufacturer’s long standing
problem.

Keywords- Submersible motor, journal, bearing,
rotor, CFD

I. INTRODUCTION
In India the water cooled type Submersible Motors are
extensively manufactured and available in the market due
to its simplicity in design and manufacture. The
maintenance of such motors is also very simple and can
be carried out at ease compared to the oil filled version.
Even with such advantages water cooled submersible
motors too pose various problems especially with its
bearing bushes as indicated in Figure 1.0 and 1.1.

WWW.ijmer.com

Figure 1.0 Worn out bearing bush (Courtesy VIRA
PUMPS)

Ly
Figure 1.1 Worn out bearing surface of the Rotor,
(Courtesy VIRA PUMPS)

Il. PROBLEM IDENTIFICATION

This was a long standing problem at M/s VIRA PUMPS,
Kolhapur, Maharashtra, INDIA for around 5 years. This
Industry is a reputed manufacturer and exporter of
Submersible Pumps. It has started producing 100 mm
(4”) Submersible motors since 2001. Figure 1.2 shows a
sectional view of such a Submersible motor
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Figure 1.2 Sectional View of a 100 mm (4”) Submersible
motor

For motors above 1.5 hp, it experienced bearing bush
failures after just few months of operation. Where as its
earlier products i.e. 150 mm and 200 mm Submersible
motors operated smoothly for more than 25 years. Due to
this the Industry faced huge problems in their operations.
Their reputation had been at stake. They were now
thinking to discontinue this problematic range of
products. They were not only the ones who suffered but,
similar manufacturers in India experienced the same
problem.

This problem was taken as a challenging project
in 2006 as an attempt to save this particular range of
Motors and to recover the loss incurred for the last few
years. An extensive study was made by referring various
literatures as well as the IS guidelines for manufacturing
this particular motors. Several national and international
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brands of these specific motors were thoroughly
analyzed.

The root cause analysis suggests that the following
factors are responsible for such bearing bush failures:

1. Material of the bearing bush.

2. Poor Surface finish of the journal.

3. Wrong length and clearances maintained.
4. Machining defects like run-outs, etc.

5. Overall design of the Motor.

The materials being used absolutely confirmed to IS 318
with correct percentage of copper and minimum lead as
the basic requisites. So, the material issue was ruled out.
The surface finish was also maintained below 0.7
microns which was desired in the range of 0.2 to 0.4
microns. There was also no problem whatsoever in the
run outs, etc. as the rotor was dynamically balanced on
superior balancing machine. This came to the decision
that the length of the Bearing bush needed to be
investigated.

As a test the bearing length was increased up to 30%
and the said motor being manufactured and assembled.
The motor was coupled with a suitable pump and the
system was installed and run for around a year.

The results were encouraging as the bearing bush did
not failed at all. This pointed out that the long standing
problem can be solved by evaluating the correct bearing
length and optimizing the same scientifically. The
important factor i.e. the Permissible bearing pressure is
vital in the design of such bearings. This calculation can
be assisted with a CFD analysis to establish its correct
value of this factor so as to assist correct calculations.

I1l. CFD ANALYSIS OF JOURNAL BEARING :

The conventional method in designing a Journal bearing
is by using a bearing pressure recommended for specific
application. In the case of a Submersible Motor it is
recommended to use a bearing pressure in the range 0.7
to 1.4 as shown in the table 1.0

Machinery Bearing I/d Permissible
bearing
Pressure
(N/mm?)
Gas and oil | Main 0.6-2.0 4.9-8.4
engines  (4- | Crank pin | 0.6-1.5 10.8-12.6
stroke) Wrist pin | 1.5-2.0 12.5-15.4
Gas and oil | Main 0.8-1.8 5.6-11.9
engines  (2- | Crank pin | 0.7-1.4 10.5-24.5
stroke) Wrist pin | 1.5-2.2 16.1-35.0
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Aircraft and | Main 0.8-1.8 5.6-11.9
automobile Crank pin | 0.7-1.4 10.5-24.5
engines Wrist pin 1.5-2.2 16.1-35.0
Reciprocating | Main 1.0-2.2 1.75
compressors Crank pin | 0.9-1.7 4.2
and pumps Wrist pin 1.5-2.0 7.0
Centrifugal Rotor 1.0-2.0 0.7-2.0
pumps,
motors  and
generators
Railway cars | Axle 1.9 3.5
Marine steam | Main 0.7-15 35
engines Crank pin | 0.7-1.2 4.2

Wrist pin 1.2-1.7 10.5
Punching and | Main 1.0-2.0 28
shearing Crank pin | 1.0-2.0 56
machines
Rolling Mills | Main 1.0-15 21

Table 1.0 Permissible bearing pressure

Instead of taking the value directly from the above table,
we will perform CFD Analysis on the bearing. By this
we will also be able to verify the value of bearing
pressure ‘p’. We can then use the value obtained from the
analysis and perform the design steps to calculate the
length of bearing.

Figure 1.5 shows the assembly for the CFD
Analysis. Solidworks Flow simulation software is used
for the CFD Analysis. Figure 1.6 represents the Surface
plot indicating the Maximum bearing pressure. The
journal in this case is rotated at 2800 rpm which is the
rated speed of the motor. The centers of the journal and
bearing bush are offset to around 0.015 to mimic the real
working condition. The working fluid is chosen as water.
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Figure 1.3 Representation of the journal

WWW.ijmer.com

psoldWorks
&

| [Shusiz [T Fles
SRS » ARSHE-F -2 O

=LA e - Y

e AR s
Seidetds Frerar 2020 1wzt |13 @

Figure 1.4 Bearing bush of the Submersible Motor
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Figure 1.5 Assembly for the CFD analysis
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Figure 1.6 Surface plot indicating Bearing pressure

So, from this analysis we get the bearing pressure p=0.38
or 0.4 N/mm?. We will use this value in the design of our
journal bearing as follows:

We will consider the case for the design of the Journal
bearing for a 1.5 hp or 1.1 kW submersible motor which
rotates with a constant speed of 2800 rpm or 293 rad/s.
We need to find the Radial load Fy which is given by,

G550 x kW
FNE——
NXR

e
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Where R is the radius of the journal. In this case it is
0.01299 m
9550 x 1.1
"~ 2200 X 0.01259
=288.82 N
Now, Area A=1xd
=1x25.98
We already know that,
p=w/ld ...(2)
taking value of p= 0.4 N/mm? and
w= F\=288.82 N
S0,
282,82
0.4 = Py ...(3)

Thus, 1= 27.79 mm which is the bearing length. At
present the bearing length used for 1.5 hp or 1.1 Kw
motor is 24 mm. The recommendation made here is that
the bearing length must be changed to 27.79 mm.

Let us check this by using a bearing pressure of 0.7
N/mm? is used as per Table 1.0

From (3),
288.82
0.7=
[ x 25.98

The length comes out to be 15.9 mm which is very less.
Again if the value of bearing pressure is increased say in
steps till 1.4 then it is quite obvious that we will get an in
correct length of the bearing bush.

IV. RESULTS AND DISCUSSIONS

The specified bearing pressure for this particular
application was 0.7 N/mm? to 1.4 N/mm? as per Table 1.0
above. Using these values it is found that the bearing
lengths obtained are very short and may be not sufficient
for that specific power rating. Thus, a precise bearing
pressure has to be used to get accurate results. It has been
found that by implementing the bearing pressure obtained
by CFD results gives a more accurate length of the
bearing. The same technique can be used for various
diameters of the journal or the bearing bush and for
various power ratings which ultimately help in achieving
an optimum journal bearing length can be achieved.

The manufacturer is an ISO 9001 Certified
organization. The basic objective of the organization is to
control rejection below 3 %. The new design was
implemented in October 2009. The results were collected
in May 2011 i.e. after 17 months as shown in figure 1.7
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Figure 1.7 Rejection percentage

This new method and design changes were
communicated to all potential customers and practical
demonstrations of the pump sets were done in presence
of customers. This boosted confidence of the customer
that the failure reasons have been removed and product is
updated. Slowly the customer response gone up and we
observed stiff rise in quantum of sales of this product
which is graphically represented in Figure 1.8 This is
very much fruitful achievement of the research
undertaken and completed which was related to Bearing
bush of the Submersible motor.

700

600

500

400

300
200 A
100 + I
0 T T T T T

2006 2007 2008 2009 2010 2011

Sales in Units

Years

Figure 1.8 Increase in Sales

V. CONCLUSION:

This paper thus demonstrates how CFD Technique can be
effectively used to sort out design lacunas in existing
designs and make the product free from complaints. This
saves sizable amounts of effort and money. The
manufacturing organizations who are engaged in design
and development of own products must establish a
system which will keep consistent focus on field
operation of the product through immediate corrective
and preventive actions to improve upon the product life
cycle through harnessing available advanced and most
suitable technologies.

69|Page



International Journal of Modern Engineering Research (IJMER)

WWW.ijmer.com

ACKNOWLEDGEMENTS
We are heartily thankful to VIRA PUMPS, Kolhapur,
Mabharashtra, INDIA for sharing us valuable information
for this paper and providing necessary resources and
setup for performing necessary research and trials. We
also wish to thank our students who helped us a lot in the
experimentation, reliability testing and design validation.

REFERENCES:

[1] Sternlicht, B., Hydrodynamic Lubrication,
Mechanical Design and Systems Handbook,
Rothbart, H.A. (Ed.), 2" ed., McGraw Hill, N.Y.
(1986).

[2] P. Kannaiah Machine Design, Scitech Publications
(India) Pvt.Ltd., 2009,Second Edition.

[3] Joseph E. Shigley, Charles R. Mischke Mechanical
Engineering Design, Tata Mcgraw-Hill Publishing
Company Ltd.,2001 Sixth Edition.

Vol.2, Issue.l, pp-066-070

ISSN: 2249-6645

[4] Versteeg, H.K. and Malalasekera, W., 2007, An
introduction to Computational Fluid Dynamics: the
Finite-Volume Method (2nd edition), Pearson.

[5] Ferziger, J.H. and Peric, M., 2001, Computational
Methods for Fluid Dynamics (3rd edition), Springer-
Verlag.

[6] 1S 9283 : 1995, Motors for Submersible Pumpsets-
Specification (First Revision).

[7]1 Virajit Avinash Gundale, 2010, A new design
approach for water cooled submersible motor and radial
flow type pump with emphasis on both Electrical and
Mechanical consideration’ PhD Thesis, UNEM, Costa
Rica.

ABOUT THE AUTHORS

Dr. Virajit A. Gundale is presently working as the Professor & Academic In-charge at Sharad
Institute of Technology College of Engineering, Yadrav Dist. Kolhapur, India. Apart from this he is
well known consultant in the design and development of Submersible pumps and motor components.
He has worked on various international projects in Bangladesh, Indonesia, Egypt, etc. He obtained
his B.E. in Mechanical Engineering from Shivaji University and M.S. in Manufacturing
Management from BITS, Pilani. He obtained his Ph.D. in Manufacturing Technology from UNEM,
Costa Rica in 2010. His total experience including Teaching and Industry spans more than 12 years.
He is also a fellow of the International Institute of Mechanical Engineers, South Africa.

Sanjaykumar M. Ingale is presently working as the Associate Professor at Sou. Sushila Danchand
Ghodawat Charitable Trust’s Group of Institutions, Post-Atigre, Tal.—Hatkanangale, Dist-Kolhapur,
India. He obtained his B.E. in Production Engineering from Shivaji University and M.E (Production)
from Shivaji University. His total experience including Teaching and Industry spans more than 10
years.

Vidyadhar M. Dandge is presently working as the Assistant Professor at Dr.J.J.Magdum College
Of Engineering Jaysingpur, Dist-Kolhapur, India. He obtained his B.E. in Mechanical Engineering
from Karnataka University and M.E (Production) from Shivaji University. His total experience
including Teaching and Industry spans more than 25 years.

WWW.ijmer.com 70|Page




International Journal of Modern Engineering Research (IJIMER)

WWWw.ijmer.com

Vol.2, Issue.1, pp-071-075

ISSN: 2249-6645

DESIGN AND ANALYSIS OF AMLA PUNCHING MACHINE

Prof .R.B.Salwe

Asst. Professor, Mechanical Engg.

Bapurao Deshmukha College of
Engineering Sevagram, India

Prof. S.M.Fulmali

Asst. Professor, Mechanical Engg.
Bapurao Deshmukha College of
Engineering Sevagram , India

Abstract—

In India, amlas are produced on a large scale which is used
for various purposes such as making murraba, pickles, etc.
But the method of making murabba by manual method is
less efficient and not suitable to maker. The present work
is about implementation of 3D tools in the optimum
utilization of amla by punching it in appropriate manner.
In rural areas, such type of machine is very useful and
demanded. The making of amla's murabba by manual method
consumes more time. This machine is not yet manufactured or
invented, so the present work is to design the machine which will
reduce the time and increase efficiency. Also many industries
(such as Agrosaw pvt limited) are working on this concept. The
present work will be utilize small scale to medium scale food
processing industries.

Keywords- Design; Machine; Punching;

I. INTRODUCTION
The Amla or Aonla (EmbJica OffiCinalis Gaertn) also known
as Indian Gooseberry is a minor sub-tropical deciduous tree
indigenous to Indian sub-continent and it can be grown
successfully in dry and neglected regions owing to its hardy
nature, suitability to various kinds of wasteland.

Amla has been in use for pickle and preserve since ages in
India and the methods employed were based on traditional
knowledge of grandmothers. Besides, amla has been an
important

Ingredient for chavanprash, aayurvedic health tonics. The
methods used previously were unhygienic in nature and time
consuming. The nutrient loss in these methods was higher.

The current paper describes the use of amla for making
murabba. The present work describes the use of manual
method to punch the amla for making murabba .But, the
problem is that, minor accidents have also been reported during
manual seed removing, pricking and shredding. The shelf life
of the manually prepared products was also less and the quality
not up to the mark. So, that the amla punching machine
concept was generated, The present work is about designing an
machine to make it affordable for small scale industry .Till now
most of the small scale industries used to punch amlas
manually which can prove harmful to the workers. This process
is much more time consuming, has less productivity.
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Specially in rural areas most of the people does household
business or many organizations in rural areas such as Mahila
Bachat Gat does this business of punching the amlas and all the
operations done there are manual which result in less
production and thus less earning.

This paper shows that machine has the capability to
overcome this problem and to make life better for the people
doing this business in rural areas.

Obijective to Design Machine

Low cost

High productivity

Less harmful

Less power consumption
No supervision required
Less man power required

II. PARTS SELECTION FOR MACNHINE
FRAME:- THE FRAME IS A RIGID STRUCTURE MADE UP OF
STRUCTURAL STEEL. IT CONSISTS OF THREE CHAMBERS.
THE TOP CHAMBER CONSISTS OF HOPPER. THE MIDDLE ONE
IS USED FOR THE PAIR OF CYLINDRICAL ROLLING DRUMS,
SHAFT AND BEARINGS. THE BOTTOM CHAMBER IS USED FOR
PLACING COLLECTOR. AT THE BASE, MOTOR IS PLACED TO
RUN THE MACHINE TO GET THE DESIRED RESULT. THE
DIMENSIONS OF THE FRAME ARE 87.2x40x5.

It is made up of thick Structural steel sheet. It is
located at the top of the frame; at the middle of the hopper
cam shape device is located which allows the amla to flow
in two or more rows sequentially.

i @

Figure 1. Frame of Punching Machine

Figure 2. Hopper
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The dimensions of the hopper are 34x34x2S and the

thickness is of 2 cm. It is shown in Figure 1 and 2.

Cylindrical Drum: - It is of cylindrical in shape and is made
up of structural. Diameter of drum is between 3.5cm. The
length is of 25cm.the circumference of the drum the pointed
needles are mounted which is used for punching the amlas.
Drum is mounted the shaft which is driven by drives. It is
located at the middle of machine. It is shown in figure 3.

L RE. >\l
Figure.3. Cylindrical Drums

Punching Needles :- It is made up of stainless steel which is
located on the circumference of the drum. The needles are
specially fabricated for which the screws are used to join the
pointed needles with drum.Total number of needles on
circumference of drum is 240. It is shown in figure 4.

Figure 4. Punching Needle

Bearings :- Rolling element bearing involve separation of the
shaft and outer member by balls or rollers and thus substitute
rolling friction by sliding friction. Since the contact areas are
small and the stresses high, loaded parts of rolling element
bearings are normally made up of hard, high strength material,
superior to those of the shaft and outer member. These parts
include inner and outer rings and the balls or rollers.

A major advantage of rolling element bearing is low starting
friction. Rolling bearings are ideally suited for application
involving high starting loads. Rolling element bearing take up
more radial space around the shaft, but fluid film bearings
required greater axial space. Rolling element bearing generate
and transmit a certain amount of noise whereas fluid film
earing do not normally generate noise and may dampen noise
from other sources. Another advantage of rolling element
bearing is that they can be preloaded. This is important in
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application requiring precise positioning of the rotating
member. The rolling element bearing are also called anti
friction a bearing which is a misnomer because this bearing
does not always provide a lower friction than fluid film
bearings.

Flat Belt:- The flat belt consists of strong elastic core
surrounded by chrome leather or rubber. The elastic core
consists of number of thin plies, made up of cotton, rayon, or
nylon. For special application textile belts or balata belts are
used. Flat belts are very efficient for high speed, they are quite,
they can transmit large power over long centre distances, they
don't require large pulley and they can transmit power around
corner or between pulleys at right angle to each other.

Pulleys :- A pulley can lift very large masses a short distance.
To illustrate the way it works in our machine, both pulleys at
the top are of the same size, a long pulley on the belt will raise
the section of belt extending down to the lowermost pulley by a
similar length to the amount of belt lowered by the other top
pulley. The weight will therefore go nowhere. The diameter of
the pulley is 4.7cm.

Amla removal tool: - There are various type of amla removal
tool .The amla removal tool is made up of rubber pad or
rubber fiber it is placed below the each pair of drum. It will
work only when the amla get stuck in to the needle.

Safety Quard: - It’s made up of thin aluminum sheet. It is used
to keep the amla between two drums. As there is possibility of
bouncing and misplacing of amlas at the time of falling from
the hopper. It also reduces the manual accident.

Collector: - It is a tray which is made up of aluminum sheet
and in the lower portion of the net is provided. It is fixed
inclined at the base of the frame.

Working of Machine:-In this machine, the cylindrical needle
platform punches the amla’s on its whole circumference. A
single amla is punched more than ten times on its whole
surface .The depth of the punches are 10-15 mm. After getting
punched, the amlas are discharged from the machine and can
be connected on plastic cranes. The machine is complete with
electric motor, starter, etc.Amla punching machine is simple
machine which is used for punching the amla in proper way to
prepare morraba.

Figure 5.Line diagram of Punching Machine

Assembly of Machine:-
Computer Aided Assembly of amla punching machining and
bill of machine is shown in figure 9 and 10.
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Fig.9.Model of punching machine

This machine works in the following way.

First select the suitable numbers of amlas for
punching.

Selected amlas are poured in to the hopper.

Through the hopper, suitable numbers of amlas are
dropped below in between the pair of cylindrical
drum.

Amlas are then punched with the help of punching
needles which are mounted on the circumference of
the drum.

After passing through the first pair of drum, then
amlas are dropped on the second pair of cylindrical
drum so that the amlas are punch again.

In this way the numbers of holes are made on the
amlas.

If the amla are hanged in the punching needles. A
special purpose amla removal tool is used to
remove the hanged amlas.

o At last the punched amlas are collected in the

collector and then it is used to prepare the morraba.
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Fig.10.Bill of Machine Components

I11. FINITE ELEMENT ANAYSIS OF MACHINE
FEA with differential equation of system and end with solving
them approximately. It goes through a number of steps in
between. It converts differential equation in to integral
equation by using variation approach or weighted residual
method. Next it divides the problem domain into elements and
develops the elements equations. It assembles the element
equation to obtain the global system matrix equations. The
boundary condition and external loads are applied to this
system before solving. The result of the solution are available
at the nodes of the elements .finite element analysis can
display them in graphical form to analyse them, to make
design  decisions and  recommendations.Conventional
analytical method for solving stress and strain becomes very
complex. In such cases finite element modeling becomes very
convenient means to carry out the analysis. Finite element
process allow for discretizing the intricate geometries into
small fundamental volumes called finite element. It is possible
to write the governing equations and material properties for
these elements. These elements are then assembled by taking
proper care of constraints and loading, which result in set of
equations .these equations when solved give the result that
described the behavior of original complex body being
analyzed. Mesh model of machine is shown in figure 11.
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Figure 11. Discretization of Machine

Total no of nodes 118716 and elements 55753 are generated in
above figure no 11.Fixed machine frame at end as shown in
figure 12. Figure 13. Total Deformation

uoca>msmm>'s§&&|>squvmsmnm

Figure 12.Boundary Condition

The finite element analysis of machine as per loading and Fig.14.Equivalent stress
boundary condition revealed the stress distribution in form of

stress contours and total deformation as shown in figure no 13

and Figure 14.
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A. Salient Features

o Robust machine of all steel construction.

o All contact parts are made up of Stainless Steel or
other food grade material.

o Speciafly designed S .S needle platform to punch the
amlas.

¢ Uniquely designed drive in order to convey the amlas
in forward direction as well as to run the needle
platform.

e Manual feeding of the amlas.

o Arrangement for pricking of amlas of all sizes.

o No damage of the seed.

B. Advantages

e It increases the production rate.

¢ |t reduces the time consumption.

o It is compact in shape.

¢ The efficiency of machine is more.

o No skilled labour is required.

It is cheaply for mass production.

It can punch all the size of amlas easily.

It requires less power for operating.

It minimizes the problem of manual accident.

C. Disadvantages
o Possibility of corrosion &wearing of needle

IV. CONCLUSION

Amla punching machine is efficient to punch the amlas which
is used for prepare the murraba. This is the modern technology
mentioned in the study for preparation of amla's murabba is
hygienic, consume lesser time and provide maximum
retention of nutrients. On the basis of design and analysis by
PRO-E and ANSYS software we conclude that the stresses
occurred on the machine is under control. Hence this machine
is safe with in respect of operators and environment.

[1]

(2]

(3]

[4]

[5]

6]

[7]

(8]
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Filters
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ABSTRACT

Power quality standards (IEEE-519) compel
to limit the total harmonic distortion within the
acceptable range. Active power filter which has been
used there monitors the load current constantly and
continuously adapt to the changes in load harmonics.
Hybrid active filter with proposed control algorithm
for three phase hybrid power filter is studied here .It
is composed of series active filter connected in series to
the line and passive filter connected in parallel with
the load . Traditionally, a passive LC power filter is
used to eliminate source current harmonics when it is
connected in parallel with the load and series active
filter will compensate the voltages in the line. The
proposed control algorithm is based on the generalized
p—q theory. It can be applied to both harmonic voltage
injection and harmonic current injection and also it
improves the behavior of the passive filter. This
control algorithm is also applied to shunt active power
filter, combination of series active and shunt active
and comparative study has been done. Simulations
have been carried out on the MATLAB SIMULINK
platform with different filters and results are
presented.
Keywords - Active filter, Dual-instantaneous power

theory, hysteresis controller, harmonics,non-linear
load.

I. INTRODUCTION

A power-quality problem is an occurrence
manifested in a nonstandard voltage, current, or frequency
deviation that results in a failure or a disoperation’s of
end-use equipment. Power quality is a reliability issue
driven by end users. There are three concerns. The
characteristics of the utility power supply can have a
detrimental effect on the performance of industrial
equipment.

Harmonics produced by industrial equipment,
such as rectifiers or ASDs, can have a detrimental effect
on the reliability of the plant’s electrical distribution
system the equipment it feeds, and on the utility system.

WWW.ijmer.com

The characteristics of the current and voltage
produced by ASDs can cause motor problems. While
power quality is basically voltage quality, it is not strictly
a voltage issue. Since the supply system has a finite,
rather than an infinite, strength, currents outside the direct
control of the utility can adversely affect power quality.
These are harmonic load currents, lightning currents, and
fault currents.

Voltage sag is a short-term, few-cycles duration, drop
in voltage on the order of more than 10% to less than
90%. Typically, it lasts from 0.5 cycles to a minute.
Voltage sags result from the voltage drop, from starting
big motors across-the-line, or from a fault on an adjacent
power line. Voltage swell is a short-term increase in
voltage of a few cycles duration. The magnitude of the
increase is more than 10% and less than 80%. A swell can
result from a single line-to-ground fault that raises the
voltage on the other two phases. It can also result from
dropping a large load or energizing a capacitor bank.

Il. NEED FOR HARMONIC COMPENSATION
The implementation of Active Filters in this

modern electronic age has become an increasingly
essential element to the power network. With
advancements in technology since the early eighties and
significant trends of power electronic devices among
consumers and industry, utilities are continually pressured
in providing a quality and reliable supply. Power electronic
devices such as computers, printers, faxes, fluorescent
lighting and most other office equipment all create
harmonics. These types of devices are commonly classified
collectively as ‘nonlinear loads’. Nonlinear loads create
harmonics by drawing current in abrupt short pulses rather
than in a smooth sinusoidal manner. The major issues
associated with the supply of harmonics to nonlinear loads
are severe overheating and insulation damage. Increased
operating temperatures of generators and transformers
degrade the insulation material of its windings. If this
heating were continued to the point at which the insulation
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fails, a flashover may occur should it be combined with
leakage current from its conductors. This would
permanently damage the device and result in loss of
generation causing widespread blackouts.

One solution to this foreseeable problem is to
install active filters for each nonlinear load in the power
system network. Although presently very uneconomical,
the installation of active filters proves indispensable for
solving power quality problems in distribution networks
such as harmonic current compensation, reactive current
compensation, voltage sag compensation, voltage flicker
compensation and negative phase sequence current
compensation. Ultimately, this would ensure a polluted
free system with increased reliability and quality.

The objective of this project is to understand the
modeling and analysis of a shunt active power filter. In
doing so, the accuracy of current compensation for
current harmonics found at a nonlinear load, for the PQ
theory control technique is supported and also
substantiates the reliability and effectiveness of this
model for integration into a power system network. The
model is implemented across a two bus network including
generation to the application of the nonlinear load.

The aim of the system simulation is to verify the
active filters effectiveness for a nonlinear load. In
simulation, total harmonic distortion measurements are
undertaken along with a variety of waveforms and the
results are justified accordingly.

I1l1. NEED OF SHUNT ACTIVE FILTER

Line Current Load Current
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way that it delivers a current which is equal to the set
value of current in the current control loop. Thus the basic
principle of Shunt Active Filter is that it generates a
current equal and opposite to the harmonic current drawn
by the load and injects it to the point of coupling there by
forcing the source current to be pure sinusoidal. This type
of Shunt Active Power Filter is called the Current
Injection Type APF.

Hybrid Filter
In general, the passive filter was designed only to

compensate the source current harmonics; the reactive
power was not considered, the concern for compensating
voltage harmonics is not high due to the fact that power
supplies usually have low impedance. Generally, at the
point of common coupling, ridged standards are
implemented to ensure a correct level of total harmonic
distortion (THD) and voltage regulation is maintained.
The problem of compensating for voltage harmonics is to
ensure the supply to be purely sinusoidal. This is
important for harmonic voltage sensitive devices such as
power system protection devices and superconducting
magnetic energy storage. VVoltage harmonics are related to
current harmonics by the impedance of the line. Although
compensation of voltage harmonics helps to provide a
reduction in current harmonics, this however, does not
negate the necessity to current harmonic compensation.

Vﬂ L §
Vh o Ls N

MNon-linear
ILoad

_I J Ls4Lsd Ls Ly3ls4Ls

Filter
[
Fig 1: Need of shunt active filter -
The inverter in the Shunt Active Power filter is a bilateral
converter and it is controlled in the current Regulated Fig 2: Block diagram of hybrid filter
mode i.e. the switching of the inverter is done in such a
WWW.ijmer.com 77|Page
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1VV. DUAL INSTANTANEOUS POWER THEORY

The proposed control algorithm is based on the
generalized p—q theory. It may be applied to both
harmonic voltage injection and harmonic current
injection. In this algorithm, the compensation voltage
references are extracted directly. Therefore, the
calculation of the compensation voltage reference will be
much simpler than for other control algorithms. In
addition, the difficulty of finding the voltage reference
gain disappears.

Fundamental
component iy
calculation

lof

a-b-c P i

o-p Calculation

o2 o2
> it ip

q
Calculation

o-f v
a-b-c

Fig 3: Dual instantaneous power theory

Fig 4:Three phase to two phase conversion

V. RESULTS AND DISCUSSIONS

Here simulation has been carried out for series
active, shunt active, shunt passive, filters, by using
MATLAB SIMULINK..FFT analysis is done, THD is
observed for various circuits.
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VI. CONCLUSION

A dual instantaneous power theory based on
instantaneous power theory for hybrid power filters is
studied, a Simulink model is designed and total harmonic
distortion is calculated using FFT analysis.hybrid power
filter which has been used here monitors the load current
constantly and continuously adapt to the changes in load
harmonics. The performance of three phase hybrid power
filter using dual instantaneous power theory is simulated.
This control algorithm is also applied to shunt active
power filter, combination of series active and shunt active
and comparative study has been done. Simulations have
been carried out on the MATLAB SIMULINK platform
with different filters and results are presented.
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ABSTRACT

This study investigates whether there is adequate communication between librarians and the postgraduate students in the
collection development process. The primary objective of this research is to critically evaluate the existing collection
development process of Pandai librarians and investigate the criteria used to strengthen the library collection development.
This research also critically investigates whether there is effective communication between librarians and postgraduate
students to improve the library collection development. A triangulation method (quantitative, qualitative and descriptive) is
employed in the investigation. The instruments used in this study, in which 150 postgraduate (PhD) students, 14 librarians
and 15 support staff of the library participated, included gquestionnaires, interviews and observations. Result from
observation revealed that librarians were helpful in providing information at the reference counter. Their body language,
smiles and eye contacts communicated friendliness. Overall observations showed that reference librarians and support staff
were well mannered, sociable and responsive. The findings from interviews and questionnaires showed that there was
inadequate communication between the librarians and postgraduate students (PhD) to enhance the collection development
process. The majority of the support librarians 83.3% agreed that postgraduate students were not consulted for the
collection development process while only (16.6 %) indicated that postgraduate students were sometimes consulted by
email. From 12 qualified librarians with a master’s or basic degree, 85.5% of the qualified librarians said that in their

collection development process, postgraduate students (PhD) were not consulted.
Index Terms: Postgraduate students, library, collection development, communication, decision making

Introduction

Communication between librarians and library users,
especially postgraduate students, is vital in enhancing the
library’s collection development process as well as
meeting the scholarly needs of students. A very crucial
function of a library is its collection development, which
also impacts the status of the university, nationally and
internationally (Zain,2004). Effective communication
between librarians and postgraduate students allows
librarians to evaluate their own effectiveness. Librarians
and knowledge seekers alike are responding to this core
issue to enhance their collection development (Kathleen
et al, 2007). Information and communication
technologies have paved the way for librarians and users
to communicate with each other in order to provide vital
feedback and much needed information concerning their
work. Internet and e-mail are very useful tools for
effective communication for such a purpose. Librarians
and the students must be educated to cooperate in order
to  achieve  successful information  delivery
(Gudakuvaska,  2001). As such, scholarly
communications are forcing librarians to shift their
mental models and modify their services accordingly.
Librarians have to attune their vision and mission to the
needs of library users. Consultations with users would
certainly help to fine-tune achievable goals and
objectives. Only then can librarians celebrate success in
their scholarly collections and development.

WWW.ijmer.com

Problem Statement

This study investigates whether there is adequate
communication between librarians and the postgraduate
students in the collection development process. It is
important that librarians attract users by increasing their
value added activities in the library (Taylor, 1986).
Good communication would also pave the way to
meeting the scholarly needs of students (Normann,
1994). Librarians must communicate with students to
improve their collection while students must come
forward to discuss their needs. Such collaborative
discussions or joint activities would create a meaningful
learning environment (Suchman,1987; Davenport,
2002). To ensure that librarians improve their collection
to cater to the needs of its users, especially PhD students,
it is important to explore the factors that affect the
quality of their collection. In this connection, it would
be useful to know how the librarians strengthen their
collection and development of materials.

Literature Review

For librarians to stand tall in their collection
development, they must consider their users’ needs as
well as be in constant communication with library users,
especially  postgraduate  students  (Durr, 2011).
Postgraduate students require more scholarly materials to
do better research. Librarians need to consult them
regularly and update their material collection.
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Only then, librarians can offer engaging and purposeful
materials to their patrons. Librarians are, undoubtedly, a
vital part of a systematic delivery system. Librarians are
not merely book keepers; more importantly, they should
function as information managers. They need to convey
information not only within the library but beyond the
library walls too (Berry, 2011) High quality customer
service must be part and parcel of their responsibilities
(Paterson 2011). Apart from being custodians of
information, librarians must be ready to provide users,
especially postgraduate students, with information that
would help them in their scholarly research. One of the
major functions of a good library is to provide life-long
learning. Hence it is essential that librarians and library
users, especially postgraduate students, communicate on
the same wavelength (lveta, 2001).

Librarians should always strive to improve their
efficiency in providing useful information to meet the
needs of their clientele. There should be opportunities
for interaction between librarians and users. Librarians
must ensure all communication devices are utilized in
the best manner possible for information acquisition,
presentation and communication (ESF, 2002). As an
information provider, one of the top objectives of a
library must be to ensure that its users are able to gain
maximum benefit from the resources available. This
objective can be achieved by investing in efforts to
educate users and library staff alike. Staff education
includes improving their qualifications, providing
conducive and motivating work environment and, most
importantly, setting higher performance targets.
Competent librarians also stay connected with their
clientele. When both parties are able to communicate
effectively, scholarly research and other academic
pursuits will be more successful.

Communication between librarians and students,
especially postgraduate students, is vital if the library
wants to ensure that it achieve its goals (Mary, 2010).
Librarians play a very significant role in our society.
They help users find much needed information for their
research. Apart from assisting end-users, the
responsibilities  of librarians include document
processing, sourcing information, and providing strategic
planning and training. These vital functions of librarians
can only be carried out successfully if there is adequate
communication between students and librarians
regarding the library needs of the former (Doug, 2010).

Significance of the Study

1. The findings of this research would help
librarians improve communication with users,
especially postgraduate students, in order to
enhance the library’s collection development
process.
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2. The findings of this research would help
librarians make better investment regarding the
purchase of communication devices.

3. The findings of this research would also help
the university staff and scholars locate the
required reference materials more efficiently.

4. Feedback from observations, interviews and
questionnaires provides valuable information
for future researchers.

Objectives

1. To critically evaluate the existing collection
development process of librarians and
investigate the criteria used to strengthen the
library collection development.

2. To critically investigate whether there is
effective communication between librarians and
postgraduate students to improve the library
collection development.

3. To propose a viable and workable plan of action
to librarians so that resources are used
efficiently.

Methodology and Data Collection

This study applied quantitative and qualitative analyses
coupled with observations to carry out the investigation.
Since this research deals with human feelings and
perceptions, such a triangulation method is most
appropriate in conducting the study. Research also shows
that a combined methodology design helps the
researcher to better understand the research problem
(Faryadi, 2010). The data collection for this study was
conducted by the researcher. The whole process of
distributing the questionnaires on and collection of
feedback took two weeks.

The response rate was satisfactory. From 150
questionnaires distributed to postgraduate students, 120
students responded. 15 librarians were requested for an
interview; 12 attended. 15 support librarians from the
reference desk agreed to attend an interview. The
interviews were conducted informally to elicit better
cooperation. The questionnaires and interview sessions
had been tested for reliability and validity on a similar
population i.e. pilot group. The questioners were then
fine-tuned and retested with the target group.

The framework for data analyses in this study
was adapted from the work developed by Miles and
Huberman (1994). The primary tools used to analyze the
collected data were the Statistical Package for Social
Sciences (SPSS version 16.0) and Microsoft Excel. Data
were categorized and meaningfully reconstructed
according to the problem statements and objectives of
the research. Crucial data were selected for scrutiny,
before being simplified for easy comprehension.
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Data were then cross-checked few times to determine its
face validity and reliability.

Population and Instruments

This research was conducted at the Library of Pandai in
Malaysia. At the point of writing, there were more than
(150) postgraduates pursuing PhD programs. A total of
150 postgraduate students (PhD) and 14 librarians
participated in the study. Apart from the 14 librarians,
the chief librarian, deputy chief librarian and 15 support
staff agreed to be interviewed. The instruments used to
collect data were (1) questionnaires for students; (2)
questionnaires for librarians; (3) interviews with
randomly selected students and librarians; (4) interviews
with the chief librarian and his deputy; (5) observations
of activities at the reference desk in the library; and (6)
observations of the librarians’ daily activities in the
library.

Results

Result from observation revealed that librarians were
helpful in providing information at the reference counter.
Their body language, smiles and eye contacts
communicated friendliness. Overall observations showed
that reference librarians and support staff were well
mannered, sociable and responsive. The findings from
interviews showed that there was inadequate
communication between the librarians and postgraduate
students (PhD) to enhance the collection development
process. The main line of communication was through
supervisors and lecturers who recommended reference
materials for students, especially those pursuing
postgraduate studies.

This study further illustrated that postgraduate students
(PhD) were not consulted regarding their scholarly
needs. The majority of the support librarians (83.3%)
agreed that postgraduate students were not consulted for
the collection development process while only16.6 %
indicated that postgraduate students were sometimes
consulted by email. From 12 qualified librarians with a
master’s or basic degree, 85.5% of the qualified
librarians said that in their collection development
process, postgraduate students (PhD) were not consulted.
Observations and surprise checks at the reference desk
indicated that books requested were not always
available.

During the two weeks of observation at the reference
desk, it was noted that activities in the reference desk
were fewer than usual. May be it was due to the revision
week for the exam. Feedback from the postgraduate
participants (PhD) showed that majority of them (80%)
indicated that they had not been invited to participate in
any discussion on collection of library materials.

WWW.ijmer.com

Vol.2, Issue.l, Jan-Feb 2012, pp-80-85

ISSN: 2249-6645

It was noted that only 4.1% of the postgraduate (PhD)
students did not answer this question.

Table 1 Summary of the Research Instruments and the Respondents

No | Instruments Respondents Sample | Collection

1 | Questionnaire Students 150 120 (80%)
2 | Interviews Librarians 14 12 (85.7%)
3 | Observation Library- students | 300 300 (100%)
4 | Interview Reference desk | 18 10 (83.3%)

Summary of the Research Instruments and the Respondents

Table 1 shows the summary of data collection
instruments and the participants. The results indicated
that out of 150 PhD students 120 (80%) agreed to
participate in the research. Out of 14 librarians only, 12
participated while out of 18 support librarians, 10 agreed
to be interviewed. Observation from communication
between support librarians and students indicated that
reference librarians were pleasantly helpful in providing
needed information to the students. Unstructured
interviews were conducted to determine librarians and
support staff performance.

It is worth mentioning that the questions
tendered to the participants were not formal
questionnaires. The purpose of having informal
questions was to encourage the interviewees to give as
much information as possible.

Table 2: Summary of the Collection Development Process

Selection of Acquisition Assessment | Weeding Budget
material
Academic staff Best possible Needs Periodically Depend on
Supervisors price assessment removed the Ministry
Dean’s approval Catalogue and | Continual Reason for of Finance
Library staff Media jobbers evaluation weeding approval
Community Local venders Person Criteria for
interest Standing responsible removing
Popularity of the orders Donate to
item schools
Subscription

Summary Of collection development process

Table 2 explains the process whereby USIM library
strengthens its collection and development of materials.
The most important aims and objectives of this research
were to find out how Pandai library processes its
collection development. This research also investigates
whether Pandai library communicates with PhD students
in order to meet their scholarly needs and to strengthen
their library collections.

Interviews conducted with the reference librarians
indicated that most of the collection development
process carried out based on recommendations from the
academic staff, supervisors and the deans of the faculties
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for final approval. Unfortunately, this research found
that there was no consultation and communications
between the librarians and the PhD students to reinforce
the library collection development. Interviews also
indicated that the library’s collection development
process was also based on community interests,
popularity of the materials and subscriptions.

The reference librarians were asked this question: How
do the librarians acquire materials? They replied that
their acquisitions were mostly based on the best price
possible method, vendors® catalogues, media jobbers,
local and international vendors and standing orders. This
research further showed that the process of assessment of
materials was done by a library staff whose job was to
continually evaluate the library materials for weeding,
after making sure that there was a copy for future
reference. The staff was required to give the reasons in
writing for his/her decision to remove a particular book.
It is worth mentioning that sometimes instead of
disposing of the materials; the books were donated to
public or school libraries. In response to the question:
How do you manage your budget for the purchase of
materials, the collection development librarian replied
that the Ministry of Finance had the final say in
approving or disapproving the budget.

Table 3: Reference and Circulation Desks Observation

No Evaluation Criteria Responses
1. Was there anyone presentat the reference desk? Yes

2. How many peopleapproached the reference desk per hour? 15 perhour

3. Was the reference librarian interested to help? Yes

4. Did the reference librarian look bored or enthusiastic? Enthusiastic

5. Did the reference librarian appear disturbed? No

6.  Did youfind what you asked for? No

7. How much time did the reference librarian spend with a user? less than 5 min
8.  Did the reference librarian clarify user’s questions? No

9.  Did the reference librarian make value judgment regarding users’ inquiry? No

10. How did the reference librarian respond to queries: print or electronic, or Electronic
both?

Reference Desk Observation Results

Table 3 indicates the observation checklists to evaluate
the activities at the reference desk. Observation revealed
that librarians were helpful in providing information at
the reference counter.  The librarians were quite
enthusiastic in their job and were more than ready to
render help to users. The Library was arranged in a way
that books, reference desk, computers and self-help
machines are seen easily by the users. The reference
desk is located in the middle of reference materials and
users sitting area so that it is easily noticed from far. A
total of 8 self-check machines and 16 computer terminals
have been installed to assist the users meet their
information needs. The observation signified that two
support librarians operated the circulation counter while
a librarian was on duty at the reference desk during the
library opening hours.
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Observation further showed that the librarians at the
reference desk and support librarians at the circulation
desk patiently waited for patrons to approach them.
Observations revealed that librarians were aware of the
approaching patrons and immediately offered their
assistance. Their body language, smiles and eye contacts
communicated friendliness. Each patron was greeted
courteously with Selamat pagi, boleh saya bantu? (Good
morning, may | help you?) Overall observations showed
that reference librarians and support staff were well
mannered, sociable and responsive.

Table 4: Summary of Important Questions for Librarians

Do you Do you think Do you educate
communicate with | Communication the users on
postgraduate with postgraduate | how to use the
students to students is vital library?
strengthen your | for survival of the
collection library?
development?
Yes (0%) 4 (33.3%) 7 (58.3%)
No 12 (100%) 8 (66.6%)
Sometimes | 0%
Once or | 0% 5 (41.6%)
twice

Summary of Important Questionnaires for Librarians

Table 4 shows the majority of the librarians (85.7%)
interviewed indicated that they did not consult
postgraduate  students (PhD) in their collection
development process. Only lecturers and supervisors
were invited to advise them. However, regarding a
question whether communication between them and
postgraduate students was vital, the majority (66.6%)
were of the view that it was not vital.

Only 33.3% of the respondent agreed that
communication was vital. When asked whether they had
taught students how to use the library, 58.3% said they
had frequently done so, while 41.6% replied that they
had educated users once or twice. It is interesting to note
that the majority of the librarians and support librarians
were of the view that experience was more important
than qualifications in the running of the library.
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Table 5: Summary of Important Questions for Students
Have you ever been Do you think Have you been
consulted by the communication | trained by the
librarians to between librarians how
participate in librarians and to use library
collection users is vital? materials?

development process?

Yes 0% 120 (100%) 20 (16.6%)

No 120 (100%) 0% 85 (70.8%)
Sometimes 0% 0% 5 (4.1%)
Once or twice 0% 0% 10 (8.3%)

Summary of Important Questionnaires for Students

Table 5 presents the summary of important questions for
students. The results showed that 80% of the respondents
indicated that they had not been consulted in any
collection development process. To a question whether
communication between librarians and students was
vital, the majority of the students (80%) said it was. The
results further indicated that 13.3% of the respondents
said that they had received training on how to use library
materials while 56.6% said they had not. It is of interest
to note that 6.6% of the respondents indicated that they
been trained at least once or twice.

Conclusion and Discussion

This study obtained valuable feedback regarding the
collection development process at the Pandai library.
Observation revealed that librarians were helpful in
providing information at the reference counter. Their
body language, smiles and eye contacts communicated
friendliness. Overall observations showed that reference
librarians and support staff were well mannered, sociable
and responsive. However, the research revealed that
there was no cooperation and consultation between
postgraduate (PhD) students and the library collection
development department. It is unfortunate that PhD
students were not consulted in the collection department
process. The success of collection development of
librarians depends on whether it is able to meet the
scholarly needs of users. The collection development
process in Pandai library should not consult only
lecturers and supervisors. Feedback from PhD students,
who have to carry out extensive research, is vital.
Perhaps Pandai librarians need to compare notes with
librarians in other more established libraries to improve
the material collection process.

Implications of the Study for Pandai Library
Policy Makers

Pandai library policy makers have an important role to
play in improving the collection process. Students,
lecturers as well as the Education Ministry must support
Pandai library policy makers to redesign the concepts of
collection development process. The findings of this
study showed that the lack of communication between
librarians and PhD students did not augur well for the
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development of the collection process. In addition,
policy makers should support Pandai library planners by
providing them with enough funds to continue their
collection development effectively.

The following are some suggestions for Pandai library
policy makers to re-evaluate their collection
development:

1. Support and create a library environment that
focuses on meeting the scholarly needs of post-graduate
students.

2. Support the creation of a library environment
that invites scholarly engagement.

3. Support the allocation of funds for scholarly
materials.

4, Support autonomy by the collection

development department in decision making
regarding purchases of materials.

Implications for Future Research

This research investigated the relationship between
postgraduate (PhD) students and the library collection
development process in Pandai library. However, it
would be useful to obtain feedback from other library
users, besides PhD students, regarding the library
collection development. Further research is necessary to
investigate Pandai library collection development
process and compare it with other libraries to find out
how they process their collection development so that
Pandai library may benefit from them.

Limitations of the Study

The results and conclusions of this study were subjected
to the following limitations: First, this research focused
only on postgraduate (PhD) students. Thus, the results
cannot be generalized and further investigations are
needed to examine how other users such as Masters and
undergraduate students can bring a positive change in the
library collection development process. Second, this
research recommends further investigations involving
longer periods of observation as well as a larger sample
to evaluate the effectiveness of material collection.
Further, as some of the data were obtained through
observations, the subjective bias of the researcher was
inevitable.

Suggestions for Further Improvement of the

Library

1. Create a learnable, user-friendly and effective
library web site to provide direction to the users.

2. Encourage users to submit feedback and suggestions
online.

3. Prototype “See You See a Librarian” developed in
1996 by Eric Lease Morgan. The purpose of this
service was to investigate the possibility of
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providing chat communication between librarians
and between librarians and patrons.

4. In the library students are the primary users of
digital reference, and they tend to prefer chat
reference service to e-mail because it involves a
two-way conversation in real time, very much like
talking to a reference librarian in person. Chat users
can receive immediate feedback, thus they can use
written language in the same manner used in a
person-to-person conversation.

5. There are several chat systems librarians can choose
from; the most widely known are 24/7 Reference,
LSSl — Virtual Reference Toolkit, and Question
Point. Although such services are commonly
associated with a 24-hour-a-day, seven-days-a-week
service, they can be modified to offer reference
service at specific times.

6. With chat, librarians can use a variety of tools to
facilitate communication with the patron. One of the
most important features in chat reference is the use
of software with the ability to co-browse. This
feature allows the librarian and the user to
communicate while viewing the same web pages.

7. To respond quickly, the librarian can also use pre-
written messages. These messages involve typical
greetings and sign off texts and are used to reduce
the time and typing involved in the reference
interview.
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ABSTRACT
This paper deals with the analysis of chassis frame for improving its payload by adding stiffner
and ¢ channel at maximum stress region of chassis frame. The FEM analysis has been carried out with
various alternatives. The results illuminate the new creative ways for optimum frame design which makes it
more sustainable for structural concerns. This paper analyzed the backbone frame for both dynamic and
static load condition with the stress deflection bending moment on the tatra chassis frame. The finite
element analysis over ansys is performed by considering the load cases and boundary conditions for the
stress analysis of the chassis. The tatra chassis is being modeled in catia v5 and then it is being imported in
the finite element analysis software-Ansys. At present the payload of the tatra is 10.4 tones in this project
we enhance the capacity of vehicle to 14 tones from existing chassis as per the requirement. This has been
carried out with limited modifications by adding stiffeners and ¢ channel. The necessary design changes
required to enhance the load carrying capacity of the vehicle has been recommended successfully.

Keywords: Static Analysis, Dynamic Analysis, Finite Element Analysis, ANSYS, Tetra Chasis

1.0 INTRODUCTION

TATRA is mainly used in terrain conditions fitted with EURO II Engine. It can able to operate
under extremely high and cold ambient temperatures, high humidity and industry environments. The
Chassis of this vehicle is very rigid against torsion and bending. The chassis has high resistance to shocks
and vibrations. Therefore, it protects super structures from torsion, stresses, and allows driving fast on
rough roads.

This vehicle is a Left hand drive. The specialty of this vehicle is 8x8 drives, all of the eight are
lockable differentials. It contains independent suspension with swinging semi-axles for every eight wheels.
The leaf spring and telescopic shock absorber supports the front axle. The leaf spring alone supports the
rear axle. The tyres have manually controlled central tire inflation system (CTIS) operable on the move. It
is a Longer Wheel Base special Chassis. This Chassis has four axles and all the axles are of driven type.
Separate axle differential provided for each axle.

The TATRA backbone frame consists of tubes bolted together with axle final drive housing and
cross members. The backbone frame is connected through the cross member with welded steel frame. The
backbone frame also protects driveline shaft from transmission to the wheels and differentials that are
placed inside, against duct, moisture and outer mechanical damages

1.1 Frame

TATRA backbone frame consists of tubes bolted together with axle final drive housings and cross
members. The backbone frame is connected through the cross members with welded steel frame. This solid
structure is exceptionally rigid against torsion and bending.

The backbone frame also protects driveline shafts from transmission to the wheels and
differentials that are placed inside, against dust, moisture and outer mechanical damages. Chassis structure
gives extremely high torsion resistance protecting super structures from torsion, stresses and together with
independent wheel, suspension improves mobility in rough terrain.

1.2 Engine

Engine Type - 8 Cylinder, Turbocharged, Air cooled engine.
Engine output - 300 KW at 1800 r.p.m.

No. of Speed - 10 speed manual synchromesh transmission.
Engine Capacity - 12667 cc

Maximum torque - 1830N-m at 1200 r.p.m

1.3 Chassis
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The chassis of an automobile consists of following components suitably mounted:

e Engine and the radiator.
Transmission system, consisting of the clutch, gear box, propeller shaft and the rear axle.
Suspension system.
Road wheels.
Steering system.
Brakes.
Fuel tank.
All the components listed above are mounted in either of the two ways, viz., the conventional
construction, in which a separate frame is used and the frameless or unitary construction in which no
separate frame is employed. Out of these, the conventional type of construction is being used presently only
for heavy vehicles whereas for car the same has been replaced by the frameless type accept of course by
small manufacturers, who still find it economical to use frame.

2.0 PHASES OF DESIGN

The complete design process, from start to finish, is highly iterative in nature and is as outlined in
the flow diagram shown below. The process begins with recognition of a need and a decision to do
something about it. After much iteration, the process ends with the presentation of the plans for satisfying
the need. The design of products and services is accomplished in this traditional way. Fig. 2b shows a flow
diagram of iterative phases.

Recoanition of need

|

Definition of nroblem

|

Svnthesis

v

Analvsis and optimization

Evaluation

.

Presentation

Fig. 1. Phases of design

3.0 FINITE ELEMENT ANALYSIS

The finite element analysis is a numerical analysis technique to obtain the solution of partial
differential equations. The mathematical procedures such as Galerkin’s weighted residual method and
Raleigh-Ritz methods are used to obtain the finite element formulation of the partial differential equation.
The geometrical domain describing the engineering field problem is divided into sub domains, referred to
as finite elements, and the variation of the primary variable in the finite element is described using piece-
wise continuous functions within each element.
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4.0 GEOMETRIC MODELING OF CHASSIS

The Chassis Model of TATRA is created using CATIA V5 R16.

4.1 Material properties of chassis

Yield Ultimate
No Material Strenath Tensile Young’s Poisson’s
' g Strength Modulus (E) Ratio (v)
(oy)
(ou)
High strength 2 2 2, 00,000
1 | Structural 410 Nfmm* | 540 N/mm N/mm? 0.3
Steel
Table 1
4.2 Specifications of the chassis
No Description Dimension
(mm)
1 Length of Chassis 10208
2 Width of Chassis 1000

Table 2
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Fig 3: Ansys model with various thickness
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The thickness is entered for all individual parts. It is varying from 5mm to 20mm.

500.00

250.00 750.00

1000.00 (i)

Fig 4: Finite element model of rear chassis

4.3 Boundary conditions on the chassis

S. No Loads Description
1. | Electronic component and 35000 N
Antenna Load

2. | Cabin load 1949.7 N
3. | Engine load 3789.3 N

29 load applied in Z
4. | Dynamic load direction in

centre of gravity

Table 3
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5.0 ANALYSIS OF TATRA CHASSIS

»  Static analysis
» Dynamic analysis
»  Static analysis of the chassis:

A static analysis calculates the effects of steady loading conditions on a structure, while ignoring
inertia and damping effects, such as those caused by time-varying loads. Static analysis determines the
displacements, stresses, strains, and forces in structures or components caused by loads that do not induce
significant inertia and damping effects.

6.0 RESULTS AND DISCUSSIONS
Before Modification

0.0 1000.00 {rem)
[ S -

200 70 200 7000

Fig 5:Stress in the Chassis Fig 6 : Total deformation in the chassis

Max. Stress = 737.3 Mpa. / Location = just under the loading point
The above shown result plot represents the stress in the chassis.
Max. Deflection = 13.8 mm / Location = just under the loading point
The above shown result plot represents the total deformation in the chassis
From the above stress and deformation contour, stress induced in the frame is 737.3 Mpa and
deformation is 13.8mm. It is more than the yield strength of the material. So it is necessary to increase the
strength of the chassis frame incorporating suitable design changes.

After Modification
The strength of the chassis was increased to the safety level by adding stiffeners. Six no of
stiffeners was introduced in the maximum stress induced areas which is coming in the center of the rear
chassis frame. The various result plots for different thickness are shown below.
For Stiffener thickness of 4 mm:4mm thickness stiffeners was introduced in the chassis frame and
static analysis was carried out and the stress and deflection contours are shown below,
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Fig 7 Stress induced in the chassis Fig 8 Deflection induced in the chassis

Max. Stress = 333.16 Mpa. / Location = just under the loading point
Stress induced in the chassis when the stiffener is 4 mm
Max. Deflection = 7.3 mm / Location = Center portion of rear chassis
Deflection developed in the chassis when the stiffener is 4 mm
From the above stress and deformation contour, stress induced in the frame is 333.16 Mpa and
deformation is 7.3mm. It is is less then the acceptable value. But factor of safety is 1.27. So it is necessary
to increase the stiffness thickness of the chassis frame to reduce the stress level.

For stiffener thickness of 5 mm
Instead of 4mm thickness stiffeners 5mm stiffener was introduced in the chassis frame, static
analysis was carried out, and the stress and deflection contours are shown below,

Fig 9 Stress induced in the chassis Figl0Deflection induced in the chassis

Max. Stress = 317 Mpa. / Location = just under the loading point
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Stress induced in the chassis when the stiffener is 5 mm.
Max. Deflection = 7.14 mm / Location = Center portion of rear chassis
Deformation developed in the chassis when the stiffener is 5 mm.
From the above stress and deformation contour, stress induced in the frame is 317 Mpa and
deformation is 7.14mm. It is less then the acceptable value. But factor of safety is 1.29. So it is necessary to
reinforce the “C” channel with stiffness thickness of the chassis frame to reduce the stress level.

Static Analysis Of Reinforced “C” Channel With Stiffener

Two reinforced “C” channel was introduced under the loading point and the analysis is carried for
this condition.

Fig 11Stress induced in the chassis Fig 12: Deflection induced in the chassis

Max. Stress = 157.5 Mpa. / Location = near the supporting point
Max. Deflection = 4.9 mm / Location = Center portion of rear chassis

Factor o Safet

0.00 1000.00 2000.00 (mm)

500.00 150000

Fig 13: Factor of safety
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Dynamic analysis of the chassis
The analysis inertia force is considered to act on z direction and other loading conditions are kept
same. Analysis has been carried out in this and plot has shown below.

Fig 17: Stress induced in the chassis Fig 18: Total deformation in the chassis

Max. Stress = 163.7 Mpa. / Location = near the supporting point
Max. Deflection = 4.7 mm / Location = Center portion of rear chassis

Factor Of Safet

0.0 1000.00 2000.00 (mm)
| I ES—

500.00 1500.00

Fig 19:Factor of safety
Static stress Analysis result due to electronic components and Antenna, Engine, Cabin load is shown in Fig
Dynamic load Stress Analysis result due to Electronic components and Antenna, Engine, Cabin
load and inertia load is shown in Fig .

The maximum stress occurs where near the fixed support shown in Fig . The magnitude of
maximum stress level is found to be 163.77 N/mm2 which is well within the acceptable criteria.
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7.0 CONCLUSIONS

The existing TATRA chassis was analyzed by the finite element analysis for installation of the Antenna
and Electronic components and the stress levels are found to be 737.3 N/mm2.After modifications, the
TATRA Chassis with suitable reinforcement, increase in thickness, addition of stiffeners, the finite element
analysis was carried out, and the stress levels of chassis are found as 173.38 N/mm2, which is less than

yield stress 410 N/mmz2.

From the above Results, it can be concluded that the modified TATRA chassis is capable to carry the loads

beyond the previous payload upto 14 tonnes.
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ABSTRACT

Increasing demand for a fast and reliable face
recognition technology has obliged researchers to try
and examine different pattern recognition schemes. But
until now, Genetic Programming (GP), acclaimed
pattern recognition, data mining and relation discovery
methodology, has been neglected in face recognition
literature. This paper tries to apply GP to face
recognition. First Discrete Wavelet Transform (DWT) is
used to extract features, and then GP is used to classify
image groups. To further improve the results, a
leveraging method is also utilized. It is shown that
although GP might not be efficient in its isolated form, a
leveraged GP can offer results comparable to other Face
recognition solutions.

I. INTRODUCTION

Face recognition has become one of the most active
research areas of pattern recognition since the early 1990s.
In the past 20 years, significant advances have been made
in design of successful classifier for face recognition [1].
However the diversity of the face patterns makes it difficult
to create robust recognition systems and the complexity of
the algorithms makes them hard to implement.

The wavelet transform has many unique features that have
made it a popular method for the purpose of image
processing and compression. The wavelet transform
performs a high degree of decorrelation between
neighboring pixels, and it provides a distinct localization of
the image in the spatial as well as the frequency domain.
This transform also provides an elegant sub-band
framework in which both high and low frequency
components of the image can be analyzed separately [2]. In
this paper we used Discrete Wavelet Transform (DWT) for
feature extraction. DWT coefficients are obtained by
passing the image through the series of filter bank stages.
The procedure of appropriate design of DWT and then
selecting the low frequency approximation sub-band leads
to improve the robustness of features space with respect to
variation in illumination.

Genetic programming is an evolutionary algorithm
methodology inspired by biological evolution [3].
Evolutionary algorithms create a population of abstract
representations of candidate solutions, which is evolved
using biology inspired operators such as selection, cross-
over and mutation towards better solutions. In recent years,
Genetic Programming and other evolutionary algorithms

WWW.ijmer.com

has been used in classification and pattern recognition
problems [4-5], although to the authors’ knowledge,
Genetic Programming has never been used in Face
Recognition domain.

In many applications, Genetic programming vyields
simplified symbolical representation of the underlying
system it tries to model. This leads to efficient checking of
a new sample [6]. On the other hand the complexity and the
time needed to find such representation discourages its use
in many applications.

Leveraging algorithms are a group of deterministic
algorithms where a set of weak leaners are used to create a
strong learner [7]. While it is not algorithmically
constrained, most leveraging algorithms iteratively employ
weak learners based on a distribution and combine them
with weighting to form a final strong learner.

In this paper, Genetic Programming is utilized to classify
face images which is applied to the extracted features.
Using a training group, Genetic Programming discovers
possible relationship between the extracted features, which
is in turn used to classify new images. To improve results, a
leveraging scheme is introduced, which employs Genetic
Programming as a weak learner, and combine results of
several Genetic Programming classifications as a single
strong classifier.

The rest of paper is organized as follows: In section Il and
Ill, DWT and Genetic Programming are introduced
respectively. Section IV presents the introduced algorithm,
where Genetic Programming is used with and without
leveraging. In section V, simulations are done on a selected
face database and results are compared to previous studies.

Il. DISCRETE WAVELET TRANSFORM

The Discrete Wavelet Transform (DWT) is used for feature
extraction. Recall that the wavelet decomposition of an
image is done as follows: In the first level of
decomposition, the image is split into four sub-bands,
namely HH1, HL1, LH1, and LL1, as illustrated in Fig 1.
The HH1 sub-band gives the diagonal details of the image;
the HL1 sub-band gives the horizontal features, while the
LH1 represents the vertical structures. The LL1 sub-band is
the low resolution residual consisting of low frequency
components and it is this sub-band which is further split at
higher levels of decomposition [8]. Fig 2 is an image from
ORL Face Database with images obtained one-levelwavelet
and after three-level wavelet transform respectively.

95|Page



International Journal of Modern Engineering Research (IJMER)

WWW.ijmer.com
1L HL
Origin | Ll LLI| HLL gl
al IHI| HH1| | LHI| HHJ

Fig.1. The process of decomposing a face image.

Fig.2. Original face image with figures after one-level and
three-level DWT transform respectively.

I1l. GENETIC PROGRAMMING

Genetic programming is a methodology inspired by
biological evolution to find equations, computer programs,
analog circuits or in general any suitable structure for a
predefined problem [6]. Genetic programming’s general
mechanisms are almost identical to genetic algorithms, as
genetic programming is considered either a specialized
form of genetic algorithms or an expansion of it [3].
Genetic programming is usually implemented similar to the
following algorithm:

1. Create initial population. Individual solutions (called
chromosomes) are usually generated randomly.

2. Evaluate the fitness of each individual in the

population.

Select best-ranking individuals to reproduce.

4. Breed new generation through crossover and/or
mutation (genetic operations) and give birth to
offspring.

5. Repeat from step 2 until a termination condition is
reached (time limit or sufficient fitness achieved).

w

Fig. 3 illustrates the general Genetic programming
algorithm.  Genetic programming’s chromosome is
traditionally represented by a tree structure, where each
node can be function, operator, variable or constant
number. Trees can be evaluated in a recursive manner, in
which each node’s operator or function is executed up on
the results of its children's evaluation. Tree structure can
easily represent a mathematical equation or a Turing
complete program.

IV. CLASSIFICATION ALGORITHM

A. Using Genetic Programming

To classify a given dataset, it is usually enough to find a
way for differentiating classes. Using genetic programming,
this translates to finding a function which outputs a unique
value for each different class:
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Fig. 3. Genetic programming's flowchart.
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This is proven to be difficult. As a result, genetic
programming is used to find a function per class that can
discriminate only a certain class from others:

1 XeC
f‘(x):{o X ¢C, @

This method creates N different functions for a total of N
classes. Test images are tested one by one against the
functions, and the first function to return a non-zero value
is used to determine the image’s class.

B. Leveraging Algorithm

Leveraging is a method of using multiple results to
improve detection. A leveraging algorithm employs
multiple weak classifiers to create a strong classifier. The
following leveraging algorithm is used in this paper:
Instead of using all training images as input, the whole
group is partitioned to k different groups. Detector function
fi; is then obtained as a function which can detect class i
from other classes in group j. To further improve the results
of classification, algorithm above could be repeated N
times. For a given image X, the following equation creates
the results of classification:
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where fj, is result of nth iteration on the jth group, n is the
iteration number from total N repetitions, and errjy is sum
of total errors for all images in the training group.

To determine a new image’s class, all values acquired
from (3) are compared. The class which yields the greatest
C is nominated as the new candidate class. It should be
noted that a threshold could be defined, as if the results of
all classifiers for an image yield lower than a certain value,
the image is certainly misclassified.

V. SIMULATION AND RESULTS

The algorithms were implemented in Python and then
were tested on the ORL face image database [9]. The ORL
database consists of 40 groups, each containing ten 112x92
gray scale images of a single subject. Each subject’s images
differ in lighting, facial expression and details
(smiling/frowning, glasses/no glasses, etc.). Some sample
images are displayed in Fig. 4.

Two set of images were created from the ORL database;
For the Five-to-Five dataset, five random images of each
group were selected for training while the others were used
for testing. For the Leave-One-Out set, 9 images were used
for training and the remaining image was kept for
validation.

First Genetic Programming was tested without
leveraging. To evolve the population, an Evolutionary
Strategy (ES) of 1+A with A = 4 was chosen. Mutation rate
was set to 15 percent. The selected function set was {+, -,
x, <, > MIN, MAX, AND, OR, NOT, CNST} where
Boolean operators first compare their operands with 0 and
CNST returns a random constant floating point number in
range of [-10, 10]. Inputs were chosen from all available
DWT features. To limit algorithm time and prevent bloat,
each chromosome’s depth was limited to 25 and a
maximum of 20000 iterations for each evolution was
maintained.

To test the leveraged algorithm, algorithm was executed
with the same parameters. Also the number of iterations
was set to N = 8, while the set was divided to k = 8 different
groups.

Tablel shows a few of discovered relationship functions for
a set of pictures. It could be seen that the generated
formulas are often simple while only depending on a few
components and as a result have a relatively low
computational overhead.

Results are brought in Table 2, where they are compared
to Euclidean [10] and SVM classifiers. It is observed that
Genetic Programming without leveraging has the worst
results. On the other hand, Leveraged Genetic
programming beats other methods in Five-to-Five. In leave-
one-out the results are repeated for Genetic Programming,
although this time Leveraged Genetic Programming fell
%0.5 (one image in total of 40 images) short of SVM.
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Fig. 4. Samples from ORL Face Database

To  further investigate  Genetic Programming’s
performance, number of partitioned class groups was
changed and the results were brought in Table 3. It was
observed that the further partitioning of the images
increases recognition error, while decreasing k might
mandates increase in time spent for Genetic Programming’s
evolution.

VI. CONCLUSION

Genetic programming is a general purpose search
algorithm that can be utilized in classification problems. In
this paper, Genetic programming was exploited to classify
face images. The results showed that Genetic Programming
alone is not suitable, as required time and computational
overhead surpasses that of other methods, and also its
recognition ratio is usually lower.

To improve results, a leveraging algorithm was applied to
Genetic ~ Programming.  The  leveraged  Genetic
Programming in combination with DWT feature extractor
showed a good recognition rate, comparable to or in some
cases even better than that of other methods.

It is shown that Genetic Programming produces results that
usually have a simple structure and therefore a very low
computational overhead. Once the system is trained, results
can be computed quickly and with lower memory
requirements. This might prove lucrative for embedded
systems programmers, which have storage and processing
constraints.
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Table 1
Examples of Acquired Relationship Functions for Detecting
Image Groupl. DWT[n] is The Nth Value on DWT Vector.

No Function
1 | (DWT[8]- MAX(DWT[15], DWT[7]))> DWT[11]
2 | AND((DWT[2]< DWT[13]), MAX(DWTI[3], 3))
3 | (DWT[0]x NOT(DWTI5]))
4 | (DWT[12]x (DWT[20]> (DWT[2]- DWT[18])))
Table 2
Comparison of Different Algorithms’ Recognition Rate
Method Five-to-Five  Leave One
Out
DWT+Euclidean 88% 90%
distance
DWT+SVM 91% 93%
DWT+GP 64% 66.5%
DWT+Leveraged 92% 92.5%
GP
Table 3

Effect of Number of Partitions in Leveraged Genetic
Programming on Recognition Rate

Number of  Recognition
Partitions Rate
2 89%
4 92%
5 92%
8 91.5%
10 90%
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Abstract

This paper presents a systematic approach for designing
Unified Power Flow Controller (UPFC) based
supplementary damping controllers for damping low
frequency oscillations in a single-machine infinite-bus
power system. Detailed investigations have been carried
out considering the four alternatives UPFC based
damping controller namely modulating index of series
inverter (mg), modulating index of shunt inverter (mg),
phase angle of series inverter (6g ) and phase angle of
the shunt inverter (6 ). The proposed controllers is
formulated as an optimization problem and Heuristic
Optimization Method (HOM) is employed to optimize
damping controller parameters. Simulation results are
presented and compared with a conventional method of
tuning the damping controller parameters to show the
effectiveness and robustness of the proposed design
approach.

Keywords—Power  System  Oscillations,  Heuristic
Optimization (HO), Flexible AC Transmission Systems
(FACTS), Unified Power Flow Controller (UPFC),
Damping Controller.

I. INTRODUCTION

HE main causes of the power systems to be operated

near their stability limits is due to the fact that power
systems are today much more loaded than before as power
demand grows rapidly and expansion in transmission and
generation is restricted with the limited availability of
resources and the strict environmental constraints. In few
occasions interconnection between remotely located power
systems gives rise to low frequency oscillations in the range
of 0.2-3.0 Hz. These low frequency oscillations are also
observed when large power systems are interconnected by
relatively weak tie lines. If the system is not well damped,
these oscillations may keep increasing in magnitude until
loss of synchronism results [1]. The installation of Power
System Stabilizer (PSS) is both economical and effective;
in order to damp these power system oscillations and
increase system oscillations stability. During the last
decade, continuous and fast improvement of power
electronics technology has made Flexible AC Transmission
Systems (FACTS) a promising concept for power system
applications [2-4]. With the application of FACTS
technology, power flow along transmission lines can be
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more flexibly controlled. Due to the fact of the extremely
fast control action is associated with FACTS-device
operations, they have been very promising candidates for
utilization in power system damping enhancement. The
Unified Power Flow Controller (UPFC) is regarded as one
of the most versatile devices in the FACTS device family
[5-6] which has the capability to control of the power flow
in the transmission line, improve the transient stability,
alleviate system oscillation and offer voltage support.
UPFC can provide simultaneous and independent control of
important power system parameters: line active power flow,
line reactive power flow, impedance; and voltage. In that
way, it offers the essential functional flexibility for the
collective application of phase angle control with controlled
series and shunt compensation [2].

A conventional lead-lag controller structure is preferred
by the power system utilities because of the ease of on-line
tuning and also lack of assurance of the stability by some
adaptive or variable structure techniques [7-10].
Traditionally, for the small signal stability studies of a
power system, the linear model of Phillips-Heffron has
been used for years, providing reliable results [1]. Although
the model is a linear model, it is quite accurate for studying
low frequency oscillations and stability of power systems
[11-12]. The problem of UPFC damping controller
parameter tuning is a complex exercise. A number of
conventional techniques have been reported in the literature
pertaining to design problems of conventional power
system stabilizers namely the pole placement technique
[13], phase compensation/root locus technique [14-15],
residue compensation [16], and also the modern control
theory. Unfortunately, the conventional techniques are time
consuming as they are iterative and require heavy
computation burden and slow convergence. In addition, the
search process is susceptible to be trapped in local minima
and the solution obtained may not be optimal. Also, the
designed controller should provide some degree of
robustness to the variations loading conditions, and
configurations as the machine parameters change with
operating conditions. A set of controller parameters which
stabilise the system under a certain operating condition may
no longer yield satisfactory results when there is a drastic
change in power system operating conditions and
configurations [12].

In recent years, one of the most promising research fields
has been “Evolutionary Techniques”, an area utilizing
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analogies with nature or social systems. These techniques
constitute an approach to search for the optimum solutions
via some form of directed random search process.
Evolutionary techniques are finding popularity within
research community as design tools and problem solvers
because of their versatility and ability to optimize in
complex multimodal search spaces applied to non-
differentiable objective functions.

Recently, Real Coded GA (RCGA) is appeared as a
promising Swarm technique for handling the optimization
problems [17]. It has been popular in academia and the
industry mainly because of its intuitiveness, ease of
implementation, and the ability to effectively solve highly
nonlinear, mixed integer optimisation problems that are
typical of complex engineering systems. It has been
reported in the literature that RCGA is more efficient in
terms of CPU time and offers higher precision with more
consistent results [8, 18-21]. In view of the above, this
paper proposes to use RCGA optimization technique for the
damping controller design. For the proposed controller
design, a time-domain based employing integral of time
multiplied by speed deviation error has been employed. The
optimal UPFC controller parameters are obtained
employing PSO. The proposed damping controllers are
tested on a weakly connected power system with different
disturbances with parameter variations. Simulation results

are presented and compared with a conventional tuning
technique to show the effectiveness and robustness of the
proposed approach.

The reminder of the paper is organized in five major
sections. Power system modeling with the proposed UPFC-
based supplementary damping controller is presented in
Section II. The design problem and the objective function
are presented in section Ill. In Section 1V, an overview of
PSO is presented. The results are presented and discussed
in Section V. Finally, in Section VI conclusions are given.

Il. MODELING THE POWER SYSTEM WITH UPFC
DAMPING CONTROLLER

The single-machine infinite-bus (SMIB) power system
installed with a UPFC as shown in Fig. 1 is considered in
this study. The UPFC is installed in one of the two parallel
transmission lines. This arrangement, comprising two
parallel transmission lines, permits the control of real and
reactive power flow through a line. The static excitation
system, model type IEEE-STIA, has been considered. The
UPFC is assumed to be based, on pulse width modulation
(PWM) converters. The nominal loading condition and
system parameters are even in Appendix 1.

Vel 1t [ Vo o ig—e T Vi
—>
| Y Y Y - X
XtE lB— -—Vp BV
Generator X m
iE B Infinite — bus
L Vbe
Xg - UPFC
VSC-E VSC - B

£

Mg O

K

Mg OB

Fig. 1. Single-machine infinite-bus power system with UPFC

A. Non-Linear Equations

The non-linear differential equations of the SMIB system
with UPFC is obtained by neglecting the resistances of the
components of the system (i.e. generator, transformer,
transmission  lines, and shunt and series converter
transformers) and the transient associated with the stator of the
synchronous generator, transmission lines and transformers of

the UPFC. The nonlinear dynamic model of the system with

UPFC is given below [22-23]:

é= w, (v -1) 1)
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W= 2) Eq X b
M qE
o XgT + Xgg X \Y; )
' 1 _( qT BB a2)mE dc SIn&E (15)
Eq=—[-Eq+E] (3) Xqe
T do X1 meV
q BVdc ¢;
. K _X_E—CSIné‘B
= ref —Vtl 4)
fd 14Ty
1 '
3m . I g =—(X E +(Xb1—XEXb2))
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dc V Xp3Xg — X
am 5) MEVde Cosee L Xee xE bl)vb0055 (16)
o (154 Sindg +15qCoss ) qE
mgV
de + Xpg —2-9€ Cossg
where, 2
P, =Vig ltg +Vigl 6 V .
e = Vid 'td T Viqltg (6) (Xal—XEXaz)mE dc Sinsg
E :E'+(x —x')l 7 X 43X g — X
q=Eq +\Xd —Xg Jlg (7) o - xl , (Xag XE al)VbSiné 17)
Vi =Vig + Vg 8) o 3/E
MpVdc «:
+ X Siné
' ' The variables used in the above equations are defined as:
th = Eq - Xd Itd (10)
ltg =lud +1Ed + IBd ay  Xar =Xt XEi Xas = Xe + Xd + XEs
X 1 mgV = .
lug = xE IEd+)( E2OIC Cosog Xas =%q X + X
T T
———VpCoso at X
X1 T T
| _XE | 1 mEVdC Sins Xa3:_x£; Xblz(XdSXT+XdTXE)
tlg Xt Eq X1 E 13) Xt X1
1 .
+ =V, Sing Xpp =14 20T .y . XdT
XT XT XT
Xy1 + Xgp X
leq = ( ar BB ~b3 )VbC055 The equation for the real power balance between the series
dE and shunt converters is
~(Xdt + XBB Xb2) MEVC Cosoe  (14)
XdE
X ro X V
L BB Eq - dT MBVdc Cossg
XdE XdE
Re(\TB I_B* +\7E I_E*):O (18)
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B. Linearized Equations

In the design of electromechanical mode damping stabilizer,
a linearized incremental model around an operating point is
usually employed. The Phillips-Heffron model of the power
system with FACTS devices is obtained by linearizing the set
of equations (1) around an operating condition of the power
system. The linearized expressions are as follows [22-23]:

AS = 0pAw (19)
A — (AP, — APo—DAw®) 0
M
. =AE4 + AE
AE:( 1 ) (21)
Tdo
o —AE sy + KalAVos — AV,
AE 1 = fd A( ref t) 22)

Ta

AV = K7A8 + KgAEg — KgAVg,
+ KceAmE + cheA5E + KCbAmB + KC&JAgB
(23)

where,
APy = KjAS + KAEq + K peAmg

AEq = K4AS + K3AEq + KgeAmg

AV = KsAS + KgAEq + KyeAmg

The modified Phillips-Heffron model of the single-machine
infinite-bus (SMIB) power system with UPFC-based damping
controller is obtained using linearized equation set (2). The
corresponding block diagram model is shown in Fig. 2. The
modified Heffron-Phillips model has 28constants as compared
to 6 constants in the original Heffron-Phillips model of the
SMIB system. These constants are functions of the system
parameters and initial operating condition.

By controlling Mg, the magnitude of series injected voltage
can be controlled, by controlling O , the phase angle of series
injected voltage can be controlled, by controlling Mg, the
output voltage of the shunt converter can be controlled and by

controlling S , the phase angle of output voltage of the shunt
converter can be controlled. The series and shunt converter are

WWW.ijmer.com

Vol.2, Issue.l, pp-099-109

ISSN: 2249-6645

controlled in a coordinated manner to ensure real power output
of the shunt converter is equal to the real power input to the
series converter. The constancy of the DC voltage ensures that
this equality is maintained.

In Fig 2, the row vectors [Kp,].[Kqy] [Kyy] and

[K¢y] are defined as:

[Kpul=[Kpc Kpze Kpp Kpsl (24)
[Kul=[Kge Kgee Kgp Kgal (25)
[Kwl=[Kvwe Kye Ky Kygpl (26)
[Keul=[Kee Kee Kep Kespl 27)

The control vector [Au] is the column vector defined as
follows:

[Aul=[Amg  ASE Amg Asg]
where,

Amp - Deviation in modulation index Mg of series
converter.

AJdp - Deviation in phase angle of the injected voltage.

AmEg - Deviation in modulation index Mg of shunt
converter.

AOE - Deviation in phase angle of the shunt converter
voltage.

I1l. THE PROPOSED APPROACH

A. Structure of UPFC-based Damping Controller

The commonly used lead—lag structure is chosen in this
study as UPFC-based supplementary damping controller as
shown in Fig. 3. The structure consists of a gain block; a
signal washout block and two-stage phase compensation
block. The phase compensation block provides the appropriate
phase-lead characteristics to compensate for the phase lag
between input and the output signals. The signal washout
block serves as a high-pass filter which allows signals
associated with oscillations in input signal to pass unchanged.
Without it steady changes in input would modify the output.
The input signal of the proposed UPFC-based controller is the
speed deviation A@ and the output is the change in control
vector [Au]. From the viewpoint of the washout function the

value of washout time constant is not critical in lead-lag
structured controllers and may be in the range 1 to 20 seconds

[1].
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Fig. 2 Modified Heffron-Phillips model of SMIB system with UPFC

Aw " STWT 1+sTy 1+ sT3 [Au]
- . - ™ >
Input T 1+sTyt| |1+5STo 1+sTy Output
Gain Two stage
Block Washout lead-lag Block
Block ear-lag Bloc

Fig. 3. Structure of the UPFC-based damping controller

From the viewpoint of the washout function the value of
washout time constant is not critical in lead-lag structured
controllers and may be in the range 1 to 20 seconds [1]. In the

present study, a washout time constant of Kyyt =10 s is used.
The controller gains Kt ; and the time constants Ty, Ty ,
T3 and Ty are to be determined.

B. Objective Function

Tuning a controller parameter can be viewed as an
optimization problem in multi-modal space as many settings
of the controller could be yielding good performance.
Traditional method of tuning doesn’t guarantee optimal
parameters and in most cases the tuned parameters need
improvement through trial and error. The aim of any
evolutionary optimization technique is basically to optimize

WWW.ijmer.com

(minimize/maximize) an objective function or fitness function
satisfying the constraints of either state or control variable or
both depending upon the requirement. It is worth mentioning
that the UPFC-based controllers are designed to minimize the
power system oscillations after a disturbance so as to improve
the stability. These oscillations are reflected in the deviation in
the generator rotor speed (Aw). In the present study, an
integral time absolute error of the speed deviations is taken as
the objective function J, expressed as:

t
J = [t]e(t)|dt (28)
0

Where, ‘e’ is the error signal (A@) and 17 is the time range
of simulation. The parameters of the damping controller are

obtained using PSO. A brief overview of PSO is presented in
the next section.

IV. OVERVIEW OF HEURISTIC OPTIMIZATION
METHOD
Real Coded Genetic Algorithm (RCGA) can be viewed as a
general-purpose search method, an optimization method, or a
learning mechanism, based loosely on Darwinian principles of
biological evolution, reproduction and “the survival of the
fittest.” GA maintains a set of candidate solutions called
population and repeatedly modifies them. At each step, the
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GA selects individuals at random from the current population
to be parents and uses them to produce the children for the
next generation. Candidate solutions are usually represented as
strings of fixed length, called chromosomes.

Given a random initial population GA operates in cycles
called generations, as follows [13]:

e Each member of the population is evaluated using an
objective function or fitness function.

e The population undergoes reproduction in a number
of iterations. One or more parents are chosen
stochastically, but strings with higher fitness values
have higher probability of contributing an offspring.

e Genetic operators, such as crossover and mutation,
are applied to parents to produce offspring.

e  The offspring are inserted into the population and the
process is repeated.

Over successive generations, the population “evolves”
toward an optimal solution. GA can be applied to solve a
variety of optimization problems that are not well suited for
standard optimization algorithms, including problems in which
the objective function is discontinuous, nondifferentiable,
stochastic, or highly nonlinear. GA has been used to solve
difficult engineering problems that are complex and difficult
to solve by conventional optimization methods.

Implementation of GA requires the determination of six
fundamental issues: chromosome representation, selection
function, the genetic operators, initialization, termination and
evaluation function. Brief descriptions about these issues are
provided in the following sections [8, 18-21].

A. Chromosome representation

Chromosome representation scheme determines how the
problem is structured in the GA and also determines the
genetic operators that are used. Each individual or
chromosome is made up of a sequence of genes. Various types
of representations of an individual or chromosome are: binary
digits, floating point numbers, integers, real values, matrices,
etc. Generally natural representations are more efficient and
produce better solutions. Real-coded representation is more
efficient in terms of CPU time and offers higher precision with
more consistent results.

B. Selection function

To produce successive generations, selection of individuals
plays a very significant role in a genetic algorithm. The
selection function determines which of the individuals will
survive and move on to the next generation. A probabilistic
selection is performed based upon the individual’s fitness such
that the superior individuals have more chance of being
selected. There are several schemes for the selection process:
roulette wheel selection and its extensions, scaling techniques,
tournament, normal geometric, elitist models and ranking
methods.

The selection approach assigns a probability of selection P;
to each individuals based on its fitness value. In the present
study, normalized geometric selection function has been used.
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In normalized geometric ranking, the probability of selecting
an individual P; is defined as:

Pi=q'(1-q)" (29)
: q
qQ=—"—- (30)
1-(1-q)Ff
where,

q = probability of selecting the best individual
r = rank of the individual (with best equals 1)

P = population size

C. Genetic operators

The basic search mechanism of the GA is provided by the
genetic operators. There are two basic types of operators:
crossover and mutation. These operators are used to produce
new solutions based on existing solutions in the population.
Crossover takes two individuals to be parents and produces
two new individuals while mutation alters one individual to
produce a single new solution. The following genetic
operators are usually employed: simple crossover, arithmetic
crossover and heuristic crossover as crossover operator and
uniform mutation, non-uniform mutation, multi-non-uniform
mutation, boundary mutation as mutation operator. Arithmetic
crossover and non-uniform mutation are employed in the
present study as genetic operators. Crossover generates a
random number r from a uniform distribution from 1 to m and
creates two new individuals by using equations:

o [xifi<r
X =
' |y, otherwise

CJyidfi<r
i = x; otherwise

Arithmetic crossover produces two complimentary linear
combinations of the parents, where r = U (0, 1):

(31)

(32)

X':r)_(+(1—r)\? (33)

Y':r\?+(1—r))_( (34)

Non-uniform mutation randomly selects one variable j and
sets it equal to a non-uniform random number.

X; +(b; —x;) f(G) if rp <0.5
X;"=<X; +(x; +a;) f(G) if r, 20.5, (35)
X, otherwise
where,
G \\b
f(G)=(r,(1- ) (36)
max
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r1, r, = uniform random nos. between 0 to 1. study are given in Table I. Optimization were performed with

the total number of generations set to 100. The optimization
) ) processes is run 20 times for both the control signals and best
Gmax = maximum no. of generations. among the 20 runs are provided in the Table II.

b = shape parameter.

G = current generation.

D. Initialization, termination and evaluation function
An initial population is needed to start the genetic algorithm

procedure. The initial population can be randomly generated Specify the parameters for
or can be taken from other methods. RCGA
GA moves from generation to generation until a stopping l
criterion is met. The stopping criterion could be maximum
number of generations, population convergence criteria, lack Generate initial population
of improvement in the best solution over a specified number
of generations or target value for the objective function. l Gen.=1
Evaluation functions or objective functions of many forms .| Time-domain simulation of
can be used in a GA so that the function can map the g power system model
population into a partially ordered set. l

Find the fitness of each
individual in the current
population

V. RESULTS AND DISCUSSIONS

A. Application of RCGA

The optimization of the proposed UPFC-based
supplementary damping controller parameters is carried out by
minimizing the fitness given in equation (28) employing
RCGA. For the implementation of RCGA normal geometric Gen.=Gen.+1
selection is employed which is a ranking selection function
based on the normalized geometric distribution. Arithmetic
crossover takes two parents and performs an interpolation

Gen. > Max. Gen.?

along the line formed by the two parents. Non uniform Apply GA operators:
mutation changes one of the parameters of the parent based on selection,crossover and
a non-uniform probability distribution. This Gaussian mutation

distribution starts wide, and narrows to a point distribution as
the current generation approaches the maximum generation.
The model of the system under study has been developed
in  MATLAB/SIMULINK  environment and RCGA
programme has been written (in .mfile). For objective function
calculation, the developed model is simulated in a separate

Fig. 4 Flowchart of RCGA optimization process to optimally tune the
controller parameters

Table I: Parameters used in RCGA

programme (by ‘m _file using initial_ population/controller Parameter ValuelType
parameters) considering a severe disturbance. Form the XM Genarations 100

SIMULINK model the objective function value is evaluated i g_

and moved to workspace. The process is repeated for each Population size 20

individual in the population. For objective function Type of selection Normal geometric [0 0.08]
calculation, a 10% increase in mechanical power input is Type of crossover Arithmetic [2]
considered. Using the objective function values, the Type of mutation Nonuniform [2 100 3]
population is modified by RCGA for the next generation. The Termination method Maximum generation
flow chart of proposed optimization algorithm is shown in Fig.

4,

Table 11: Optimized UPFC-based damping controller parameters.

For different problems, it is possible that the same Dampi
parameters for GA do not give the best solution and so these amping Kt T T T3 Ty
. L ] controller
can be changed according to the situation. One more important
point that affects the optimal solution more or less is the range Mg -based | 593312 | 0.2774 | 0.3217 | 0.3294 | 0.3538
for unknowns. For the very first execution of the program, Sn - based
more wide solution space can be given and after getting the B 341934 | 0.1650 | 0.1173 | 0.1385 | 0.3603
solution one can shorten the solution space nearer to the Mg -based | 192086 | 05494 | 0.4874 | 0.3656 | 0.3269
values obtained in the previous iteration. The parameters Se - based
employed for the implementations of RCGA in the present E 29.0276 | 0.1090 | 0.2463 | 0.2416 | 0.2367
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B. Simulation Results

To assess the effectiveness and robustness of the proposed
damping controllers various disturbances and parameter
variations are considered. The performance of the proposed
controllers is compared with a published [15] conventional
design technique (phase compensation technique). The
response with out controller is shown in dashed lines (with
legend “WC”) and the response with conventional phase
compensation technique tuned UPFC-based damping
controller is shown dotted lines (with legend “PCT”). The
responses with proposed RCGA optimized UPFC-based

damping controller are shown in solid lines (with legend
‘RCGA”).

Case I: mpg - based UPFC damping controller

A 10% step increase in mechanical power inputatt=1.0s
is assumed. The system speed and electrical power deviation
response for the above contingency are shown in Figs. 5-6. It
is clear from Figs. that without control the system is
oscillatory and becomes unstable. Stability of the system is
maintained and power system oscillations are effectively

damped out with mpg - based UPFC damping controller. It

can also be seen from Figs. that the performance of the system
is better with the proposed RCGA optimized damping
controller compared to the conventionally designed controller.

A o (pu)

Time (sec)
Fig. 5. Speed deviation response for Case-I

0.2
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Case Il: g - based UPFC damping controller

The performance of the system for the under same
contingency (10% step increase in mechanical power input at t
= 1.0 s) is verified with 53 - based UPFC damping controller

and the system response is shown in Figs. 7-8. It can be
observed from Figs. that the performance of the system is
better with the proposed RCGA optimized damping controller
compared to the conventionally designed controller.

-3
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Fig. 7. Speed deviation response for Case-II

021 'I.'\‘ ,’ \‘ J
I\
[
1 1 ,’ “
1 [} 1 H
) 1 1
015 o o\ 1
\ 1 \
! \ 1 \
— ! 1 ] \
=) 1 1 ] \
) * ] 1 H i
01r Y '
© e + : 1 ¢ ,
o \ 1 1 1 1 ]
< \ ! \ 1 \ 1
\ ! \ ] \ 1
\ ! 1 1 1 1
0.05 \ ! 1 1 I 1
Vo [ \ 1
\ [ [
Vo [ [
v ! [ Vo
v/ 1 Ll
O L L \’ L \\" L “-I
0 1 2 3 4 5 6
Time (sec)

Fig. 8. Electrical power deviation response for Case-11
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Fig. 6. Electrical power deviation response for Case-I
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Case lll: Mg - based UPFC damping controller

The performance of the system for the under same
contingency (10% step increase in mechanical power input at t

= 1.0 s) is demonstrated with Mg - based UPFC damping

controller. It can be observed from the system response
shown in Figs. 9-10 that the performance of the system is

slightly better with the proposed RCGA optimized Mg -
based UPFC damping controller compared to the conventional

phase compensation technique based designed of Mg - based
UPFC damping controller.
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Fig. 10. Electrical power deviation response for Case-11I
Case IV: O - based UPFC damping controller
Figs. 11-12 show the system response for the same
contingency with o - based UPFC damping controller from

which it can be seen that the proposed RCGA optimized S -
based UPFC damping controller performs better than the

phase compensation technique tuned O - based UPFC
damping controller.
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Fig. 11. Speed deviation response for Case-1V
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Fig. 12. Electrical power deviation response for Case-1V

Case V: Comparison four alternative UPFC-based damping
controllers

Figs. 13-14 shows the system dynamic response considering a
step load increase of 10 % and step load decrease of 5%
respectively. It can be concluded from the Figs. that all four
alternative damping controllers provide satisfactory damping
performance for both increase and decrease in mechanical

power input. However, the performance of Mg - based

UPFC damping controller seems to be slightly better among

the four alternatives.
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Fig. 13. Speed deviation response for Case-V (step increase in Pm)
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Fig. 14. Speed deviation response for Case-V (step decrease in Pm)
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Case VI: Comparison four alternative UPFC-based damping
controllers for step change in reference voltage

To test the robustness of the proposed approach, another
disturbance is considered. The reference voltage is increased
by 5 % at t=1.0 and the system dynamic response with all four
alternative damping controllers is shown in Fig. 15. It can be
concluded from Fig. 15 that though all four alternative
damping  controllers  provide  satisfactory = damping
performance for the above contingency, the performance of

Mg - based UPFC damping controller is slightly better
among the four alternatives.
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A o (pu)

8
Time (sec)
Fig. 15. Speed deviation response for Case-V1 (step increase in Vref)

Case VII: Effect of parameter variation on the performance of
UPFC-based damping controllers

In the design of damping controllers for any power system,
it is extremely important to investigate the effect of variation
of system parameters on the dynamic performance of the
system. In order to examine the robustness of the damping
controllers to variation in system parameters, a 25% decrease
in machine inertia constant and 30% decrease of open circuit
direct axis transient time constant is considered. The system
response with the above parameter variations for a step
increase in mechanical power is shown in Figs. 16-17 with all
four alternative UPFC-based damping controllers.
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Fig. 16. Speed deviation response for Case-VII (25% decrease in M)
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Fig. 17.Speed deviation response for Case-VII (30% decrease in T’ g,)

It can be concluded from these Figs. that all four alternative
damping  controllers  provide satisfactory  damping
performance with parameter variation. However, the

performance of Mg - based UPFC damping controller seems
to be slightly better among the four alternatives.

V1. CONCLUSION

In this study, a real-coded genetic algorithm optimization
technique is employed for the design of UPFC-based damping
controllers. The design problem is transferred into an
optimization problem and RCGA is employed to search for the
optimal UPFC-based controller parameters. The performance
of the four alternatives UPFC based damping controller
namely modulating index of series inverter (mg), modulating
index of shunt inverter (mg), phase angle of series inverter
(dg) and phase angle of the shunt inverter (3¢ ) have been
investigated under various disturbances and parameter
variations. Simulation results are presented and compared with
a conventional phase compensation technique for tuning the
damping controller parameters to show the superiority of the
proposed design approach. Investigations show that the
damping control by changing the modulating index of series
inverter (mg), provide slightly better performance among the
four alternatives.

APPENDIX
Static System data: All data are in pu unless specified
otherwise.

Generator: M=8.0s,D=0, Xq =1.0, X4 =06,
X'd =0.3,T do =5.044, P, =0.8, V; =V}, =1.0
Excitor: Kp =100, Tp =0.01 s

Transformer: Xig =0.1, Xg =Xg =0.1
Transmission line: Xpg, =0.3, X =0.5

UPFC parameters: mg = 0.4013 , mg =0.0789 ,

Sg =-85.3478°, 55 = —78.2174°, Vpc=2.0, Coe=1.0
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Abstract

Cloud computing technology is a new concept of
providing dramatically scalable and virtualized resources.
It implies a service oriented architecture, reduced
information technology overhead for the end-user, great
flexibility, reduced total cost of ownership, on-demand
services and many other things. When the Software as a
Service Provider or Infrastructure as a Service provider
may bankrupt or suddenly disappeared from the
competitive market means, who will take responsible for
customer data? One of the main concerns of customers is
Cloud security and the threat of the unknown. The lack of
physical access to servers constitutes a completely new
and disruptive challenge for investigators. This paper
represents the physical storage of data in end-user point of
view with possible way and satisfies the standards and
legal issues.

Keywords: Cloud computing, Security, Legal Aspects,
Privacy access, Data Location.

1. Introduction:

Cloud computing is a natural evolution of the
widespread adoption of virtualization, service-oriented
architecture, autonomic, and utility computing. Details are
abstracted from end-users, who no longer have need for
expertise in, or control over, the technology infrastructure
"in the cloud" that supports them. The NIST
defines,”Cloud Computing is a model for enabling
ubiquitous, convenient, on-demand network access to a
shared pool of configurable computing resources (e.g.,
networks, servers, storage, applications, and services) that
can be rapidly provisioned and released with minimal
management effort or service provider interaction”.

Cloud computing models are of two types:
Deployment model and Service model.

Deployment model is further classified into 4
type’s namely private cloud, community cloud, public
cloud and hybrid cloud.

In Private cloud, the cloud infrastructure is
operated solely for an organization. It may be managed by
the organization or a third party and may exist on premise
or off premise. In Community cloud, the cloud
infrastructure is shared by several organizations and
supports a specific community that has shared concerns
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(e.g., mission, security requirements, policy, and
compliance considerations). It may be managed by the
organizations or a third party and may exist on premise or
off premise. In public cloud, the cloud infrastructure is
made available to the general public or a large industry
group and is owned by an organization selling cloud
services. In hybrid cloud, the cloud infrastructure is a
composition of two or more clouds (private, community,
or public) that remain unique entities but are bound
together by standardized or proprietary technology that
enables data and application portability (e.g., cloud
bursting for load balancing between clouds).

Service model is also classified into three namely
SaaS, PaaS, and laaS.

1.1. Software as a Service (SaaS):

The capability provided to the consumer is to use
the provider’s applications running on a cloud
infrastructure. The applications are accessible from
various client devices through a thin client interface such
as a web browser (e.g., web-based email). The consumer
does not manage or control the underlying cloud
infrastructure including network, servers, operating
systems, storage, or even individual application
capabilities, with the possible exception of limited user-
specific application configuration settings.

1.2. Platform as a Service (PaaS):

The capability provided to the consumer is to
deploy onto the cloud infrastructure consumer-created or
acquired applications created using programming
languages and tools supported by the provider. The
consumer does not manage or control the underlying
cloud infrastructure including network, servers, operating
systems, or storage, but has control over the deployed
applications and possibly application hosting environment
configurations

1.3. Infrastructure as a Service (laaS):

The capability provided to the consumer is to
provision processing, storage, networks, and other
fundamental computing resources where the consumer is
able to deploy and run arbitrary software, which can
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include operating systems and applications. The consumer
does not manage or control the underlying cloud
infrastructure but has control over operating systems;
storage, deployed applications, and possibly limited
control of select networking components (e.g., host
firewalls).

2. Literature Review:

One of the most common compliance issues
facing an organization is data location [1]. Use of an in-
house computing center allows an organization to
structure its computing environment and know in detail
where data is stored and the safeguards used to protect the
data. In contrast, a characteristic of many cloud
computing services is that the detailed information of the
location of an organization’s data is unavailable or not
disclosed to the service subscriber. This situation makes it
difficult to ascertain whether sufficient safeguards are in
place and whether legal and regulatory compliance
requirements are being met. External audits and security
certifications can, to some extent, alleviate this issue, but
they are not a panacea. Once information crosses a
national border, it is extremely difficult to guarantee
protection under foreign laws and regulations [6].From
the technical point of view, this evidence data can be
available in three different states: at rest, in motion or in
execution. Data at rest is represented by allocated disk
space. Whether the data is stored in a database or in a
specific file format, it allocates disk space. Furthermore,
if a _le is deleted, the disk space is de-allocated for the
operating system but the data is still accessible since the
disk space has not been re-allocated and overwritten. This
fact is often exploited by investigators which explore
these de-allocated disk space on hard-disks. In case the
data is in motion, data is transferred from one entity to
another e.g. a typical file transfer over a network can be
seen as a data in motion scenario. Several encapsulated
protocols contain the data each leaving specific traces on
systems and network devices which can in return be used
by investigators. Data can be loaded into memory and
executed as a process. In this case, the data is neither at
rest nor in motion but in execution [10].Depending on the
Cloud offer used, virtual laaS instances do not have any
persistent storage. In current Cloud environments CSP do
not offer any verification process providing the ability for
the customer to verify that the sensitive data stored on a
virtual machine has been deleted exhaustively [10]. In the
SaaS model, the enterprise data is stored outside the
enterprise boundary, at the SaaS vendor end.
Consequently, the SaaS vendor must adopt additional
security checks to ensure data security and prevent
breaches due to security vulnerabilities in the application
or through malicious employees. This involves the use of
strong encryption techniques for data security and fine-
grained author- ization to control access to data [11].
Cloud computing moves the application software and
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databases to the large datacenters, where the management
of the data and services are not trustworthy. This unique
attribute, however, poses many new security challenges
(Cong Wang et al., 2009) [12]. Analysts’ estimate that
within the next five years, the global market for cloud
computing will grow to $95 billion and that 12% of the
worldwide software market will move to the cloud in that
period. To realize this tremendous potential, business
must address the privacy questions raised by this new
computing model (BNA, 2009) [13].

Yet, guaranteeing the security of corporate data in the
’cloud”’ is difficult, if not impossible, as they provide
different services like SaaS, PaaS, and laaS. Each service
has its own security issues (Kandukuri et al., 2009) [14].
Due to compliance and data privacy laws in various
countries, locality of data is of utmost importance in much
enterprise architecture (Softlayer, 2009) [15]. The
security policies may entitle some considerations wherein
some of the employees are not given access to certain
amount of data. These security policies must be adhered
by the cloud to avoid intrusion of data by unauthorized
users (Blaze et al., 1999; Kormann and Rubin, 2000;
Bowers et al., 2008) [16]. Data security is a significant
task, with a lot of complexity. Methods of data protection,
such as redaction, truncations, obfuscation, and others,
should be viewed with great concern [17]. Data
Loss/Leakage. Be it by deletion without a backup, by loss
of the encoding key or by unauthorized access, data is
always in danger of being lost or stolen [18]. In general,
cloud users are not aware of the exact location of the
datacenter and also they do not have any control over the
physical access mechanisms to that data. Most well-
known cloud service providers have datacenters around
the globe. Some service providers also take advantage of
their global datacenters. In cloud environment, data can
be assigned a cost by the users based on the criticality of
the data [19]. since a customer will not know where her
data will be stored, it is important that the Cloud provider
commit to storing and processing data in specific
jurisdictions and to obey local privacy requirements on
behalf of the customer; one needs to ensure that one
customer’s data is fully segregated from another
customer’s data; it is important that the Cloud provider
has an efficient replication and recovery mechanism to
restore data if a disaster occurs [20].

3. Problem Description:

Software as a service is mingled with Platform as
a Service and Infrastructure as a Service.

The above diagram shows the Software as a
Service providing process in simple style. The software as
a service users got their account by free or for trial period
or by payment mode. The mode of acquiring service may
be different but the users can access their account and
saved their confidential data into their account. In the

111|Page



International Journal of Modern Engineering Research (IJMER)

WWW.ijmer.com

above figure, two concerns provide services and store
their data in third parties. Who provides the 1aaS?

Users Saa$ Providers Taa$ Providers

Fig: 1 SaaS providers Current Model

Here that laaS person is unknown to the user.
What is third party? Third party means, the users doesn’t
know where their data are stored and from where they
access their stored data. The SaaS providers use many
third parties to store their data because in online storage
and accessing, the performance and security is important.
For that performance issues they used more laaS
providers. So if more than one person into the service
means, that company will name them as third party or
fourth party? The users think their data are safe in online
storage but the users don’t know the status of their data.
Because the data storage destination was not shown by
the SaaS providers to the users. And the SLA is not
satisfied the rules and regulations. Everything is fine now
but in future when something happens (i.e.) when SaaS or
laaS may bankrupt or vanish from the service providing
market, which time users may need their data back but
they lose their data in reality. This paper presents some
issues in Service Oriented Architecture with some
solution model.

The data may contain anything but it is important
to the users and its holders. The cloud computing handle
the data in safe method but the assurance of the data
quality and availability is very big question mark. The
users must have to know the place of the data where it is
saved and its details. Because at the time of downtime the
SAAS provider said the problem is from hardware vendor
part. But the actual problem may be in SAAS provider
part. For the data availability and data assurance the
“CLOUD DATA TAGG (CDT)” tool will help.
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4. Cloud Data Tagg:
4.1 What is Cloud Data Tagg?

Cloud Data Tagg is process of allocating the tagg
address to the data’s which is handled in Cloud
Computing areas. In reality the data’s stored in cloud
computing is strange to understand. Due to maintain the
consistency and avoid the non-availability of data, the
service providers store the data into multiple servers.
Each and every server is interconnected and the data’s
were synchronized for future assistance, according to the
country the provisional acts are differed from one to
another. The reason for the difference, there is no
common act which covers the whole word “Cloud
Computing”. The servers are installed in different places
or the service provider may give contract to the IAAS
service vendor that he has not servers in all over the
world. So many IAAS service vendors were placed
around the world to provide the full service. In this time
data’s were placed in many servers. The problem of non-
availability is considered and raised only at the time issue.
But at that time every thing will be exceed the limit of
recovery or it result in data loss. Just think if the SAAS
service provider or the 1AAS provider became bankrupt
means what happens to the data’s stored in the server? If
the clients know the places of data’s at the service time
itself means some problems will be solved from
beginning itself.

4.1.1 Cloud Data Tagg (CDT) concept will act as a
bridge between the user and the service both providers
(both IAAS & SAAS). This is like a rendering service for
the person who needs it. To basic service providers are
two types

e |AAS — Clients — Users
e |AAS — SAAS — Clients — Users

The above types are followed and being followed
in service providing part. The users will be the end users,
because he/she is person who is going to utilize it and
enjoy the full benefit of service. The CDT concept is
followed means non-transparency is eradicated in data
handling side. The IAAS and SAAS provider may accept
mean it is possible to reach the prescribed goal. Why it
need IAAS and SAAS support? The SAAS
provider provides the software level service and
the IAAS provider provides the hardware level

service and he is person who stored the data’s. If
the both person are accept the concept means it will
merged in their areas and start work.

So this tool will help the clients to track the data
and knows the status of it.

Fig: 2 Cloud Data Tagg Module
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4.2. CLOUD DATA TAGG (CDT) Modules:

= Data Tagg Allocator (DTA)
= Data Tagg LOCATOR (DTL)
= Data Tagg Tracker (DTT)

E Data Tagg Responser (DTR)

By using the above modules the clients can handle
their data’s easily.

4.2.1 DATA TAGG ALLOCATOR (DTA):

The DTA is one time process of allocating the serial
code to the main data. It means the data is used in some
specified software only so it sequential serial key is
prepared one time and allocated it to the specified
software (that is data accessing key). The user can select
the auto saving method by their choices, the auto changes
may done in following categories.

» Some specified data size reached means (Ex:

Every 10 MB data will stored)

» Some specified time limit reached means (Ex:
Every five mints data will stored)

» At the time of sign out or log out from the
software the data stored.

While in above conditions auto save will done and
each and every time of data saving it generate sequential
numbers and tagged it with the saved data’s and the tagg
number will be

CLOUDDATATAGG
[ [ [ A
T \J Y A
DT4 DIR DTT DIL

updated to the DTT. The DTA work is allocation of
sequential data to saved data’s and the sequential serial
code will upload to the general data tagg server for future
assistance. The each and every module access the
sequential serial code from the server and it upload the
details to the server. The details are saved and provide to
the clients at their demand. The DTA process is accessed
by SAAS provider only. The person who rendering
service may able to make everything into transparency
and also he can turn something into non-transparency, in
such case the SAAS provider’s SLA’s are in non-
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transparency method, due to some issues with IAAS
provider. After they enter into the path of Cloud Data
Tagg means the storage data’s issues will came into
transparency side.

At first time of allocating the space itself the
software’s also located in server. So that time itself the
database became ready to store the data. So the software
is already merged with the database. So for that database
we provide the first sequential special code it used to find
that database easily (code may contain 10 to 16 digits).
After that the sub sequential codes will be randomly
generated at the time of data saving and automatic data
saving time. Time of auto saving will be recommended by
the service provider and allocated by the user. (It may
change in future by user only). In sub sequential code it
tagg the data with date, day and time of saving will be
noted. The DTA is only allocated the Data Tagg code,
after that it will forward to the Data Tagg Database.

4.2.2 DATA TAGG LOCATOR (DTL):

The DTL is used to find the location of current
saving data details by using its sequential serial code. So
the user can know the location of data and also know the
back up places of the data easily in sitting front of the
computer. The DTL is connected with the Data Tagg
Database for acquire the code details, the connection and
method of accessing the code may very secure with the
help of sequential code. The DTL is the current data
locating module it is working in the CDT server by using
the distributed computing method.

4.2.3 DATA TAGG TRACKER (DTT):

The DTT is another one important module. The
DTT is simply known as history place of the specified
data. It means from the first time a data is saved means
the sequential serial number is added to this DTT module.
From that time onwards that saved sequential data comes
under tracking part. It simply surveillances the data and it
recorded the information into the sequential file. It
includes records of

»  First time saved details

» The sub-data which are related to this data
(includes the last saved data’s)

» The accessing history of the data
» The data back up details

» The last retrieval details of the data (it shows the
location of retrieval)

The data retrieval averages, counts and

maximum hit of specified data’s all are shown in this
module. The DTT is connected with the Data Tagg
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Database for acquire the code details, the connection and
method of accessing the code may very secure.

4.2.4 DATA TAGG RESPONDER (DTR):

DTR is created for the purpose of alert the
clients. The clients are not able to find out the downtime
and also the data unavailability. So the DTR sends some
alerts to the clients regarding the data server. The DTR is
the module which responds the user’s requirements. At
the time of D&SLA signing it ask the users to select the
set of services for the purpose of keep on touch with the
data. That user’s selected services will follow by the DTR
and sends to users automatically. The main concept of
DTR is response of the data while it is covers the limits or
not.

o Data Tagg Ranking

o Data Tagg High-availability
o Data Tagg Non-availability
o Data Tagg Alerts and so on.

The DTR is connected with the Data Tagg
Database for acquire the code details, the connection and
method of accessing the code may very secure.

4.3. Data Tagg Database (DTD):

The Data Tagg Database (DTD) is the place
where the sequential special code and sequential sub-code
details may store in this database. The DTD accessed by
the DTA for store the purpose of store sequential special
code and sequential sub-code. The DTD accessed by the
DTL for find out the location of the all required data’s.
The DTD accessed by the DTT for tracing the data’s
activities and this is the only module which keeps on
connection with the DTD for future assistance. The DTD
accessed by the DTR to respond the users selected
requests on data’s based service.

The DTD will be the centralized database which
contains the full details of CDT server based service with
distributed computing system.

4.5. Deployment & Service Level Agreement
(D&SLA):

The Cloud Data Tagg may provide D&SLA to
SAAS provider, why CDT need D&SLA means the
module is going to provide the information’s of stored
data’s as a service. The data’s may contains anything
which is related personnel, working area, or any other
important thing. The clients are liable for the data what
they stored. The CDT service is tracking the data from the
beginning to ending, so the permission is needed from
clients/users for track their data’s and SAAS provider
must give the permission to deploy this module into their
software. And also SAAS provider must get the
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permission form IAAS provider to surveillances their
storage data’s which related to the SAAS provider
privileges.

The Deployment Level covers and related to the
SAAS and IAAS provider. Without their knowledge and
support the module can’t work successfully. The servers
must show in the providing list with its transparency
(otherwise it will make as transparency). The module
deployment is made in SAAS and IAAS area. So, it
related to the service vendors or service providers. The
SLA is getting signed from the end-users of this service.
The end-users are the person who utilizes the service from
SAAS in the mode of software and the in-direct

service from IAAS in the mode of storage. But he
must comes under the SLA due to cross some issues for
permit the service provider to track the data’s and some
other data’s protected issues. The user’s must clear in one
thing, which is the service providers may use their data
for their use it may include any reason. But in this place
of CDT service, data is a data it contains anything which
is related to the users or not. That data will be tagged,
located, tracked, responded and the data stored details will
be stored in database and give that tagg details to users
without any fail and in right time.

4.6. CDT Service Model:

Saas Provider

Fig: 3 Cloud Data Tagg Service Model

The above diagram explains CDT service. When
the user request to create an account in SaaS provider then
SaaS provider send that request to DTA for verification
purpose. After that it sends the request to allocate the
space for that user and that space details send to the DTA.
Again DTA verifies the location of data storage and
security categories. Later it enters those details to the
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DTD. Now it sends the final statement to the SaaS
provider. After that only the user able to get the account
allocation information with the sequential code. When the
user requests to locate the data he/she sends the request to
the DTL, it provide that details to him. In the same way it
is followed in the DTT system. And DTR send the
automatic generated alerts regarding his/her accounts.

4.7. SEQUENTIAL DIAGRAM OF CDT SERVICE
MODEL.:

CLET/UEER ‘ ‘ SAAS PROVIDER ‘ |AAS PROVIDER COTSERVER

-
-

o el —
} DATASAVED TOSTORAGENITH 1 STORAGE IIFD AND BACKU

I [

|

|
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-
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| } (LEMsE

....................

+
Fig: 4 CDT service model in sequential diagram

5. Future Work:

We are going to simulate the paper and we are
attaching this model in all field based scenarios to verify
the performance and security level. After that it will
implemented in real world with high performance level
and along with high level security. Still some modules are
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under updating. Soon it will get updated and placed to
check the working performance.

6. Simulation Results:

Dl L A )

€l |
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(8w

T

Fig: 5 DTA Design

e S

Fig: 6 DTA Output
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7. Conclusion:

This paper provide a Service Oriented
Architecture based model, it will give importance to
security and performance, which is required by users of
the cloud computing. This model is basic one for the other
upcoming models of SOA, not only this model going too
verified in Market Oriented Architecture (MOA). Soon
this model will attach in SOA and MOA to verify it level
of service.
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Applied lacunary interpolation for solving Boundary value problems

Faraidun K. Hamasalh
University of Sulaimani-School of Science Education-Department of Mathematics-Kurdistan-Iraq

Abstract
Interpolation by various types of splines is the standard procedure in many applications. In this paper shall discuss the
function, two and fourth derivatives of spline interpolation as an alternative to polynomial spline interpolation at the all intervals.

The method is appropriate and solving of initial and boundary value problems, the results revealing that method is very effective
and accurate.

Keywords: Cauchy problem, Spline function, Initial and Boundary value problems, Taylor’s expansion.

1. Introduction.
We consider the following initial and boundary values problem:

y'() = f(xy(x),y'(x)), xe[0,1], y@ =y, ,y(@ =y,

Y/ = (6, Y(9,Y'(0)  x [0, 1], y(@) =y, ,y'(b) = ¥, W

With the help of lacunary spline functions of type (0, 2, 4) see Faraidun (2010) [2], by using that f € C"*([0,1]x R?),
N > 2and that it satisfies the Lipschitz continuous

Y — y;|} q=0,1,...,n-1 )

< Lﬂyl _y2|+

£ YY)~ F O, Y, Y5)

Also boundary value problems are satisfied, and for all X € [0,1] and for all real Y,, Y,, Y;, Y, . These conditions ensure the
existence of unique solution of the problem (1).

In [2] authors investigated the model (0, 2, 4) approximation by polynomial splines on box partitions in all intervals. The main
computational advantage of this technique is its simple applicability for solving boundary value problems. We develop a new
spline approximation method for solving the boundary value problems over the interval [a, b].

In section 2, we give a brief description of the method. The derivation of the difference schemes spline function has been
given in Section 3, and also, we have shown the second-order accuracy method and convergence analysis are studied. We have
solved two numerical examples to demonstrate the applicability of the methods in section 4. In the last section, the discussion
on the results is given in Section 5.

2. Construct of approximate values:

Let  w(h, y(”)=‘Ma}xh{]y“)(x)—y“)(x)‘} C r=01..6 And let Yy VSRR 2 LU AL

q=0,1, ....,6, be approximate to the exact values Y, ¥ : y{®, y@ y@  y@.q=01....6.
Now from these approximate values we construct a spline function S (X) wich interpolates to the set Y on the mesh A

@
and approximate the solution y(x) of equation (1) as [4, 5]. The set Y ! is defined as:
Yo =Yo» Y'o= Yo, y(()2+q) = f(q)(xo’ Yo ¥Y'o)where q=01..,r.

Xk+1 t

Vo =V +hy'+ [ [ £, yi(u), v (@)]dudt,

X Xy
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Vea=Ye + [ It ve(®, v (©]dt,

Xk

VD = (X Vi Vi) 4=0,2,4.,,k=0,1,2,..,m-1

and for X, < X< X,

r+2 (i)

Y (%) = }:(x xo'yk

r+1 g(i+1)

yi'(x) = 2:0< xolyk

and yﬁuw=Vqumyxmy?mwt

Xk

Using these approximate values ?(kq) (9=0,2,4., k=0,1, 2, ...

construct the lacunary spline function S +(X) of the type

the class of six degree splines S (X) as the following:

S_A (Xk) = yk
G =
v {s‘:q«xk) =50

Where g =2, 4andk =0,1, 2, .

S_o :3_/0 +(X—X0)V0 (x-

o) - = =y (X=X%) =
+aosy, +
Yo 03y o4

Let us examine now intervals [Xi ,Xii1],i=1,2,..., n-2., Defined S,(x) as:

_ _ v\ _» _ —v )4 _ _ _
S_i(X)Zyi+(X—Xi)ai,1+(X 2X') Y, +(x—xi)3ai,3+(x 2:') .+ (x=x) ais + (x—x,)ais
Here
a 5h73 ( )__(2—”_'_13 ) h +_( 4— (4))

03 = 3 - Y 18h Yo Yo 216 y1 Yo )

-3

_ I h
85 =h 5()’0‘3’1)"'?(3’ +2Y, )+h™*

and

-6 -4

_ h™  _  _
A6 =_(y1 _yo)_E

3
Also

5

_ 4. 5,5, =, h _ _
43 =—§h 1a-i,1 +§h Vi -V, )__h *(2y/, +13yi,)+_6(yi(fl) _4yi(4));

ai,5 = h_4§i+l,l - h_s(ym

h=> h-®
a = _?ai,l + ?(ym

Similarly for the last interval [X .,

a 1 EHH = 2h71(y|+1 y )+ (y|+l )

_ h
V) +— (y|+1+2y')

_ h _,
Vi) - (y|+l+2yi’)+

h=™ =
—@(43/1(4) +11¥5");

-5

h h=2
—"+2—n _ =" 7V (4) 8—(4) :
(Y7 +2Y5) 3 Vot 1080( A Yo ')

—3 (7-(“1’ -y

-3

Dy vyh);

i+1

_4

o +8y)

Xn_l] , we can define approximate values of S, (X) .
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y0 +(x Xy)° a05+(x X,)° aos

.,m) and ¥,, ¥, on the bases of [2, 3], we
0,2,4) (S,(X) = S, (X) if X, <X<X,,) and denote by S_nsl6

©)

..M, the existence and uniqueness of the above spline function have been shown in [2],

(4)

®)
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3. Convergence of a spline functions to a solution:
A key ingredient in the development of our estimates is the following theorem which gives a bound on the

size of a polynomial on a spline function S,(x) in terms of its values on a discrete subset which is
scattered in the values of y, (k =0,1,2,....,m) of a problem (1).

Theorem 1: Let y{* (q=0,2, 4,k =0,1,2..,m) be the approximate values defined above. Then the
following estimates of spline function S, (x) are valid:
() |S& ()-S5 (%) <Cl, h*? w,(h);for g=0,1....6, k=0,1,...,m—2

where C denote the difference constants dependent of h.

_ N .
(ii) ‘yﬁq)(x)—sk(q)(x)‘SHQZQ“(hj +hJHDJ pr);for q=0,1,.....6, where y(x)is a solution of problem
=0

(1) and D, denote the difference constants dependent of h.

Proof: (i) From theorem 1 of [1] and equation (3), we have

So(X) = So(¥) =(X—%,)* (@5 — g5) + (X—%)° (Bg5 —Fps) + (X—X5)° (8g ¢ —Bg5) (6)
Where
s =B = 5 (= 1)~ o Y- V45D - 5]
0,3 0,3 3h3 1 1 9h 1 1
implies that
\aoyg—aoygk (C +24C, +72C,) w,(h) = 16| wg (h)
where I, =C, +24 C,+72C, and C, ,C, andC, are constants dependent of h.
Similarly
1 v 7" @ _g®
‘ao,s aos‘ h5‘y _yl‘ 6h3 yl -V 90h‘y -V ‘

1
< %(C4 +15C, +90C,)w, (h) = %0 I, (h)
where I, =C, +15C, +90C, and C, , C, and C, are constants dependent of h.

and
‘ao,e aos‘ 3h6‘y _yl‘ 18h4 y1 _yl” 1080h2‘y(4) yl(A)‘
1
<——(7C, +60C, +360C,)w.(h) =——1,m.(h
1080( 7 g o) (h) 1080 3 s (M)

where 1, =7C, +60C,; +360C, and C, , C; and C, are constants dependent of h.
And hence

Sy (%) = Sy () <@ 5 — 8y |+ h¥[ag s — aos| + h°[ag s — |
<1 wg(h)

Where | =1, + 1, + 1,, dependent of h.

By taking the first derivative of equation (5), we have
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- 2 _ 5h,, _
8500 = Se (9| < Iy, = Wil + |yl - il - 360\y“‘> 7|

<3—(C +300C, +720C,) w, (h) = 6130 I, o0, ()
and by successive differentiations obtain
1862 () = S5 (x)| <1, h* @, (h); for q=0,1...... 6.
This proves (i) for k=0 and x €[X,, X,]. Further more in the interval [x, ;, X,]
S, () =S, (x)=(x- X )@y =8 1) + (X=X )7 (@5 =8 g) + (X=%,)° (@ 5 —&y5)"

+(x- Xk)e(ak,s —84)

From [2, 6], it's clear that, to show

~ 2 _. h -
A1~ = h_z(yl - yl) + E(y y1,) + [y(4) y1(4)]
implies that
= <—(2c +6C +C.) o, (h) _%| o, (h) ;
where 1, and C,,C, and C; be a constants dependent of h.
Similarly

S
3 £y 2 (2) 4) _g®
‘ak,3 - ak,3‘ < %‘ak,l - ak,l‘ |Yk+1 yk+l| ‘yk+l Y| T ‘qu ~ Yka

3h® 9h? 216
< %(360@: +360C, +24C, +C,) w,(h) = ﬁ I, ws(h)
where 1, and C,,C,, C, and C, be a constants dependent of h.
And also
‘ak’S —ﬁkls‘ <1 ws(h); ‘am —aklﬁ‘ <1, w,(h), where 1, and I, are dependent of h.
and by taking the successive differentiation, we obtain
‘Slﬁq)(x) —§k(q)(x)‘ <1, h*% @ (h);for q=0,1,.....6. Which is prove (i) for k=0, 1...m-2.
We can repeat the same manner in above for k =m-1.

Proof of theorem 1 (ii):
YO 00-52 00 <c{ly? 00 -sP ), +[s(9-5 ) )
From theorem 2 [4], and after some derivations the following estimates are valid

_ -1
Hy(“)(x)—SA(“)(x)HLw <C,h*“w,(h) ,where h=0Acand w,(f;h), <CY 67 (h, +h’
j=0

()

Using equation (7) and estimate in (i), we have
Y@ (%)= S ()| <Cyh* ey (h) + 1,h* e, (f ;)

g-1 ) _ .
= (Cy +1)h* o, (f;h)= H h* oy (f;h) <H, > 07 (h; +h’|D’ pr)
j=0

Which is proves (ii).
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Theorem 2: If the function f in Cauchy's problem (1) satisfies conditions (2) and (3), then the following inequalities
are hold:

‘S_g’(x)— f[x,S, (X),S, (x)]HLp <l, , ws(h) where I, is constants dependent of h and x [x,, X,].

Xe [Xm—l’ Xm] .
Proof: Using condition (1), (2) and (3), we have
[D(f (%) - y(x))HLp < C,o,(f ;b-a) and Hqu(x)HLp <C, w,(f;1)

A

A

S/(x) - f[x,S, (x),S, (x)]”Lp <l , wg(h) where 1, ,is constants dependent of h and x e[, , X, ],

S_,{;fl(x)—f[x,S_mfl(x),S_,;fl(x)]HLpslr’;flyzc%(h) where 1., ,is constants dependent of h and

bythe Taylorexpanssionof y aboutzero,then

IDI(y(x) - S, (0) < T\D‘H(y -S)Wdu gD (y-S,)|,

< 25HDq yHLp <Cym,(f;1)

[D(S, (%) - f(x))HLp <|D(s, - y)HLp +|poy- fHLp <15 ,,(f;1) ;where q=2.

Similarly for each the intervals can be proving it.
4. Numerical results:

In this section, the method discussed in section 2 and 3 were tested on two problems, and the absolute
errors in the analytical solution were calculated. Our results confirm the theoretical analysis of the methods
with the initial and boundary value problems. For different starting points observed same convergence
point with or less iterations, see [7].

Problem (1): we consider that the second order boundary value problem y”+y=0where xe[0,1] and
y(0)=1 y'(0)=1.
Problem (2): Let y” —y"=2cos(x) wherey(0)=3,y'(0)=2,y'() =2.

It turns out that the six degree spline which presented in this paper, yield approximate solution that is
O(h®) as stated in Theorem 1. The results are shown in the Table 1 and Table 2 for different step sizes h.

Table 1 Absolute maximum error for the derivatives S (X) .

=y, | 5" =y" ), | 900 -y, | 5@ 00-y@ ),
0.1 67.67x107%° 26.06x107" 73x107 11.33x107?
001 | 64.71x107" 22.41x10™" 72.05x10°° 11.1x10°°
0.001| 44.04x10™ 22.2x1077 26.64x10° 53.2x10°
Table 2 Absolute maximum error for the derivatives S (X) .
0=y, | 70 =y ", [ [s© -y, | @ -yO ).
0.1 69x10°® 25.32x107° 50.33x107° 82.005x10*
001 | 7262x107% 25.38x10°® 53.4x10°° 87.01x10™*
0.001 | 66.61x107" 22.2x107% 5x107° 79%x107
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5. Conclusion:

An efficient and accurate numerical scheme based on the Interpolation method proposed for solving initial and boundary
value problems. The Lacunary interpolation method was employed to reduce the problem to the solution of differential
equations. Illustrative examples are presented in Table 1 and 2, were given to demonstrate the validity and applicability of the
method with the less errors bounded.
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Abstract

High Bandwidth Operational Amplifiers are needed for
many applications. The Design methodology with current
buffer overcomes the drawbacks in design strategies of
nulling resistor and voltage buffer. The approach here
provides improved gain bandwidth product and a gain of 42
dB on 0.5um technology when operated on a supply voltage
of 2.5 volts.

Keywords—CMOS analog integrated circuits, Current Buffer,
Common Source Stage, Compensation Capacitor, Op-Amp.

Introduction
Operational amplifiers are amplifiers (controlled sources) that
have sufficiently high forward gain so that when negative
feedback is applied, the closed-loop transfer function is
practically independent of the gain of the op-amp. Most of the
amplifiers do not have a large enough gain. Consequently, most
CMOS op-amps use two or more gain stages [1]-[3].
The goal of compensation is to maintain stability when
negative feedback is applied around the op-amp.

1. Op-AMP GAIN
Figure below shows block diagram of a two stage op-amp.
[ Cg,
Il
e D Pl

[ S

Differential Second Ohurtput

Input Stage Gain Stage Buffer

Fig 1 A Two stage Op-amp block Diagram.

First stage differential-to-single ended gain is given by

Av1=9m1(rds2 I rdsa) )
where
Second stage gain is given by

Av2=-9m7(rdse ll Tds7) @
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Third stage is a source-follower and is only included if resistive
loads need to be driven. If the load is purely capacitive in the
case of integrated op-amps this stage is seldom included

Hme
3
Gp * Gmet Fhze T Fdss @)

Az =

Where G_ is the load conductance being driven by the buffer

stage.
o, Q Q Voo O
4 i i
—
=k
— — e —

Difererifal-inget CommonrSoure it

Fimt Stags Second Stage

Fig 2 A Two stage Op-amp with second common source stage.

Il. COMPENSATION PROCEDURE
Compensation procedure followed is:
a) Start by choosing C.=5pF arbitrarily.

b) Using SPICE find the frequency where there is a 125°
phase shift. Let the gain at this frequency be denoted
A'. Also let the frequency be denoted o This is the

frequency that we would like to become the unity-gain
frequency of the loop gain[3].

c) Choose a new C. so that o, becomes the unity-gain
Frequency of the loop-gain, thus resulting in a 55° phase-
margin (and the reason for the choice of 125° used
above).This can be achieved by taking C. according to
the equation.

Cc =Cc A (4)
It might be necessary to iterate on C. a couple of times using
SPICE.

d) Choose R¢ according to
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Ro= 3o (5)

This choice will increase the unity-gain frequency by about
20%, leaving the zero near to the final resulting unity-gain
frequency, which will end up about 15% below the equivalent
second pole frequency. The resulting phase margin is
approximately —85¢. This allows a margin of 5° to account for
processing variations without the poles of the closed-loop
response becoming real. This choice is also near optimum lead-
compensation for almost any Opamp when a resistor is placed in
series with the compensation capacitor. It might be necessary to
iterate on a couple of times to optimize the phase-margin.
However, it should be checked that the gain continues to
steadily decrease at frequencies above the new unity-gain
frequency, otherwise the transient response can be poor.

This situation sometimes occurs when unexpected zeros at

frequencies only slightly greater than are present[1]-[3].

e) If after d), the phase-margin is not adequate, then increase C¢
while leaving R¢ constant. This will move both o, and the lead-
zero to lower frequencies, while keeping their ratio
approximately constant, thus minimizing the effects of higher
frequency poles and zeros which, hopefully, do not also move to
lower frequencies.

In most cases, the higher-frequency poles and zeros (except for
the lead zero) will not move to significantly-lower frequencies
when increasing.

Voo

S el T

MbB:_I-II—IDAM ‘.,_II: Ml M2 :II—I:MhE_IIllEAQ_L“__—E v
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Fig. 3 Opamp with robust bias circuit
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TABLE I
Robust Bias OpAmp Design Procedure [4]
c._ ek [ SR
Step | | MY i
Step 2 In7=SR(Cc+Cy)
Vnul+
Step 3 Lg= M
2w,C; tan ¢y,
28R(C. +C,)
Step 4 We=—"—F5Ls
ﬂpcox(VHR )
Step 5 Ips=C-SR
2
@, C
W/L) ,=—*"—t—
Step 6 ( )1 2 2,CoxSR
28RC,
/L) o= c
step 7 o #nCOX(V];i;{- _Vm_SR/wu)z
Ce+C,
Step 8 (wu).,:[%}(wm)ig
WiL)
w/L) =(—6(W/L)
Step 9 3.4 207 L)7 5,8
2 2 ;
Step 10 (tan gy ,C;.) [CC 3 Wo LQC()XJ
y—
be 24,y (Wy ! Ly)
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TABLE Il

Design Parameters For Robust Bias Op Amp

(WD), Jum/lpym

(W/L)34 1.8um/lum

(W/LD)sg 1.6pmv/pum

(W/L)g 38.6um/Lum

(WIL), 17um/lum

(WIL), 27um/lum

(W/L)ps 16pm/lum

4

(WL 6.4um/lum

(WL 131/1um

b7

(W/L)g 27um/um

(W/LD)s. 74um/lum

b10

Ry 32K

Ce 0.5pF
TABLE Il

Simulation Results

Opamp with Common Source | Opamp  with

Stage

Buffer

Current

GAIN in db

62

42
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1. CONCLUSIONS
Compared to the procedure based upon the nullifying resistor
compensation the value of C of the proposed procedure [4]
can be made much smaller. The wider range of the allowable
value of C provides a higher flexibility for noise-power
tradeoff.
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ABSTRACT

Launch tube is widely used in defense sector to launch the missiles as well as to carry the missiles from one place to
another. Use of fiber reinforced plastics reduces the weight of product with out any reduction in the load carrying capacity and
stiffness. Because of their the material’s high elastic strain energy storage capacity and high strength-to-weight ratio compared
with those of steel, fiber reinforced plastics are considered as a materials for construction of launch tubes. Fiber reinforced
plastic tubes made of unidirectional carbon fibers embedded in epoxy resin are 65 to70 percent lighter than equivalent steel
tubes. Fiber reinforced plastics also exhibit excellent fatigue resistance and durability.

Graphite epoxy composites are widely used in manufacturing launch tubes. Since tubes made of graphite epoxy are
often failed at extreme load conditions, there is a continues search for an alternative. In this paper a launch tube is modeled and
analyzed for both glass epoxy composites and graphite epoxy composites. The results are tabulated for different orientations of
fibers. Both thermal and coupled analyses are carried out. And vonmises stresses are analyzed. Finally it is found that glass
epoxy materials possess better properties than graphite epoxy materials and suits well for manufacturing launch tubes.

Key words: Modelling, Analysis, Design, Fiber Reinforced Plastic, Launch Tube

1.0 INTRODUCTION

General purpose of launch tube is to launch the missiles, more over to carry the missiles from one place to another place
which are used in defense applications The launch tube contain lugs, the launch lugs are small tubes (Straws), which are attached
to the body tube. The launch rail is inserted through these tubes to provide stability to the rocket during launch.

Launch tube is not secured enough inside the launcher, it is pulled out of the launcher and falls back during launching,
and the inner part of the launch tube will experience high plume static pressure and plume temperature. Missiles launch from a
floating platform. This includes tests of the buoyancy of the launch platform, ease of set-up and use, rate of wind drift, ease of
loading missiles into launch tube and erecting on the float gantry, Test of ignition circuits in a wet environment, launch control
procedure, and the ability to track and recover missiles. Filament wound launch tubes are just another form of rocket motor
cases, with both ends open. Launch tubes employ the same reinforcement materials, design principles, and manufacturing
methods.

Launch tubes operate on the same principle as ancient blowgun. A Projectile is inserted into the tube, a gas (air or other)
is forced into one end of the tube and the projectile shoots out from the other end.

A General definition of a composite is a synergistic combination of two or more materials, more specifically; the
composites referred to here comprise high strength reinforcement in fibrous form, incorporated into and bonded together by
matrix, usually a thermosetting polymer. The term fiber reinforced plastics (FRP) is widely used to describe such materials with
glass-reinforced plastic (GRP) when the reinforcement is glass fiber. Glass reinforced epoxy (GRE) is used when, as in the case
of much composite pipe work, epoxy resin in the matrix.

The use of composite material in the aerospace, rail, marine and civil engineering applications is rapidly increasing.
The materials cost economics low weight, high strength and high stiffness, combined with their durability, Means that these
materials provide an effective means of achieving design requirements that are driven by consideration weight, Longevity and
through life.

1.1 FEA ANALYSIS OF LAUNCH TUBE

Structural analysis is probably the most common application of the finite element method. The term structural
(or structure) implies not only civil engineering structures such as bridges and buildings, but also naval, aeronautical, and
mechanical structures such as ship hulls, aircraft bodies, and machine housings, as well as mechanical components such as
pistons, machine parts, and tools.
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The seven types of structural analyses available in the ANSYS family of products are explained below. The primary
unknowns (nodal degrees of freedom) calculated in a structural analysis are displacements. Other quantities, such as strains,
stresses, and reaction forces, are then derived from the nodal displacements.

Structural analyses are available in the ANSYS Multiphysics, ANSYS Mechanical, ANSYS Structural, and ANSYS
Professional programs only.

You can perform the following types of structural analyses. Each of these analysis types is discussed in detail in this
manual.

Static Analysis--Used to determine displacements, stresses, etc. under static loading conditions. Both linear and
nonlinear static analyses. Nonlinearities can include plasticity, stress stiffening, large deflection, large strain, hyper elasticity,
contact surfaces, and creep.

Modal Analysis--Used to calculate the natural frequencies and mode shapes of a structure. Different mode
extraction methods are available.

Harmonic Analysis--Used to determine the response of a structure to harmonically time-varying loads.

Transient Dynamic Analysis--Used to determine the response of a structure to arbitrarily time-varying loads. All
nonlinearities mentioned under Static Analysis above are allowed.

Spectrum Analysis--An extension of the modal analysis, used to calculate stresses and strains due to a response
spectrum or a PSD input (random vibrations).

Buckling Analysis--Used to calculate the buckling loads and determine the buckling mode shape. Both linear
(eigenvalue) buckling and nonlinear buckling analyses are possible.

Explicit Dynamic Analysis--This type of structural analysis is only available in the ANSYS LS-DYNA program. ANSYS
LS-DYNA provides an interface to the LS-DYNA explicit finite element program. Explicit dynamic analysis is used to calculate
fast solutions for large deformation dynamics and complex contact problems

2.0 MODELING OF LAUNCH TUBE
The modeling of the launch tube was done in CATIA software. This model was transferred to ANSYS software through
IGES file format.

Fig 1: Modeling of the launch tube in CATIA Fig 2: Modeling of the launch tube in ANSYS

2.1 Material Properties

2.1.1 Physical properties of E Glass fiber

Physical property Metric Comment
Density 2.54 - 2.6 g/cc | Independent of length& size of tube
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2.1.2 Mechanical properties of E Glass fiber

At 23°C (73°F); Virgin strength. 50-75%
variation in finished product; 5310 MPa at -
190°C (-310°F); 2620 MPa at 370°C (700°F);
1725 MPa at 540°C (1000°F)

Modulus of Elasticity 72.4 GPa at 23°C (73°F); 72.3 GPa at 540°C (1000°F)

Tensile Strength,

Ultimate 3448 MPa

Poisson's Ratio 0.25 Independent

Shear Modulus 30 GPa Calculated

2.1.3 Thermal properties of E Glass fiber

Physical property Metric English Comment

CTE, linear 20°C 5 um/m-°C 2.78 pin/in-°F

CTE, linear 250°C | 5.4 um/m-°C 3 pin/in-°F from 3}%2%55;)) C (20

at 23°C (73°F); 1.03 J/g-
Heat Capacity 0.81 J/g-°C 0.194 BTU/Ib-°F °C (0.247 Btu/Ibf-°F) at
0°C (390°F)

Thermal 1.3 W/m-K 9.02 BTU-in/hr-

Conductivity ft2-°F

Melting Point Max 1725 °C | Max 3140 °F

2.1.4 Mechanical properties of graphite fiber

Modulus of elasticity 207 Gpa
Tensile strength 1035 Mpa
Poisson’s Ratio .25

Shear modulus 2.6 Gpa

2.2 Viewing the results in general post processor.
Failure stresses i.e. vonmises stresses have been seen in general post processor by using contour plot option. In this

option again by selecting nodal solution option vonmises stresses have been observed. The stress plot of the launch tube, which
is having 6mm thickness and having 45° layer orientation angles. Is shown as below.
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Load applied
Radial pressure = 0.33 MPa
Axial pressure = 2.84625 MPa

WODAL S0nUTION

Fig3: Maximum stress plot at mounting lug for 6mm thickness Launch tube having 45° orientation angle of graphite fiber

Fig 4: The stresses obtained in theses cases are out of safe limits, so further analysis is done for glass epoxy composite material

NODAL SOLUTION

NODAL SOLUTION

%layer orientation angle
Fig 6 Maximum stress plot at mounting lug for 3mm thickness launch tube having 45°layer orientation angle

Table showing different values of vonmises stresses for different layer orientation angles.

Layer Layer Layer Layer
Thickness Thickness Thickness Thickness
6 mm 5mm 4mm 3mm

Layer Orientation Angle 15° | 26.594 Mpa | 27.415 Mpa 32.024 Mpa 41.025 Mpa
Layer Orientation Angle 30° 26.421 Mpa | 28.174 Mpa 31.246 Mpa 40.348 Mpa
Layer Orientation Angle 45° 25.695 Mpa | 27.105 Mpa 31.371 Mpa 39.669 Mpa
Layer Orientation Angle 60° | 26.097 Mpa | 27.184 Mpa 32.338 Mpa 40.554 Mpa
Layer Orientation Angle 75° | 25.998Mpa 27.286Mpa 32.018Mpa 40.024Mpa
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By observing the above values in the table low stress values were obtained for 45° layer orientation angle for 6mm,
5mm, and 3mm thickness launch tubes. But where as for 4mm thickness launch tube low stress value was obtained for 30° layer
orientation angle. So 45° layer orientation angle is the preferable angle in manufacturing of the launch tubes.
So maximum of 39.669 MPa have been obtained for 3mm thickness launch tube, which is having 45° layer orientation
angle. By manufacturing the launch tube with 3mm thickness launch tube and with 45° layer orientation angle 38% reduction in
both weight and cost have been obtained

3.0 RESULTS AND DISCUSSIONS
3.1 Thermal Analysis
Now thermal analysis has been done in order to find out the thermal stresses. Maximum of 85°C was applied on the
inner surface of the launch tube. Figures regarding thermal analysis are shown below. Maximim of 3.508 MPa has been found
out which is with in the allowable limit only.

Fig 8: clear representation of thermal stress
at side edges of launch tube

Fig 7: Thermal stress plot of launch tube

3.2 Coupled Field Analysis

Analysis where in the results of one analysis form as input for the other analysis is referred to as coupled field analysis.
Due to the complex nature of the physical processes being modeled, it not unusual to conduct coupled analyses as part of a
design program. Fluid-structural, fluid-thermal and fluid-acoustic analyses are most common types. Thermal-Structural is the
most commonly performed analysis.

Some of the CAE software has the ability to perform the coupled field analysis automatically where as some do not
have that capability. However in both cases the Engineer can run one simulation, obtain out put results and apply them as inputs
for the other analysis.

The results of thermal analysis were given as input in the coupled field analysis. That is nothing but applying both
pressure and temperatures simultaneously. Failure stresses in X, Y and Z directions were found out as 18.516MPa, 2.965MPa
and 6.041MPa respectively. Figures of failure stress plots in coupled field analysis are

Fig 9: stress plot in coupled field analysis in X direction Fig 10: stress plot in y direction in coupled field analysis
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Fig 9.4 stress plot in coupled field analysis in Z direction Fig 9.5 vonmises stress plot in coupled field analysis

So obtained maximum vonmises stress is 37 MPa in the coupled field analysis. The design stress limit is 72.426 MPa
for the given pressure and temperature .so the design of launch tube which is having 3 mm thickness is the safest design, because
the obtained stress value is with in the allowable limit only.

4.0 CONCLUSIONS
(i) Structural Analysis

By observing the values from the results table, low stress values were obtained for 45° layer orientation angle for 6mm,
5mm, and 3mm thickness launch tubes. But where as for 4mm thickness launch tube low stress value was obtained for 30° layer
orientation angle. So 45° layer orientation angle is the preferable angle in manufacturing of the launch tubes.

So maximum of 39.669 MPa have been obtained for 3mm thickness launch tube, which is having 45° layer orientation
angle. But the allowable design stress limit is 72.426MPa.s the obtained stress value is with in the allowable limit only. So
manufacturing of the launch tube can be done with minimum amount of material, which leads to low weight and low cost. And
more over 38% reductions in weight and cost have been obtained.

(i) Thermal Analysis

For FRP materials temperature limits for most common applications are 320% and for some applications it is up to
340%. And for some special cases it is up to 400°k.in this project applied temperature is 358°k.The design stress limit for the
given temperature is 72.426 MPa, the maximum stress obtained in this thermal analysis is 3.509 Mpa, which is with in the
allowable limit only.

(iii) Coupled Field Analysis

For combined temperature and pressure loads the maximum vonmises stress obtained in coupled field analysis = 37
MPa .and the design stress limit is 72.426 MPa for the given pressure and temperature the obtained stress value is with in the
allowable stress limit only.

In the above three analyses the obtained stresses are with in the allowable stress limits only. Developed design of
launch tube which is having 3 mm thickness in this project can be with stand for the application of combined pressure and
temperature loads and more over it can be manufacturability also.
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Abstract

Supplemental damping through passive energy dissipation
(PED) devices is often used for enhancing the seismic
performance of a seismically deficient structure to reduce
the seismic response under earthquake loading. Such PED
devices are normally incorporated within the frame
structure between adjacent floors through different
bracing schemes like diagonal and chevron, so that they
efficiently enhance the overall energy dissipation ability of
the seismically deficient frame structure in the loading
direction. These PED devices function based on the large
and stable energy dissipation obtained using energy
dissipation mechanisms like visco-elastic and elasto-plastic.
This paper presents a methodology based on the direct
displacement based design (DBD) for designing PED
devices for providing supplemental damping to enhance
the energy dissipation ability of multi-storey frames
subjected to earthquake loading.

Keywords - Seismic performance enhancement, seismic
retrofitting, displacement based design, supplemental
damping, passive energy dissipation device

1. INTRODUCTION

Recent damaging earthquakes provided powerful reminders of
how vulnerable we all are to the forces of nature. Even in an
advanced industrial nation, our built environment is still quite
susceptible to natural disasters. Consequently, one of the
principal current challenges in structural engineering concerns
the development of innovative design concepts to better
protect structures, along with their occupants and contents,
from the damaging effects of destructive environmental forces
due to earthquakes. The traditional approach to seismic design
has been based on providing a combination of strength and
ductility to resist the imposed loads. For major earthquakes,
the structural design engineer relies upon the inherent ductility
of structure to prevent catastrophic failure, while accepting a
certain level of damage. In this traditional seismic design,
acceptable performance of a structure during an earthquake is

WWW.ijmer.com

based on the lateral force resisting framed system being able
to absorb and dissipate energy in a stable manner for a large
number of cycles. Energy dissipation occurs in specially
detailed ductile plastic hinge regions of beams and column
bases which also form part of the gravity load carrying system.
Plastic hinges are regions of concentrated damage to the
gravity frame which often is irreparable. Nevertheless, this
design approach is acceptable because of economic
considerations provided, of course, that structural collapse is
prevented and life safety is ensured. Sometimes, situations
exist in which this traditional seismic design approach is not
applicable. When a structure must remain functional after an
earthquake, as the case of lifeline structures, the conventional
seismic design approach is inappropriate. For such cases, the
structure may be designed with sufficient strength so that
inelastic action is either prevented or is minimal; an approach
that is very costly. Moreover, in such structures, special
precautions need to be taken in safeguarding against damage
or failure of important secondary systems which are needed
for continuing serviceability. But this draw back can be
mitigated, and perhaps eliminated, if the earthquake-induced
energy is dissipated in supplemental damping devices placed
in parallel with the gravity load resisting system. The new
approach for improving seismic performance and damage
control is that of passive energy dissipation (PED) systems.
This strategy is attractive for two primary reasons:

1. Damage due to the gravity load resisting system is
substantially reduced, leading to major reduction in post
earthquake repair costs.

2. Earthquake damaged PED devices can be easily replaced
without the need to shore the gravity framing.

Alternate seismic performance enhancement strategies [1]
have been developed which incorporate earthquake protective
systems in the structure. In these systems, mechanical devices
are incorporated into the frame of the structure to dissipate
energy throughout the height of the structure. The means by
which energy is dissipated is either yielding of mild steel,
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sliding friction, motion of a piston or a plate within a viscous
fluid, orifice action of fluid or visco-elastic action in
polymeric materials. In addition to increasing the energy
dissipation capacity per unit drift of a structure, some energy
dissipation systems also increase the strength and stiffness.
Such systems include the following types of energy
dissipation mechanisms: yielding, extrusion, friction, viscous
and visco-elastic action.

2. MECHANISM OF SUPPLEMENTAL DAMPING
Fig. 1(a) and Fig. 1(b) show the pushover curves of a linearly
elastic frame and yielding frame which is essentially a plot of
base shear vs. top floor displacement.  Similarly, the
corresponding force displacement hysteretic loops depict
linear behavior and limited ability to absorb energy.

Consider the case when energy-dissipating devices
are added to the frame, it is assumed that the connection
details of the devices are such that neither inelastic action nor
damage occurs in the frame at the points of attachment during
seismic excitation. It is also assumed that the design of the
energy dissipation system is such that it functions properly and
dissipates energy throughout the height of the frame. The
ability of the frame to dissipate energy is substantially
increased as demonstrated in the force-displacement hysteretic
loops of the frame. Accordingly, the frame undergoes
considerably reduced amplitude of vibration in comparison to
the frame without the energy dissipation system under the
same earthquake motion. While the energy dissipation system
can achieve a considerable reduction in the displacement
response, it can also achieve a reduction in the total force
exerted on the structure. In general, reduction in force will not
be as much as reduction in displacement which is due to the
increased strength or increased stiffness provided by the
energy dissipation system. Comparable reductions in
displacement and force can be achieved with systems that do
not increase the strength or stiffness of the structure to which
they are attached.

3. MODELING OF PED DEVICES

For analysis of structures with PED devices, various
mathematical modeling techniques have been developed.
Various models with increased complexity are reviewed in
Reinhorn et al., (1995) [2] for PED devices of viscous type.
Constantinou and Symans (1993) [3] showed that the Maxwell
model is adequate to capture the frequency dependence of the
viscous PED device. It is also shown that, below a cut off
frequency of approximately 4 Hz, the model can be further
simplified into a purely viscous dashpot model. It is stated in
FEMA-273 [4] and FEMA-274 [5] that the damping force of a
viscous PED device can be modeled to be proportional to the
velocity with a constant exponent ranging between 0.2 and
2.0. In preliminary analysis and design stages, the velocity
exponent of 1.0 is recommended for simplicity. In this study,
based on those references, the behavior of viscous PED device
is modeled by a linear dashpot.
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A typical visco-elastic PED device consists of thin
layers of visco-elastic material bonded between steel plates.
In practice, the dynamic behavior of visco-elastic PED device
is generally represented by a spring and a dashpot connected
in parallel [6]. For the linear spring-dashpot representation of
the visco-elastic PED device, the stiffness Ky and the damping
coefficient C4 are obtained as follows:

K, = G '(:))A
" @
G"(w)A
C,=—""
ot

Where, G’ (w) and G” (w) are the storage shear modulus and
loss shear modulus respectively; A and t are total shear area
and the thickness of the material respectively; and @ is forcing
frequency for which the fundamental natural frequency of the
structure is generally utilized in time domain analysis. With
this spring-damper idealization, the dynamic system matrices
of the structure with added visco-elastic PED devices can be
constructed by superposing the damper properties to the
stiffness and damping matrices of the structure. Fig. 2
represents the mathematical models of viscous and visco-
elastic PED devices employed in this study.

Ca F. u(t)

Fig. 2(a) Mathematical model representing viscous PED

device
K, }_. u(t)
. E, ()
]
Cq
Fig. 2(b) Mathematical model representing visco-elastic PED
device

4. PERFORMANCE EVALUATION USING
DISPLACEMENT SPECTRUM AND CAPACITY
CURVE
The direct displacement based design (DBD), which focuses
on displacement as the key design parameter, is considered to
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be an effective method for implementing performance based
seismic design utilizing deformation capacity and ductile
detailing standards. In the present study, the general
procedure of the DBD documented in the SEAOC Blue Book
[7] is applied in reverse order for evaluation of seismic
performance of an existing structure. In principle, the
proposed analysis procedures are similar to the capacity
spectrum method [5],[8],[9] in that performance point is
determined as a location where the displacements demand of
the earthquake becomes equal to the plastic deformation
capacity of the structure. The difference is on the use of
displacement spectrum instead of the so called acceleration
displacement response spectrum (ADRS). Therefore, the extra
work required for transforming the capacity and demand
curves to ADRS format can be avoided. Although this may
not be a significant improvement, it has the advantage of
maintaining consistence with the proposed design procedure
for supplemental dampers. Two nonlinear static analysis
procedures, the step by step and the graphical procedure,
which correspond to the nonlinear static procedures A and B
of ATC-40 [8] respectively, are proposed for seismic
performance evaluation of structures (without PED devices).
The two procedures are summarized as in the following sub-
sections:

Fig. 3 Bilinear representation of a capacity (pushover) curve

4.1 Step by step procedure
Obtain base shear versus roof storey displacement
capacity curve for the frame structure from pushover
analysis.

2. Approximate the capacity curve by bilinear lines based on
equal energy concept (area A; = area A,), and determine
the quantities such as effective elastic stiffness K, elastic
natural period Te, base shear at vyield V,, yield
displacement 4, and post-yield stiffness ratio a (Fig.3).
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Transform the roof storey displacement coordinate into
pseudo-displacement coordinate Sy using the following
relation:

— AR
T @)

Sq

Where, 4 is the roof displacement and I" and ¢ is the

modal participation factor and the roof storey component
of the fundamental mode respectively. This process
corresponds to the transformation of the structure into an
equivalent single degree of freedom (SDOF) structure.

Assume the first trial value for the maximum
displacement Sy, of the equivalent structure, and
determine the ductility factor 4 = Syn/Sqy. The equivalent
damping ratio &g can be obtained as:

2(u-1i-a)
T+ oau—a) ®)

Se

Then, the effective damping for the structure can be
obtained as the sum of the equivalent damping and the
inherent damping of the structure:

éeff = éeq + §i 4

Where, & is the inherent damping for which 5% of
critical damping is generally utilized. Also, the effective
period T corresponding to the maximum displacement
can be obtained as:

Teff = Te A (5)
\I l+ou—«a

Where, T, is the fundamental period of the structure.
Construct the displacement response spectrum for design
earthquake using the effective damping obtained in the
previous step, and read from the spectrum the next trial
value for the maximum displacement Sy, corresponding
to the effective period Tes.

Repeat the process from step 4 using the maximum
displacement computed in the above step. Once the
maximum displacement Sy, converges, then convert it
into the maximum roof displacement using equation 2.
Carry out pushover analysis until the roof displacement
reaches the maximum value computed above to estimate
the maximum inter-storey drifts.
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4.2 Graphical procedure

1. Steps 1 & 2: The same as those of the step by step
procedure.

2. Step 3: Draw displacement response spectra with various
damping ratios.

3. Step 4: For a series of ductility ratios, obtain maximum
displacements (Sgm = u . Sgy), effective periods Te (1)
[Eq.5] and effective damping ratios (&) [equations.3
and 4].

4. Step 5: Find out the point at which the effective damping
ratio corresponding to a ductility ratio, obtain in step 4,
is equal to the equivalent damping ratio of a
displacement spectrum crossing the point [Tes(u),
Sdm(lu)]'

5. Step 6: Convert the maximum displacement computed in
the above step into the maximum roof displacement, and
carry out pushover analysis until the roof displacement
reaches the maximum value computed above to estimate
the maximum inter-storey drifts.

5. DESIGN PROCEDURE FOR PED DEVICES

If the maximum storey drift of a structure subjected to a code-
specified earthquake load exceeds the desired performance
level, the structure needs to be retrofitted. Among the various
methods for seismic retrofit, this study focuses on increasing
damping to decrease earthquake induced structural responses.
To this end, a procedure for estimating the amount of
supplemental damping required to satisfy the given
performance objective is proposed. The basic idea is to
compute the required damping from the difference between
the total effective damping needed to meet the target
displacement and the equivalent damping provided by the
structure at the target displacement.

5.1 Required damping to meet target displacement

The damping ratio of the displacement response spectrum that
intersects the point of the target displacement Sy on the
displacement ordinate (vertical axis) and the effective period
Terr ON the period ordinate (horizontal axis) corresponds to the
total effective damping &g for the structure to retain to meet
the performance objective. For structure with supplemental
dampers, the total effective damping is composed of the three
components: inherent viscous damping &, equivalent damping
of the structure contributed from inelastic deformation of the
structural members &, and the damping required to be added
by the PED devices & The equivalent damping of the
structure is obtained from the following equations [4]:

s 1 o ViSu=SV, o)
“ Ar E 7V, S,
for Viscous PED device
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Vyd Sdt - devtd
=" 3 a (6b)
A

for Visco-elastic PED devices

Where, Vyg = Vy + KgSqy, Vig = Vi + K¢S and E and Epg are
the stored potential energy in the structure and the energy
dissipated by hysteretic behavior of the structural members in
the retrofitted structure respectively. Tsopelas et al., (1997)
[10] provides the contribution of the added damping to the
total effective damping as (&. Tex)/Te, Where & is the
supplemental damping ratio. Then the required supplemental
damping can be computed from the following equation:

Te

gd = (éeff - éeq - é:i ) Teﬁ

()

Where, the total effective damping and the equivalent
damping can be obtained from the displacement response
spectrum and from equation 6 respectively.

5.2 Storey-wise distribution of PED devices

In multi-storey frame structures, the supplemental damping
computed in the equivalent SDOF system using equation 7
should be distributed throughout the stories of the original
structure in such a way that the damping ratio for the
fundamental mode becomes the required supplemental
damping &. For this purpose, the expression for equivalent
damping (equation 6) is used again except that the energy
dissipated by the PED device Epy is used in the numerator
instead of Epg

L Eov

S = 2y E,

®)

If the PED devices are placed as diagonal members with the
inclination @, then, the energy dissipated by the PED devices
can be expressed as follows [4]:

272_2 N
EDV = ZCdi cos’ 9. (Ai - Ai—l)z ©)
Tff.d i=1

(3

Where, Te 4 is the secant period of the retrofitted structure; Cy;
and 4; are the damping coefficient and the maximum lateral
displacement of the i"" storey respectively, and N is the number
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of storey. The potential energy stored in the multi-storey
structure can be expressed as follows:

2 N
E, = 27 D mA? (10)
eff.d i=1
*
Tgg = 27[\/M—Sdt (11a)
V,1+aou-a)
for Viscous PED devices
*
Tyq =27 M *Sq (11b)
V, 1 +au—a)+K;Sy

for Visco-elastic PED devices

Where, M* is the effective modal mass and mj; is the mass of
the i'" storey. By substituting equation 9 and 10 into equation
8, the damping ratio contributed from the PED devices can be
expressed as:

&y = 1 Tett ZiNzlcdi cos® 0(A; - Ai_1)2
d 47 ZN mIAIZ

i-1

(12)

In equation 12, the left hand side of the equation & is obtained
from equation 7 in the equivalent SDOF system. For viscous
device, the damping coefficient of the damper device in the i
storey Cg can be determined in equation 12, whereas for
visco-elastic device, both Cy and Ky are the variables that
should be determined. This can be done by using the relation
Kg = (G/G”)w.C4 obtained from equation 1. The simplest
case is to assume that the PED devices in all storeys have the
same capacity, and the damping coefficient in this case can be
obtained from equation 12 as:

N

1 Arty D MAY
ar Teff,d ZLCOSZ ‘9i (Ai - Ai—l)z

p (13)

In this stage, however, the maximum storey displacements,
except for the top-storey displacement given as performance
limit state, are known. Therefore, the configuration for lateral
storey drifts 4; needs to be assumed in equations 12 and 13. A
simple case is to assume that the maximum storey drifts are
proportional to the fundamental mode shape or to the pushover
curve. The storey-wise distribution pattern for the PED
devices also needs to be assumed. For viscous dampers, the
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design process ends here. However, for PED devices with
stiffness such as visco-elastic or hysteretic dampers, iteration
is required, because the added PED devices increase system
stiffness. In that case, the capacity curve of the system needs
to be redrawn considering added PED devices, and the process
is repeated until convergence.

6. DESIGN PROCEDURE FOR PED DEVICE
SCHEME

The proposed procedure to design supplemental dampers for
performance based seismic retrofit of existing structures can
be summarized in the following steps:

1. Carry out eigen value analysis of the structure to obtain
natural periods and mode shapes. Using the mode shapes,
perform pushover analysis to obtain top storey versus
base shear curve, and transform the pushover curve into a
capacity curve using equation 2. Idealize the curve into a
bilinear shape, and read the yield displacement Sg,.

2. Decide a desired target roof displacement, and transform
it into the target value in the equivalent SDOF system Sg;.
Obtain ductility ratio xSq/Sqy, the effective period Teg
(equation 5) and the equivalent damping &g (equation 6)
at the target displacement.

3. Find out the effective damping ratio corresponding to the
displacement response spectrum that crosses the point of
the target displacement and the effective period. This
corresponds to the total demand on damping imposed by
the earthquake. It would be more convenient to start the
procedure with response spectra with various damping
ratios.

4. Compute the required damping for supplemental dampers
from equation 7.

5. The required damping is distributed throughout the
storeys using Equation 12. The size of PED device in
each storey is designed based on the required damping
allocated to the storey.

6. For structures retrofitted with visco-elastic PED devices,
carry out eigen value analysis and redraw the capacity
curve of the structure using the newly obtained mode
shape, and repeat step 1 until convergence.

7. Check whether the structural members, especially
columns, can resist the additional axial and shear forces
imposed by PED devices.

7. SUMMARY AND CONCLUSIONS
The general procedure of the direct displacement based design
(DBD) documented in the SEAOC Blue Book is applied in
reverse order for evaluating the seismic performance of an
existing structure.  Based on which a methodology is
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presented for designing PED devices of viscous and visco-
elastic types for providing supplemental damping to enhance
the energy dissipation ability of multi-storey frames subjected
to earthquake loading.
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ABSTRACT

In this paper the stability of the system can be analyzed
graphically using Gerschgorin circle theorem. Analytically
it has been proved that if the left Gerschgorin bound are
very much greater than the right Gerschgorin bound
and the trace of the matrix is equal to length of left
Gerschgorin bound then there is no eigenvalues on the
RHS of s-plane.

Keywords - Eigenvalues, Gerschgorin bound Gerschgorin
circles, stability, and trace

I. INTRODUCTION

The concept of stability plays very important role in the
analysis of the system. In literature there is various methods
to find the stability of the system. Given a characteristic
polynomial when all the co-efficient of the characteristic
polynomial are positive by Routh stability criterion [1] we
have to construct the Routh table and in the first column of
the Routh array, if there exist change in sign then the
system is said to be unstable. This requires the computation
of the characteristic polynomial from the system matrix
which takes lots of computation and constructing the Routh
table requires computation. In this paper attempts have been
made to find whether the system is stable graphically.
Given a system matrix of order (nxn), than we draw the
Gerschgorin circles [2] of the matrix. If the length of the
Gerschgorin bound is more on the left hand side of the s-
plane and if the trace of the matrix is equal to length left
bound, than using Gerschgorin theorem [2] it has proved
that the system is stable . This approach does not require
any computation.

Il. MATHEMATICAL ANALYSIS:
Given a = left bound.
T = trace.
b = right bound.
Alsoa>>b a =Tisknown
To prove that: There exists no eigenvalues on the right half

of the of s-plane which implies that the system is stable.

Determination of the bounds of the using
Gerschgorin’s theorem:
Consider a system matrix [ A] wn €R

nxn

For Row wise circles:-

Ly =a-> & k=123..,n

k=1
izk

L., =min{ L.} k=1,23,.,n
n

Ry =ag->.a k=123...n
k=1

i=k

R.=max(R, ) k=1,23,..n

>(1)

>

2> ()

>4

L, =is the left bound for each row-wise circle

L, = extreme left bound for row-wise circle.
R ., = is the right bound for each row-wise circle.
E_ = extreme right bound for row-wise circle.

For Column wise circles:-
n
Ly =ag-2.8y k=123...,n
k=1
j=k

L. =minR_; k=1,23,..n

R« :akk-z a; k=123,..,n
k=1
j=k

R,.- maxR., k=1,2,3,..,n

~>(5)

~>(6)

>(7)

~>(8)

L_;. = is the left bound for each column wise circle.
L. =extreme left bound for column-wise circle.

Rck

is the right bound for each column-wise circle.

R, = extreme right bound for column -wise circle.

To obtain the left bound:
If L.,L,.<O0 then the left bound

a = I'ﬂEI.X( Lc,Lr}
f L. ,L,.> 0then the left bound
a=min(L, L,)

If L, =0, L, =0 thentheleftbound a = L,
If L, =0 |, L. =0 thenthe left bound

a= L,
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To obtain the right bound:
If R, R,.<Othentheleftbound b = max (R, R, )

If R. R, >0 then the left bound

b=min (R, R,)

If R, =0,R. =0 thenthe left bound

b=R,

If R, =0, R, =0 thentheleft bound

b= R,

Sincea>>b,let L., L, = 0 then the left bound
= I'ﬂEI.X( Lc,Lr}

Let us suppose that @ = L. -Extreme left bound of the
column wise circles.

IfB., R, =0 then the left bound

b=min(R. R,)

Let us suppose that b = R - Extreme right bound of the
column wise circles.

Givena>>b,anda=T

k
trace = Za“ —sumof principle diagonal elements
i=1

k
trace = z/l,i —sumof eigenvalues
i=1

Since a=L. b=R_ Alsogiventhata>>h

L. =R, and L, =trace <0

n
min (a,-> 8,)<0,k=12,3 ....,n
s
=>» All centers of the circles are on the left half of the s-
plane. (Since a >> b)

= There exist no circles with the centre on the RHS s-
plane. Hence there exists no eigenvalues on the RHS

of s-plane.
1. AMPLE
-3 1 1
3 -1 -1 ->(9)
1 1 -1

Gerschgorin circles of the above matrix is
Eigenvalues of the above matrix are

A =0
A o=-1
A o=-4
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&
N _

Gerschgorin bound [- 6, 1]

Conclusion:

Hence given a system matrix A of any order , with the
condition that the left bound is very much greater than the
right bound and also the trace of the matrix is equal to the
length of the left bound , than the system does not contain
any eigenvalues on the right hand side of s-plane. This is
applicable only for the few class of matrices. The
advantage of this graphical approach is it requires no
computation. Also there exist no eigenvalue on the right
half of s-plane. By observing the Gerschgorin circles the
stability can be identified.
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ABSTRACT

Poly Tetra Fluoro Ethylene (PTFE) has
emerged as an important class of material in
aerospace air-conditioning systems, which are
increasingly being utilized in recent years.
Application of these materials in many areas is due
to light weight, corrosion resistant, etc., Surface
Roughness (Ra) is an important value for
determining the surface quality. Maximum Surface
Roughness (Ra) of the tube reduces the air flow
pressure, velocity and volumetric air flow rate in air-
conditioning systems. Due to high Surface
Roughness (Ra) of the air flow tube, the compressor
efficiency is reduced and also increases power
consumption. The principal machining parameters
that control roughness characteristics are cutting
speed, feed rate, depth of cut, and type of cutting
tools and temperature etc., Genetic algorithm is used
for the optimal search of cutting conditions, the
chromosomes represent cutting conditions defined
according to a sequential scale and is composed by
random keys. The present review is focused on the
influence of cutting parameters on the surface finish.
This result will provide an insight into selecting the
optimum machining parameters for machining of
PTFE to achieve minimum Surface Roughness (Ra).

Keywords - PTFE, Surface Roughness, Speed,
Feed, Depth of Cut, Genetic Algorithm

INTRODUCTION

Roughness plays an important role in determining
how a real object will interact with its environment.
Rough surfaces usually wear more quickly and have
higher friction coefficients than smooth surfaces do.
Roughness is often a good predictor of the
performance of a mechanical component since
irregularities in the surface may form nucleation sites
for cracks or corrosion. Poly Tetra Fluoro Ethylene
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(PTFE) has emerged as an important class of material
in aerospace air-conditioning systems, which are
increasingly being utilized in recent years.
Application of these materials in many areas is due to
light weight, corrosion resistant, etc., the term
machinability refers to the case with which a material
can be machined to an acceptable surface finish.
Materials with good machinability require little
power to cut, can be cut quickly, easily obtain a good
finish, and do not wear the tooling much; such
materials are said to be free machining.
Machinability can be difficult to predict machining
has so many variables. In most cases, the strength and
toughness of a material are the primary factors.
Strong, tough materials are usually more difficult to
machine simply because greater force is required to
cut them. Other important factors include the
chemical composition, thermal conductivity and
microstructure of the material, the cutting tool
geometry, and the machining parameters. The
machinability can evaluate by different methods.
Some of the important methods are Tool life method,
Tool forces and power consumption method, Surface
finish method and Machinability rating.

In this project, surface roughness is
predicted in turning operation using genetic
algorithm an optimization technique. Surface finish is
an important parameter in this PTFE material because
Due to high Surface Roughness (Ra) of the air flow
tube, the compressor efficiency is reduced and also
increases power consumption. For these reasons,
there have been research developments with the
objective of optimizing the machining parameters to
obtain a good surface finish.

1. Problem Formulation

In machine tools, the finished component is
obtained by a number of rough passes and finish
passes. The roughing operation is carried out to
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machine the part to a size that is slightly larger than
the desired size, in preparation for the Finishing cut.
The finishing cut is called single-pass contour
machining, and is machined along the profile
contour.

In this paper, during the turning operation
carried out in CNC Lathe under variation of the
parameters such as speed, feed, depth of cut in order
to minimum surface roughness is predicted.

2. Machining Model

The objective of this model is to minimize the surface
roughness. The formula for calculating the above
surface roughness is as given by,

Ra =-0.309+ 0.675V + 0.870f + 0.175d-0.234V .f —
0.002f.d — 0.143V.d

Finally, by using the above mathematical
processes, Surface roughness is obtained.

Where,
V = Cutting Speed (m/min)
f = Feed Rate (mm/rev)
d = Depth of Cut  (mm)

Machine range:

1. Machine : CNC Lathe

2. Speedrange : 150 — 275 m/min
3. Feedrange : 0.1-0.3 mm/rev
4. Depthofcut: 0.5-2.5mm

Outstandlng properties of PTFE:
Chemical Inertness

Non Stick

Low Friction

Self Lubricating

Dielectric Strength

Weather Resistance/Non Ageing
Insensitive to UV

Non Toxic

Broad Temperature Range (-200°C to 260°C)
10 Non Flammable

11. Water Absorption = 0!

CoNoaR~LNE

3. Genetic Algorithm

Genetic algorithm [4, 6, 7] is an adaptive search
and optimization algorithm that mimics the principles
of natural genetics. GA’s are very different from
traditional search and optimization methods used in
engineering design problems. Because of their
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simplicity, easy of operations minimum requirements
and global perspective, GA’s has been successfully
used in a wide variety of problem domains. GA work
through three operators, namely reproduction, cross
over and mutation. In this paper an attempt is made to
use of genetic algorithm to minimize the surface
roughness by optimizing the depth of cut, feed rate
and cutting speeds.

3.1 Steps in the Genetic Algorithm Method

Step 1: Initialization

Randomly generate an initial population of
IN chromosomes and evaluate the fitness function to
a function to be maximized for the encoded version)
for each of the chromosomes.

Step 2: Parent Selection

Set if elitism strategy is not used; otherwise.
Select with replacement parents from the full
population (including the elitist elements). The
parents are selected according to their fitness, with
those chromosomes having  higher fitness value
being selected more often.

Step 3: Crossover

For each pair of parents identified in Step 1,
perform crossover on the parents at arandomly
(perhaps uniformly) chosen splice point (or points if
using multi-point crossover) with probability. If no
crossover takes place (probability), then form two
offspring that are exact copies (clones) of the two
parents.

Step 4: Replacement and Mutation

While retaining the best chromosomes from
the previous generation, replace the remaining
chromosomes with the current population of
offspring from Step2. For the bit-based
implementations, mutate the individual bits with
probability ; for real coded implementations, use an
alternative form of "small" modification (in either
case, one has the option of choosing whether to make
the elitist chromosomes candidates for mutation).

Step 5: Fitness and End Test

Compute the fitness values for the new
population of N chromosomes. Terminate the
algorithm if the stopping criterion is met or if the
budget of fitness function evaluations is exhausted;
else return to Step 1.
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Genetic Algorithm Parameters:

Mutation probability: 0.1
Fitness: minimum surface roughness

1. Population size: 20

2. Chromosome length: 30

3. Selection mode: rank order

4. Cross over: single-site cross over
5. Probability: 0.08

6.

7.

3.2 Working Principle

1. The decision variables X; are coded in some

string structure, binary coded string having zeros
and ones are mostly used.

2. The length of the string is usually determined
according to the desired solution accuracy. For
example, the strings (0000) and (1111) represent
the point (X", X 7y and (X", X, the sub
string has the minimum and maximum decoded
values.

3. The parameter values are calculated by using the
following formula,

X oxm®

X=X +n—1i (Deocoded value)
(On)
X~ Min + (Wj * (Decoded value)

3.3 Fitness Function [4]

1. Genetic Algorithm mimics the survival of the
fittest principle of nature to make search
procedure

2. The fitness function F (x) is first derived from
the objective function and used in successive
genetic operation

3. For minimization problems, the fitness function
is an equivalent maximization problem such that
the optimum point remains unchanged.

1
Fm_1+&(}{)

3.4 Operation of genetic Algorithm

Genetic Algorithm [4, 6, 7] begins with population of
random strings representing design and decision
variables thereafter each string is evaluated to find
the fitness value.
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1. The population is operated by three main

operators
a. Reproduction
b. Crossover
c. Mutation

2. The population formed is further evaluated and

tested for termination. If the termination criteria
is not met, the population is iteratively operated
by the above three operators and evaluated.

3. This procedure is continued until the termination

criteria are met.

3.5 Genetic Algorithm operators [4, 2]
Reproduction

Reproduction selects good strings in a
population and forms a mating pool. The
reproduction operator is also called a selection
operator. In this work rank order selection is used. A
lower ranked string will have a lower fitness value or
a higher objective function and vice versa. the
probability of selection for each string which is
calculated, based on the following formula:

Expected value of probability,

Min +[] (max—min) (rank - 1)

N-1
Where, N =20
Min =0.02
Max = 0.08

Crossover

In the crossover operator, exchanging
information among strings of the mating pool creates
new strings. In most crossover operators, two strings
picked from the mating pool at random and some
portion of the strings are exchanged between the
strings.

Mutation

After a crossover is performed, mutation
takes place. This is to prevent falling all solutions in
population into a Local optimum of solved problem.
Mutation changes randomly the new offspring. For
binary encoding we can switch a few randomly
chosen bits from 1 to 0 or from 0 to 1.

Mutation can then be following:
Before crossover
00011110110001110/1100010111011
01101010110011101|0100001000100

After crossover
00011110110001110| 0100001000100
01101010110011101(1100010111011
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Table 1. Output of parameter values
S.No Decoded values String 1 String 2 String 3 Actual Actual Actual
speed feed depth of cut
1 321 | 131 | 244 | 0101000001 0101000001 0011110100 189.2229 | 0.138416 1.096285
2 445 231 | 123 0110111101 0110111101 0001111011 204.3744 0.167742 0.800587
3 323 | 421 | 456 | 0101000011 0101000011 0111001000 189.4673 0.22346 1.61437
4 123 122 | 268 0001111011 0001111011 0100001100 165.0293 0.135777 1.154936
5 433 | 432 | 287 | 0110110001 0110110001 0100011111 | 202.9081 | 0.226686 1.201369
6 66 95 367 0001000010 0001000010 0101101111 158.0645 0.127859 1.396872
7 499 76 287 0111110011 0111110011 0100011111 210.9726 0.122287 1.201369
8 123 | 118 | 187 | 0001111011 0001111011 0010111011 165.0293 | 0.134604 0.956989
9 403 95 156 0110010011 0110010011 0010011100 199.2424 0.127859 0.881232
10 196 75 99 0011000100 0011000100 0001100011 173.9492 | 0.121994 0.741935
11 348 372 | 271 0101011100 0101011100 0100001111 192.522 0.209091 1.162268
12 460 | 162 | 269 | 0111001100 0111001100 0100001101 | 206.2072 | 0.147507 1.15738
13 480 | 423 | 276 | 0111100000 0111100000 0100010100 208.651 0.224047 1.174487
14 82 23 | 313 | 0001010010 0001010010 0100111001 160.0196 | 0.106745 1.264907
15 445 345 | 319 0110111101 0110111101 0100111111 204.3744 0.201173 1.27957
16 234 | 323 | 260 | 0011101010 0011101010 0100000100 178.5924 | 0.194721 1.135386
17 456 | 123 | 342 | 0111001000 0111001000 0101010110 | 205.7185 0.13607 1.335777
18 182 456 | 499 0010110110 0010110110 0111110011 172.2385 0.233724 1.719453
19 427 | 234 | 68 0110101011 0110101011 0001000100 202.175 0.168622 0.666178
20 324 | 234 | 198 | 0101000100 0101000100 0011000110 189.5894 | 0.168622 0.983871

Table 2. After Cross Over

01111100110001001101 0111001000

01101111010011100011 0101010110

01111000000110100111 0100010100

01101111010101011001 0100111111

01110010000001111111 0001111011

01110011000010100010 0100001101

01111000000110100111 0100010100

01010000110110100100 0100011111

00010000100001011000 0111110011

00011110110001111010 0100001100

01111000000110100111 0100010100

00101101100111001111 0101101111

00011110110001110010 0001000100

01100100110001011011 0101010110

01101010110011101110 0010111011

01010000010010000110 0010111011

01010111000101110100 0100001111

00010000100001011111 0101101111

00011110110001110011 0011110100

01110010000001111111 0010011100

4. GA Procedure[4]
Stepl:

Choose a coding to represent problem
parameter, a selection operator, a crossover operator
and a mutation operator. Choose population size N,
crossover probability p., and mutation probability py,.
Initialize a random population of strings of size 10.
Set iteration t=0.

Step 2: Evaluate each string in the population.

Step 3: If it > it (Or) other termination criteria is
satisfied, terminate.

Step 4: Perform reproduction on the population.

Step 5: Perform crossover on the random pairs of
strings.

Step 6: Perform bit wise mutation.

Step 7: Evaluate strings in the new population. Set
it=it+1and go to step 3.
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Table 3.0utput of Genetic Algorithm

S.No Surface fitness Sorted Rank | Probability of | Cumulative | Random | Selected
roughness fitness selection probability number rank
1 91.93534 0.01076 | 0.009076 1 0.02 0.02 0.237122 7
2 106.5099 0.009301 | 0.009301 2 0.023158 0.043158 0.055939 2
3 74.41097 0.013261 | 0.009581 3 0.026316 0.069474 0.515228 13
4 78.90687 0.012515 | 0.009888 4 0.029474 0.098947 0.678711 15
5 91.43897 0.010818 | 0.010105 5 0.032632 0.131579 0.783447 17
6 70.43693 0.013998 | 0.010422 6 0.035789 0.167368 0.491699 12
7 100.1326 0.009888 | 0.010535 7 0.038947 0.206316 0.561035 13
8 83.58795 0.011822 | 0.010545 8 0.042105 0.248421 0.083893 3
9 103.376 0.009581 | 0.010632 9 0.045263 0.293684 0.17981 6
10 93.92137 0.010535 | 0.01076 10 0.048421 0.342105 0.10199 4
11 88.61061 0.011159 | 0.010818 11 0.051579 0.393684 0.517456 13
12 97.96541 0.010105 | 0.010867 12 0.054737 0.448421 0.85709 18
13 94.94815 0.010422 | 0.011159 13 0.057895 0.506316 0.272369 8
14 75.07653 0.013145 | 0.011822 14 0.061053 0.567368 0.340149 9
15 91.02521 0.010867 | 0.011838 15 0.064211 0.631579 0.938477 19
16 83.47469 0.011838 | 0.012515 16 0.067368 0.698947 0.032898 1
17 93.05703 0.010632 | 0.013145 17 0.070526 0.769474 0.436371 11
18 64.68515 0.015224 | 0.013261 18 0.073684 0.843158 0.198944 6
19 109.185 0.009076 | 0.013998 19 0.076842 0.92 0.266113 8
20 93.82769 0.010545 0.0159 20 0.08 1 0.774445 17

Fig 1. Flow chart
Objective function:

The objective of this model is to minimize |
the Surface roughness. Creation of random
numbers {3trings)
The formula for calculating the Surface roughness is |
as given by, Cunver.siun Uf random
numbers into Binary value
R =-0.309+ 0.675V + 0.870f + 0.175d- b
a c Decoded value for depth of cut (d), feed
0.234V .f—0.002f.d — 0.143Vcd rate (f) and cutting speed (v)
C
}

. ) A Calculation of ohjective function g
Finally, by using the above mathematical processes, (%) by substituting d.f and v
the Surface roughness is obtained. 5' 1

i . Calculation of
Where, V = Cutting Speed (m/min) fitness value £ ()
f = Feed Rate (mm/rev) !
d = Depth of Cut (mm) Reproduction
Ra = Surface roughness (pm) UFET“E'”
Cross ower nperatinn
}
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Iutation

)

Conversion of Binary value
mto decimal value

Calculation of objective function g () by

substituting new value of d.f

FRINT

Masgmum tool

Table 4. Output after iteration
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Graphical output of genetic algorithm

SURFACE ROUGHNESS GRAPH

100

80

SN AN/

v Y v

60

40

Surface Roughness in pm

20

12 3 4 5 6 7 8 0101112 13 14 15 16 17 18 19
Mo of Tterations

20

Surface
S.No Decoded values Children speed | Children feed | Children DOC | roughness | Fitness
(m/min) (mm/rev) (mm) (um)

1 499 77 456 210.9726 0.122581 1.61437 87.73072 | 0.01127
2 445 227 470 204.3744 0.166569 1.648583 81.92994 | 0.012058
3 480 423 276 208.651 0.224047 1.174487 94.94815 | 0.010422
4 445 345 319 204.3744 0.201173 1.27957 91.02521 | 0.010867
5 456 127 251 205.7185 0.137243 1.113392 99.50479 | 0.00995
6 460 162 397 206.2072 0.147507 1.470186 88.79617 | 0.011136
7 480 423 276 208.651 0.224047 1.174487 94.94815 | 0.010422
8 323 420 287 189.4673 0.223167 1.201369 85.5414 | 0.011555
9 66 216 499 158.0645 0.164433 1.719453 61.92024 | 0.015893
10 123 122 268 165.0293 0.135777 1.154936 78.90687 | 0.012515
11 480 423 276 208.651 0.224047 1.174487 94.94815 | 0.010422
12 234 323 260 178.5924 0.194721 1.135386 83.47469 | 0.011838
13 123 114 68 165.0293 0.133431 0.666178 90.44433 | 0.010936
14 403 91 470 199.2424 0.126686 1.648583 81.70061 | 0.012092
15 427 238 187 202.175 0.169795 0.956989 100.7736 | 0.009826
16 321 134 187 189.2229 0.139296 0.956989 95.64201 | 0.010347
17 348 372 271 192,522 0.209091 1.162268 88.61061 | 0.011159
18 66 223 367 158.0645 0.165396 1.396872 69.08111 | 0.014269
19 123 115 244 165.0293 0.133724 1.096285 80.35823 | 0.012291
20 456 127 220 205.7185 0.137243 1.037634 101.7202 | 0.009735
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5. RESULT AND DISCUSSION

The objective function is the minimization
of surface roughness by varying feed, speed, depth of
cut. In this work, the optimum surface roughness is
obtained by using genetic algorithm at the 9"
generation. The optimum value of surface roughness
is 61.92024um. The corresponding speed is 158.0645
m/min, feed is 0.164433mm/rev and depth of cut is
1.719453 mm. These are the best parameters
obtained to achieve minimum surface roughness in
machining PTFE tubes to enhance the airflow in the
airplanes and aircraft air-conditioning systems.

6. CONCLUSION

GA’s are derivative-free calculations and
therefore, are neither bound to assumptions regarding
continuity, nor limited by required prerequisites. As
Goldberg stated, GAs are blind. They can handle any
kind of objective function and any kind of constraints
(e.g., linear or nonlinear) defined on discrete,
continuous or mixed search spaces. In addition, as
stated earlier, they are robust in producing near-
optimal solutions, with a high degree of probability to
obtain the global Optimum. A genetic algorithm was
proposed for optimizing the machining parameters.
The main advantage of this approach is that it can be
used for any objective function, which was most
clearly demonstrated in this example, where the
objective function was the minimization of surface
roughness. In this approach three constraints namely
feed, speed and depth of cut are considered for
minimizing surface roughness in PTFE tubes of air-
conditioning systems. There are many other
constraints that affect surface roughness, which can
be solved by using multi objective genetic algorithm
in the future.
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Abstract- Current tools for webpage
validation cannot handle the dynamically
generated pages that are ubiquitous on
today’s Internet. There are no approaches
which can detect the failures in dynamically
generated web applications without executing
them for several times. The Developer of the
dynamic web applications has to check for
failures only after executing the application in
web server. If there are many failures occur,
he has to correct them and again executes the
application several times We present a
dynamic test generation technique for the
domain of dynamic Web applications. The
technique utilizes both combined concrete and
symbolic execution. This paper extends
dynamic test generation to the domain of web
applications that dynamically create web
(HTML) pages during execution, which are
typically presented to the user in a browser.
We are proposing such approach which can
detect the execution and HTML failures in
dynamic web applications before they are
going to be executed.

Keywords-Software testing, Web applications,
HTML.

1. INTRODUCTION

Web developers widely recognize the
importance of creating legal HTML. Many
websites are checked using HTML validators.
Recently, several approaches have been
proposed to address Web application testing [1,
2, 4, 5, 6]. Most of the approaches focus on
testing the architectures of Web Applications and
they are not applicable for testing malformed
dynamic web pages and web script crashes.
These seriously impact the usability of web
applications. There are no approaches which can
detect the failures in dynamically generated web
applications without executing them for several
times. If there are many failures occur, he has to
correct them and again executes the application
several times. The present tools are capable to

WWW.ijmer.com

test either the java code or the validating HTML
content of the web page after the web application
executed. Thus, we present an approach which
can detect the execution and HTML failures in
dynamic web applications that are developed
using JSP pages, a very popular server-side
script language for developing Web applications
with Java technology.

There are two general approaches to
finding faults in web applications: static
analysis and dynamic analysis (testing).

In the context of Web applications,
static approaches have limited potential because
1) Web applications are often written in dynamic
scripting languages that enable on-the-fly
creation of code, and 2) control in a Web
application typically flows via the generated
HTML text (e.g., buttons and menus that require
user interaction to execute), rather than solely via
the analyzed code. Both of these issues pose
significant challenges to approaches based on
static analysis. Testing of dynamic Web
applications is also challenging because the input
space is large and applications typically require
multiple user interactions.

The state of the practice in validation
for Web-standard compliance of real Web
applications involves the use of programs such
as HTML Kit5 that validate each generated page,
but require manual generation of inputs that lead
to displaying different pages. We know of no
automated tool that automatically generates
inputs that exercise different control-flow paths
in a Web application, and validates the
dynamically generated HTML pages that the
Web application generates when those paths are
executed.

This paper presents an automated
technique for finding failures in HTML-
generating web applications. Our technique is
based on dynamic test generation, using
combined concrete and symbolic (concolic)
execution, and constraint solving .We created a
tool, Apollo, that implements our technique in
the context of the publicly available PHP
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interpreter. Apollo first executes the Web
application under test with an empty input.
During each execution, Apollo monitors the
program to record path constraints that reflect
how input wvalues affect control flow.
Additionally, for each execution, Apollo
determines whether execution failures or HTML
failures occur (for HTML failures, an HTML
validator is used as an oracle). Apollo
automatically and iteratively creates new inputs
using the recorded path constraints to
createinputs that exercise different control flow.

2. RELATED WORK

An earlier version of this paper was
presented at ISSTA ’08 [2]. The Apollo tool
presented there did not handle the problem of
automatically simulating user interactions in
Web applications. Instead, it relied on a manual
transformation of the program under test to
enable the exploration of a few selected user
inputs. The current paper also extends [2] by
providing a more extensive evaluation, which
includes two new large Web applications, and by
presenting a detailed classification of the faults
found by Apollo. In addition, the Apollo tool
presented in [2] did not yet support Web server
integration. In the remainder of this section, we
discuss three categories of related work:

1) combined concrete and symbolic execution,

2) techniques for input minimization, and

3) testing of Web applications. Apollo first
executes the Web application under test with an
empty input.

During each execution, Apollo monitors
the program to record path constraints that reflect
how input values affect control flow.
Additionally, for each execution, Apollo
determines whether execution failures or HTML
failures occur (for HTML failures, an HTML
validator is used as an oracle). Apollo
automatically and iteratively creates new inputs
using the recorded path constraints to create
inputs that exercise different control flow. Most
previous approaches for concolic execution only
detect “standard errors” such as crashes and
assertion failures.

2.1 Combined Concrete and Symbolic
Execution

DART[5] is a tool for finding
combinations of input values and environment
settings for C programs that trigger errors such
as assertion failures, crashes, and no termination.
DART combines random test generation with
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symbolic reasoning to keep track of constraints
for executed control flow paths. A constraint
solver directs subsequent executions toward
uncovered branches. Experimental results
indicate that DART is highly effective at finding
large numbers of faults in several C applications
and frameworks, including important and
previously unknown security vulnerabilities.
CUTE is a variation (called concolic testing) on
the DART approach. The authors of CUTE
introduce a notion of approximate pointer
constraints to enable reasoning over memory
graphs and handle programs that use pointer
arithmetic. Subsequent work extends the original
approach of combining concrete and symbolic
executions to accomplish two primary goals:

1) Improving scalability

2)Improving execution coverage and
fault detection capability.

Godefroid proposed a compositional
approach to improve the scalability of DART. In
this approach, summaries of lower level
functions are computed dynamically when these
functions are first encountered.

3. LIMITATIONS

Simulating user inputs based on locally
executed Java- Script. The HTML output of a
PHP script might contain buttons and arbitrary
snippets of JavaScript code that are executed
when the user presses the corresponding button.
The actions that the JavaScript interpreter might
perform are currently not analyzed by Apollo.
For instance, the Java- Script code might pass
specific arguments to the PHP script. As a result,
Apollo might report false positives. For example,
Apollo might report a false positive if Apollo
decides to execute a PHP script as a result of
simulating a user pressing a button that is not
visible. Apollo might also report a false positive
if it attempts to set an input parameter that would
have been set by the JavaScript code. In our
experiments, Apollo did not report any false
positives.

Apollo has limited tracking of input
parameters through PHP native methods. PHP
native methods are implemented in C, which
make it difficult to automatically track how input
parameters are transformed into output
parameters. We have modified the PHP
interpreter to track parameters across a very
small subset of the PHP native methods.
Similarly to we plan to create an external
language to model the dependencies between
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inputs and outputs for native methods to increase
Apollo line coverage when native methods are
executed.

Apollo does not track input parameters
through the database. Thus, Apollo might not be
able to explore call sequences in which
subsequent calls depend on specific values of
input parameters stored in the database by earlier
calls. It is possible to extend Apollo to track
input parameters through the database in the
same way Emmi et al. extended concolic testing
to database applications.

In theory, Apollo might be unable to
cover certain parts of an application because the
constraints that use are fairly simple. However,
from what we have observed in our experiments
so far, PHPWeb applications do not seem to
manipulate their input parameters in complex
ways, and the very simple constraints that can be
solved with Choco have been adequate for our
purposes. We have only observed a very few
isolated cases where the solving of more
complex constraints would have helped.

3. IMPLEMENTATION

3.1 Web Application

HTML and JSP are widely used for
implementing web applications, in part due to its
rich library support for network interaction,
HTTP processing, and database access. The
input to a HTML program is a map from strings
to strings. Each key is a parameter that the
program can read, write, or check if it is set. The
string value corresponding to a key may be
interpreted as a numerical value if appropriate.
The output of a JSP web application is an HTML
document that can be presented in a web
browser. JSP is object-oriented, in the sense that
it has classes, interfaces, and dynamically
dispatched methods with syntax and semantics.

3.2 Finding failures in HTML web
Application

This technique targets two types of
failures that can be automatically identified
during the execution of web applications. First,
execution failures may be caused by a missing
included file, an incorrect MySQL query, or an
uncaught exception. Such failures are easily
identified as the interpreter generates an error
message and halts execution. Second, HTML
failures involve situations in which the generated
HTML page is not syntactically correct
according to an HTML validator. The basic idea
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behind the technique is to execute an application
on some initial input (e.g., an arbitrarily or
randomlychosen input), and then on additional
inputs obtained by solving constraints derived
from exercised control flow paths.

3.3 Path constraint minimization

The failure detection algorithm returns
bug reports. Each bug report contains a set of
path constraints, and a set of inputs exposing the
failure. Previous dynamic test generation tools
presented the whole input (i.e., many _input
Parameter, value pairs) to the user without an
indication of the subset of the input responsible
for the failure. As a postmortem phase, this
minimization algorithm attempts to find a shorter
path constraint for a given bug report.

The set of all such required conjuncts
determines the minimized path constraint. From
the minimized path constraint, the algorithm
produces a concrete input that exposes the
failure. This approach for minimization is similar
in spirit to delta debugging, a well-known input
minimization technique. The current
minimization algorithm also differs from delta
debugging in that it does not rely on efficient
binary search like techniques to identify
redundant components of path constraints.

3.4 Concrete and symbolic execution

Symbolic execution is a form of
program analysis that uses symbolic values
instead of actual data as inputs and symbolic
expressions to represent the values of program
variables. As a result, the outputs computed by a
program are expressed as a function of the
symbolic inputs. The state of a symbolically
executed program includes the (symbolic) values
of program variables, a path condition (PC), and
a program counter.

The path condition is a Boolean formula
over the symbolic inputs, encoding the
constraints which the inputs must satisfy in order
for an execution to follow the particular
associated path. The paths followed during the
symbolic execution of a program are
characterized by a symbolic execution tree.

3.5 Implementation

Own tool is created that implements the
technique for HTML. This own tool consists of
three major components, Executor, Bug Finder,
and Input Generator . This section first provides
a high-level overview of the components and
then discusses the pragmatics of the
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implementation. The inputs to own tool are the
program under test and an initial value for the
environment. The initial environment usually
consists of a database populated with some
values, and user-supplied information about
username/password pairs to be used for database
authentication.

4. TESTING OF WEB APPLICATIONS

Existing techniques for fault detection
in Web applications focus on output correctness
and security. Minamide wuses static string
analysis and language transducers to model PHP
string operations to generate potential HTML
output—represented by a  context-free
grammar—from the Web application. This
method can be wused to generate HTML
document instances of the resulting grammar and
to validate them wusing an existing HTML
validator.

Benedikt et al. present a tool, VeriWeb,
for automatically testing dynamic webpages.
They use a model checker to systematically
explore all paths (up to a certain bound) of user
navigatable components in a website.

When the exploration encounters
HTML forms, VeriWeb uses SmartProfiles.
SmartProfiles are user-specified attributevalue
pairs that are used to automatically populate
forms and supply values that should be provided
as inputs. Although VeriWeb can automatically
fill in the forms, the human tester needs to
prepopulate the user profiles with values that a
user would provide. Similarly, the WAVES tool
by Huang et al. performs automatic form
completion by using a textual analysis to
associate “topics” with input values that occur in
HTML forms, in combination with a self-
learning knowledge base that associates values
with topics.

In contrast, Apollo automatically
discovers input values based on the examination
of branch conditions on execution paths.
Benedikt et al. do not report any faults found,
while we report 673. Halfond and Orso [use
static analysis of the serverside implementation
logic to extract a Web application’s interface,
i.e.,, the set of input parameters and their
potential values. (Halfond et al. later extended
that approach to include dynamic analysis and
specialized constraint solving.) They
implemented  their technique for Web
applications written in Java. They obtained better
code coverage with test cases based on the
interface extracted using their technique as
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compared to the test cases based on the interface
extracted using a conventional Web crawler.

4. CONCLUSIONS AND FUTURE
WORK

A technique is presented for finding
faults in Web applications that is based on
combined concrete and symbolic execution. We
performed our own tool and compromised the
execution failures and as well as the HTML
failures. The work is novel in several respects.

First, the technique not only detects
runtime errors but also uses an HTML validator
as an oracle to determine situations where
malformed HTML is created. Second, we
address a number of PHP-specific issues, such as
the simulation of interactive user input that
occurs when user-interface elements on
generated HTML pages are activated, resulting
in the execution of additional PHP scripts. Third,
we perform an automated analysis to minimize
the size of failure-inducing inputs.

Our approach is the first one to detect
failures of a dynamic web application before
execution and also without deploying it for
several times in order to test the web
applications. Though we limited our approach
due to the complex nature of Java based dynamic
web applications, our technique works fine to
find the failures of both execution and HTML.

In future, we try to work on the
limitations and to detect more number of failures
in both cases and also improve the usability of
our technique.
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ABSTRACT

Elliptic curve cryptography is one of the emerging
techniques that stand as an alternative for conventional
public key cryptography. Elliptic curve cryptography has
several applications of which smart cards are also one
among them. A smart card is nothing but a single chip
that contains microprocessor components. Smart cards are
mainly used for secured sign-on in big organizations. The
security feature of smart card is provided by elliptic curve
cryptography. Elliptic curve cryptography for smart
cards can be implemented through several ways. Of them
implementation using Galois Field is one of the very
famous techniques. This essay discusses in detail how
elliptic curve cryptography is implemented in smart cards
using a concept called Galois finite field.

Keywords — Elliptic curve cryptography, Cryptography.

1. AN OVERVIEW OF ELLIPTIC CURVE THEORY:

Elliptic curves are referred so because they are explained by
triple equations, similar to those used in the calculations of
ellipsis [1]. The elliptic curve equation general form is:

b2 +cab+db=a3+ea2+fa+g

The below figure shows an example of ECC curve:

Fig 1: ECC Example
Source: sans.org
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1.1 What is Elliptic Curve Cryptography?

Elliptic curve cryptography was introduced by Neal Kolbitz
and V Miller in 1985. Elliptic Curve Cryptography proposed
as an alternative to established public key systems such as
RSA and has recently achieved lot of attention in academia
and industry [2]. The major cause for the elliptic curve
cryptography attractiveness is the fact that there is no sub
exponential algorithm known to solve the discrete logarithm
issue on an appropriately selected elliptic curve. This means
that importantly smaller parameters can be used in Elliptic
Curve Cryptography than in other competitive systems such as
DSA and RSA but with similar security levels. Some
advantages of having little key sizes include reductions and
quicker computations in storage space, bandwidth and
processing power. This makes Elliptic curve cryptography for
constrained building of elliptic curve cryptography. Such as
Personal digital assistants, pagers, smart cards and cellular
phones. On the other hand the elliptic curve cryptography
implementation needs many options such as the kind of the
underlying finite field, algorithms for establishing the finite
field arithmetic and so on.

Contrary to that Tilborg and Jajodia [3] defined that elliptic
curve cryptography enhances the analysis and configuration of
public key cryptographic schemes that can be established using
elliptic curves. The elliptic curve scheme analogues based on
the discrete logarithm issue where the underlying group is the
collection of points on an elliptic curve defined over a finite
field.

Stavroulakis and Stamp [4] described that elliptic curve
cryptography enhances using the group of points on an elliptic
curve as the underlying number system for public key
cryptography. There are two major causes for using elliptic
curves as a basis for public key cryptosystems. The first
reasons are that the elliptic curve based cryptosystems exists to
offer better security than traditional cryptosystems for a given
key size. One can take benefit of this fact is to develop security
or to develop performance by lowering down the size of the
key while keeping common security. The second cause is that
the additional framework on an elliptic curve can be destructed
to build cryptosystems with interesting features which are
impossible or critical to gain in any other way.

Elliptic curves are algebraic structures that form a basic
class of cryptographic primitives which depend on a
mathematical hard issue. The elliptic curve discrete algorithms
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problem is based on the intractability of deriving a huge scalar
after its multiplications with a given point on an elliptic curve
Yalcin [5].

According to Zheng and Lionel [6] an alternative to RSA
elliptic curve cryptography is another approach to public key
cryptography. Elliptic curve cryptography is based on the
property of elliptic curve in algebraic geometrics. The elliptic
curve cryptography permits one to select a secret number as a
private key which is then used to select a point on a non secret
elliptic curve. A nice property of an elliptic curve is that it
enhances both parties to compute a secret key solely based on
its private key and other’s public key.

2. WHAT IS SMART CARD?

Smart cards are perhaps some of the most vastly used
electronic components in use nowadays Mayes and
Markantonakis, [7] define that. The below figure shows the
physical appearance of smart card:

-
( ROM

= 16 KBt 32 KB

= Operating system

= Communication

= Security (DES, RSA)

EEPROM
=1 KBwls KB
= Filesysiem

cru RAM = Program files
- 8 bit - 25abyteto ||~ Keys
-3SMHz, 5V 1KB = Passwords

= optional coprocessor = Applications
- J

Fig 2: Physical Appearance of Smart Card

Source: Chen (2000), Java Card technology for Smart Cards:
architecture and programmer's guide, Sun Microsystems Inc.,
USA, p 12

Because they have determined to be little and often
concealed, smart cards have carried on their necessary works
unnoticed largely but this situation is changing today. The high
profile use of smart cards for IDs, credit cards, e-tickets and
passports means that the smart card has now emerged as a
common utility today. A smart card can be used in an
automated electronic transaction. It is not easily copied or
forged and it is used mainly to add security. Smart cards can
also store data protectively and they can run or host a range of
security functions and algorithms.

Contrary to that Cranor and Garfinkel [8] defined that smart
cards are praised always for their usability. They are mobile
and they can be used in several applications and carry lesser
administrative costs than systems based on several user name
or passwords. On the other hand smart cards are also criticized
for their less acceptance of market. Several people use this
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smart card added choice of security because readers and smart
cards are not deployed vastly. However alternative form
factors to the familiar plastic smart card are arousing,
proponents of these technologies claims that they overcome
the smart card limitations.

The smart card is a component which is able to store data
and run commands. It is a single chip microcomputer with a
size of 25 mm at most. This microcomputer is placed on a
plastic card of the size of a standard credit card. Plastic cards
have a long tradition. The smart card is a protective and
tamper resistant component. The data stored on the card can be
protected with a secret which is shared between the smart card
and the cardholder. Only the person knowing the secret can
use the card and the information stored on it. With the ability
to execute commands and programs the smart card became
able to decrypt and encrypt information argues, Hansmann [9].

Contrary to that Chen [10] defined that a smart card
processes and stores information through the electronic circuits
fixed in silicon in the plastic substrate of its body. A smart
card is a tamper resistant and portable computer. Unlike
magnetic stripe cards, smart cards carry both information and
processing power. Therefore they do not need access to remote
databases at the transaction time.

According to American Heritage Dictionary [11] a smart
card is a small plastic card containing a computer chip. Several
smart cards consist of memory chips to store data but several
chips also contain microprocessors that can process data.
Smart cards are part of systems that enhance cardholders to
buy services and goods, enter prohibited areas, links to cell
phone networks or operate other operations that needs the
processing and storage of recognizing information. SIM cards
are a famous kind of smart card.

Beiske, Lee, Yim and Yu [12] have defined that smart card
is a credit card size plastic card which consists of magnetic
data or microchip area. When this chip consists of monetary
information which can be used for later transactions these
smart cards belong to the group of electronic cash. Thus at
present the electronic cash and smartcards are separated into
online and offline applications. Some of the smartcard issues
are that the smart cards are virtual and real stores accept them
and are secure, efficient, speedy, paperless and intuitive. Smart
card also supports several industries from banking to health
care.

3. TYPES OF SMART CARDS

Smart cards fall into different groups. They can be categorized
into microprocessor cards, memory cards, contactless cards
and contact cards based on the variations in the access
mechanism of cards. The types of smart cards are explained
below:
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3.1 Memory Cards:

The below figure shows the architecture of a memory card in
block diagram form:

access logic  application data

v v

address
|4—— Vee
e and o
-4 securlty EEPROM [et— cno
logic
[Je4— clock
ROM [ J#4— contre

g

identification data

Fig 3: Memory card architecture
Source: Silabs.com

According to Ranki and Effing [13] the required data by the
application is stored in nonvolatile memory which is usually
referred to as EEPROM. The memory access is controlled by
the security logic which in the easiest case contains only of
write security or erases security for the memory or specific
memory regions. However there are also memory chips with
more complex protective logic that can also perform easy
encryption. The data is transferred to and from the card
through a serial interface. The memory cards functionality is
optimized usually for a specific application. Although this
severely prohibits the cards flexibility it makes them quite
costly. For memory cards typical applications are prepaid
telephone cards and easy health insurance cards.

3.2 Microprocessor cards:

Microprocessor cards are sometimes known as microcontroller
cards which consist of a microcontroller usually with mask
Read Only Memory (ROM) and Electrically Erasable
Programmable ROM (EEPROM) for personalization.
Nowadays the microcontroller cards can have a technical
capability to carry out several functions that are expected of a
personal computer. These cards are assumed as truly smart and
their processing ability that enhances them to be active and
able to react and process to data in a given situation. The
ability to perform independent calculations and to store several
microprocessor cards applications means that they are suited
well for application in transport, banking and some multi-
application loyalty systems [14].

3.3 Contact Cards:

The contact cards will be used as replacements for magnetic
stripe cards mainly in access control and financial applications.
Most of these contact cards will make their interface with the
outside globe through a set of 6 to 8 contacts as defined in ISO
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7816 part 1. The contact cards are themselves an important
point of weakness in a smart card system: 1) The leads from
the microcircuit to the contacts are of importance very thin and
can become or break detached when the card is stressed or
otherwise bent; 2) the contacts can become worn through
damaged or excessive use by a defective reader or in a pocket;
3) they denote an obvious initiating point for any attack; and 4)
In the reader the contact set is a mechanical component which
can break or be damaged either maliciously or accidently [15].

3.4 Contactless cards:

Jurgensen and Guthery [16] described that a contactless card
has an ICC embedded within the card. However it makes use
of an electromagnetic signal to facilitate communication
between the reader and the card. With these cards the
important power to run the chip on the card id transformed at
microwave frequencies from the reader into the card. The
separation permitted between the card and the reader is quite
small on the order of a few millimeters. However this card
provides a higher ease of use than cards that must be inserted
into a reader. This ease of use can be mitigated by other
factors.

4, USE OF ELLIPTIC CURVE CRYPTOGRAPHY IN
SMART CARDS

Tipton and Krause [17] describe that ECC is suited ideally for
implementation in smart cards for several reasons:

o Scalability: As the applications of smart card needs
stronger and stronger security with big keys,
Elliptic curve cryptography can continue to offer
the security with proportionately lesser additional
system resources. This means that with elliptic
curve cryptography smart cards are capable of
offering higher security levels without developing
their prices.

o Shorter transmission times and less memory: The
elliptic curve discrete logarithm problem algorithm
strength means that strong security is gained with
proportionately certificate sizes and smaller key.
The smaller size of key in turn means that small
memory is needed to store certificates and keys and
that less data must be passed between the
application and the card so transmission times are
shorter.

e No coprocessor: The elliptic curve cryptography
reduced processing times also make it separate for
the platform of smart card. Other public key
systems involve many computation that a dedicated
hardware component referred to as crypto
coprocessor is needed. The crypto coprocessors not
only take up huge amount of space on the card but
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they also higher the price of the chip by about 20 to
30% which transforms to an increase of about $3 to
#5 on the cost of each card. With elliptic curve
cryptography the algorithm can be implemented in
available Read Only Memory so no extra hardware
is needed operate fast and strong functions of
security.

e On card key generation: As described above the
private key in a public key pair must be kept secret.
To prevent the transaction truly from being refuted
the private key must be inaccessible wholly to all
parties except the entity to which it belongs. In
applications using the other kinds of public key
systems presently in use cards are personalized in a
protective environment to meet this need. Because
of the complexity of the computation needed
generating keys on the card is typically impractical
and inefficient.

With Elliptic Curve Cryptography the time required to
produce a key pair is so small that even a component with a
very limited computing smart card power can produce the key
pair offered a better random number generator is possible.
This means that the process of card personalization can be
streamlined for applications in which no repudiation is
necessary.

5.ELLIPTIC CURVE CRYPTOGRAPHY
IMPLEMENTATION IN SMART CARDS

In general elliptic curve cryptography is implemented in smart
cards by the use of a concept called finite field. Finite field is
nothing but a set of elements which have a finite order. Galois
Field represented by GF is a finite field whose order is in
general a prime number, denoted as GF(m) or power of prime
number denoted by GF (2m). The complexity of the arithmetic
of the elliptic curve depends upon the finite field in which the
elliptic curve is applied. GF(2m) is one of the most popular
methods of implementing elliptic curve cryptography. The
smart cards can be implemented using GF (2m). With GF (2m)
a smart card is less costly because a coprocessor is not
required. GF (2m) is referred to as a binary finite field or a two
field characteristic. It can be looked as dimension’s vector
space k over the field GF (2m) that contains of 0 and 1
element. To describe in detail, there occur m elements (y0, y1,
y2 ...,ym-1) in GF (2m) such that every element y € GF (2m)
can be written distinctly in the form:

y=b0y0 +blyl...+bm-lym-1
where bi € GF (2)

Such aset {y0, y1,y2 ..., ym-1} is referred to as GF (2m)
basis over GF (2). When such a basis is given a field element y
can be denoted as a bit string (b0, bl . .. bm-1). Performing
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extra field elements can be gained simply by XOR-ing bit-wise
which are the elements vector representations. The rule of
multiplication relies on the chosen basis. GF (2m) over GF (2)
has several varied bases. Some bases may lead to several
efficient arithmetic implementations in GF (2m) than other
bases. The most famous 2 used bases are the normal and
polynomial bases. In single representation of basis the
elements can be transformed efficiently to other basis
representation elements by using proper interoperability and
change-of-basis matrix, between systems using 2 varied field
types of representation can be gained easily. The equation of
elliptic curve over GF (2m) is:

a2+ya=a3+hy2+c
where y, a, b, c ¢ GF (2m) and ¢ #0

The sum of 2 varied points on elliptic curve is evaluated as
shown below:

(al, bl) + (a2, b2) = (a3, b3); where al#a2
A= (b2 +bl) (a2 +al)
a3=A2+A+al+a2+c
b3 =X (al +a3)+a3 +bl

On the elliptic curve the doubling a point is evaluated as
shown below:

(al, bl) +(al, bl) = (a3, b3); where al #0
A=al +(bl)/(al)
a3=A2+A+c
b3=(al)2+ (A +1)a3

Point compression permits the points on an elliptic curve
additionally to be denoted with small amounts of data. In
implementations of smart cards point compression is important
because it lowers down not only the space of storage for keys
on card, but also the huge number of data that requires to be
transformed to and from the card. It can be accommodated
with disregarded computation using GF (2m), but can cause
implementations of GF (m) considerably. The hardware
implementations of GF (2m) provide essential area size and
performance benefits over hardware implementations of GF
(m). Smart cards need several varied services of cryptographic
with vastly fast performance may need coprocessors of
cryptography. The coprocessor is configured to effective as
possible GF (2m ) may gain less space on the cost and smart
card and may offer superior performance to an implementation
of GF (m) [18].

6. CONCLUSION

For smart cards elliptic curve cryptography is the most
comfortable cryptosystem. Implementing smart cards using
elliptic curve cryptography saves cost; time and area.
Especially smart cards that are implemented over Galois field
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of order 2m, where m is a prime number, are very efficient in 18. Stajano F, Security and privacy in ad-hoc and sensor
terms of performance as well as security. GF (m) and GF (2m) networks, Springer, (2007).

are the two extensive methods of implementation of smart
cards currently in practice. However, with research being
conducted in this area, to a great extent, there must be new
methods of implementing Elliptic curve cryptography in the
near future.
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ABSTRACT

Disregarding the excessive consumption of energy
to provide comfort in the residential units,
especially in cold and mountainous regions, is one
of the problems of residential complexes in Iran.
Although a lot of researches have been done in
this field, the inattention to this matter not only
causes energy crisis in the future but makes the
residential complexes as the biggest environment
polluter sources. On the other hand, the
traditional architects of lran have provided the
residential areas, especially by considering the
hard conditions of cold regions, with comfort by
applying simple and available techniques and by
the minimum use of fossil fuels.

Therefore at the first of this research there’s a
review on the regional specifics and climatic
properties of cold and mountainous regions and
then through the observation and former
researches the specifics and strategies of
residential areas architecture are discussed and
reviewed from the viewpoint of providing comfort
conditions by minimum amount of fossil energy,
so that the effect of each feature in reducing the
energy consumption could be evident. As a result,
the possibility of creating sustainable residential
areas are provided in the future by applying the
traditional architecture strategies

Keywords - Sustainable Architecture, Residential
Areas, Comfort Conditions, Architectural
Techniques

I. INTRODUCTION
Mountains and High Plateau Region is one of the

four climatic divisions of Iran [1].
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Alborz and Zagros mountain chains separate the
central areas of Iran from the Caspian Sea in the
north and Mesopotamia in the west. There are also
single mountains in the center and east of Iran
including Taftan Mountain, Shirkooh. The western
highlands, that surround the western highlands, that
surround the western slopes of Iranian central plateau
mountain chains and all the Zagros mountains, are
considered as cold regions of the country. The
climatic generalities of this region are as follows:
Severe chill in winter and temperate weather in
summer;

Extreme difference between day and night
temperatures;

Heavy Snows;

Low humidity of weather.

The average weather temperature in the warmest
month of year is more than 10 degree Centigrade and
less than 3 degree Centigrade below zero in the
coldest month of year. The temperature fluctuation
during day and night is more in the mountainous
regions. The valleys in this region are very warm in
summer and temperate in winter. Rate of sunshine in
this region is high in summer and very low in winter.
The winters are long, cold and severe, and the earth is
covered by ice for several months of year; the spring
that separates the winter and summer stays for a short
time. The cold weather starts from the first of
October and continues nearly to the end of April. All
over this region, from Azarbayejan to Fars Province,
is severely cold in winters. In these regions the
amount of precipitation is low in summer and high in
winter and it’s mostly snowfall. The continuous
snowfalls cover most of tops. There’s always snow in
the heights higher than 3000 m and these highlands
are the source of rivers and aqueducts of the country.
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Snowfall in the north and northwestern areas of this
region is more than western south areas. Despite the
great deal of precipitations, the humidity of this
region is low. The western mountain ranges also
prevent the penetration of humid Mediterranean
weather to Iranian plateau and keep the moisture in
their own slopes. Despite the heavy weather of the
northern regions of Iran and the coasts of the Caspian
Sea, which is because of the low altitude and much
precipitation, the weather in the cold region is lighter
and this fact decreases the use of natural air
conditioning [2].

1. METHODOLOGY

This research engaged in reviewing any of the
traditional residential areas of Iran via observation
and evaluation of former studies and demonstrated
the role of any obvious effective factor in
establishing the comfort conditions with minimum
energy consumption including residential areas
positioning in relation with each other (city texture),
orientation, general form and pattern of buildings,
elements, materials, openings, dimensions and
proportions; so as to create sustainable residential
areas by help of traditional architects’ strategies in
design and construction.

I11. FINDING AND DISCUSSION

3.1 CiITY CONTEXT CHARACTERISTICS

The city texture of the cold and mountainous region
has been developed in order to cope with extreme
cold. Specifics of urban and rural texture in this
region are as follows:

1. Compact and intensive texture
2. Small and enclosed areas

3. Taking advantage of the sun and earth
directions (As determining factors for
establishment and expansion of the city and
its appearance)

4. Narrow passages along the ground level[1].

Considering the cold and mountainous region in Iran,
the buildings are constructed compact and joined
together to decrease the contact surface between
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warm residential areas and outer cold environment,
so that the heat dissipation and draught is prevented.
The building are also located side by side in a way
that enclose each other and the urban spaces become
as small as possible to reduce the cold wind
penetration into urban spaces and let the heat
reflection from the outer surface of warm walls of the
buildings decreases and moderates the coldness of
weather in small and enclosed urban areas "Fig." 1.

"Fig. “1.  View from Mountain toward residential
context

The other obvious point in this type of cities is design
of narrow passages to take more advantage from heat
and prevent cold and heat exchange. In this type of
region the residential areas are usually established in
the middle of heights slope toward the south and in or
on the ground. This is done for the following reasons:
first, to enhance the heat capacity of northern walls
and increase the interior volume in relation to
exterior surface. Secondly, penetration of the heavy
cold weather to the valleys increases the chill severity
during night. Thirdly, the northern front of the
mountain is usually under shadow and is cold, while
the cities should be built toward the valley and in the
sun to make the maximum use of sunshine. Fourthly,
because of the excess roughness and severe winds on
the height of mountain, and on the other hand, the
availability of water resources and running rivers in
the bottom of heights, it’s not correct to establish the
urban texture on the height of mountain "Fig." 2 [2,
3,4].

Also for preventing cold wind, cities are located in
the middle of hillside In this area the central yard is
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smaller than central yard of buildings which are
located in central plateau. In this region wood is used
for roofs and stone is used for walls because these
materials are available in these regions and have low
thermal conductivity [2].

"Fig."2. Texture of Esfahlan(a city in the high plateau
region)

3.2 BUILDING CHARACTERISTICS

The extreme cold weather during the greater part of
year in cold and mountainous regions makes
necessary for residential areas to take advantage from
maximum sunshine, daily temperature fluctuation,
heat protection and prevention from winter cold
wind. So the form of building is designed and
constructed to cope with extreme chill [3].

3.2.1 BUILDING’S FORM

The traditional houses in cold region such as central
regions of Iranian plateau have a central yard and the
other parts are set around this yard. The rooms
located in the northern direction of yard are larger
than other parts and hall or the main sitting room is
also located in this direction of yard to make use of
heat and direct sunshine in the cold season of winter.
The southern part of building is not used much
because of the short and temperate summer. So the
southern rooms, eastern and western rooms, if
available, are used as store room or Service areas like
servants’ room or bathrooms. Unlike the temperate
and humid regions of southern coasts of the Capital
Sea, the houses of these regions often have basement
with short cellar beneath the winter room that is used
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because of its cool for residence and comfort of home
habitants in summer [5, 6, and 7].

3.2.2 BUILDING’S SPACES AND ELEMENTS
Since most days of year are cold or extremely cold in
mountainous regions, most of daily activities are
done inside the rooms. So the size of yards in these
regions is slightly smaller than those of central
Iranian plateau regions. Buildings in these regions
have verandas but their depth is far lesser than the
verandas in southern regions of country, and they
don’t have sitting room usage as those of the Caspian
region and they’re only used for snow and rain
protection of building entrance. The other point is
that the floor of building yards in cold region is 1 to
1.5 m below the sidewalks level to direct the current
water of creeks or brook toward yard garden or water
reservoir in the cellar, and on the other hand, the
ground as a heat insulation surrounds the building,
prevents thermal exchange between the building and
environment and preserved the heat inside the
building [2, 7].

3.2.3 BUILDING’S PLAN AND DIRECTION

The buildings in the cold and mountainous region
have a compact plan and texture. The building
formation should be in a way that reduces the contact
surface with outer chill so that less heat may transfer
from inside to outside. So the shapes such as cube or
cubic rectangle are used to reduce the outer surface of
building in relation to its inner volume and keep it in
possible minimum. The buildings are established
between 20 degrees to the west and 45 degrees to the
east, in the wind shade of each other, out of sun shade
of each other and along the north-south axis [2, 8].

3.2.4 BUILDING’S ROOM CHARACTERISTICS

In the cold and snowy regions construction of large
rooms and areas inside the building should be
avoided because this increases the contact surface
with cold outer area and it’s hard to warm this large
room. So the ceiling of rooms in these regions are
considered lower than the similar rooms in the other
regions to decrease the room volume and the outer
surface gets minimum in relation to the building
volume. The low height of ceiling in halls, important
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rooms, arch roofed passages and bazaar chambers are
famous in these regions [2, 7 and 8].

3.2.5 BUILDING’S OPENING

Small openings in low numbers are used to prevent
the thermal exchange between outside and inside of
the building in these regions. If the windows are
large, it’s necessary to apply a shade. The openings
used in the south side are larger and longer to take
maximum advantage of sunshine. Also it should be
prevented from settling the openings in the direction
of cold winds. Double walled windows are also
proper to minimize the thermal exchange.
Meanwhile, the rate of internal air exchange and
natural ventilation should be minimized as much as
possible to prevent from breeze in the building and
inner heat exit to out. In comparison with warm and
dry regions, the dimensions of openings in this region
are increased to make use of heat energy of sunshine
[2, 5].

3.2.6 BUILDING’S WALLS

High thickness of walls, in turn, also prevents heat
exchange between inner area of building and outer
environment. The standards of architecture in cold
and mountainous regions are nearly similar to those
of warm and dry regions; and the only difference is in
heat producing sources. In warm and dry regions this
source is from out of building but in cold region is
from inside. In these regions the wall thickness
should be increased by constructional materials so
that this wall may act as heat saving resource for
internal area of the building. The thick walls save the
heat of daily sunshine during the night and help in
warming the inner space.

In local architecture of these areas, it’s tried to warm
the building by natural methods or by use of heater
and the warmth resulted from house habitats and
cookery [2, 4].

3.2.7 BUILDING’S ROOF

Traditional buildings in the northern mountain side of
Alborz mountain chain have steep roofs but ones in
the mountainous regions often have flat roofs. The
steep roofs, if covered well, are much better than flat
roofs because the rainwater is easily directed away
from the roof. But if it is covered by cob (clay and
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straw), its resistance toward moisture, rain and
specially snow is far decreased. Therefore, when
there’s a precipitation, the snow is shoveled from the
roof at once and the roof should be rolled by a small
stony roller so that the cob cover gets compact again
and the holes made by water infiltration get blocked.
Applying flat roofs in cold region makes no problem
because keeping snow on the roof can be used as a
thermal insulation against the severe chill of outer
environment that is several degrees lower than snow
temperature. Also the space beneath the truss, which
is used as store room, is a proper insulation between
inner and outer area of the building. So a double
walled roof for the buildings in this region is of high
importance in keeping the building heat [2].

3.2.8 BUILDING’S MATERIALS

The materials used in traditional buildings in cold
and mountainous regions, like in other regions, are
from the available materials there. These materials
should have a good thermal capacity and resistance to
keep the building warmth in its inner area. So the
body of these buildings is from stone (or wood, cob
mortar, adobe and bricks) and the roofing is from
timber and cob. Stone and heavy resistant materials
are used for building foundation, and in some parts
the heavy materials are used for base course to
prevent moisture. However, the buildings of these
regions are generally built on the ground [5, 9, 10].

3.3 DESIGN STRATEGIES

The principles that have been thought for adaptation
to climatic conditions of these regions are very
important; and they are as follows:

Using common walls as much as possible and
creating a heaped and compacted texture in
complexes;

Preparing compressed and compact planes;

Forming the building to create shade in summer and
receive proper heat in winter;

Placing heat generating spaces like kitchen in the
center of building plane;

Considering non important spaces like store as heat
insulator in sides or cold parts of building;
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Using appropriate heat insulator in outer walls and
especially in roof;

Using stony bed below the rooms to reserve extra
heat in floor and release this saved heat in night or
cold times[2,10].

IV. CONCLUSION

The traditional architects of Iran provide residential
areas with comfort conditions by applying simple
techniques. Using compact plans, minimizing the
outer surface against the covered volume, applying
materials with good thermal insulation and capacity
and minimizing the inner air exchange and natural
ventilation are among the techniques that were used
by traditional Iranian architects to create comfort
conditions and this case was performed with
minimum use of fossil energy. Applying nature -
returnable materials and minimizing the use of fossil
fuels are among the aim points of sustainable
architecture. Therefore, the strategies applied in
Iranian traditional architecture have a great effect in
creating a sustainable architecture. These techniques
can also be used in the design of residential
complexes in cold regions to minimize the energy
consumption for providing comfort conditions. In this
case, by taking advantage of these techniques the aim
of sustainable architecture is achieved.
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ABSTRACT

Concrete is the most widely used construction
material worldwide. Its popularity gives the well-
known advantages, such as low cost, general
availability, and wide applicability. As well as the
applications of concrete in the realms of
infrastructure, habitation, and transportation have
greatly prompted the development of civilization,
economic progress, stability and of the quality of
life.

But this popularity of concrete also carries with it
a great environmental cost. The billions and
billions tons of natural materials are mined and
processed each year, by their large volume, are
bound to leave a substantial mark on the
environment. Most damaging are the huge
amounts of energy required to produce Portland
cement as well as the large quantities of CO,
released into the atmosphere in the process.

This paper summarizes the various efforts
underway to improve the environmental
friendliness of concrete to make it suitable as a
“Green Building” material. For most and most
successful in this regard is the use suitable
substitutes for Portland cement, especially those
that are by-products of industrial processes, like
fly ash, ground granulated blast furnace slag,
cement Kkiln dust, rice husk ash and wood ash.

The paper discusses some of the economic drivers
which determine the degree of commercial success.
Simply deposing of waste materials in concrete
products is unlikely to succeed except in unusual
situations. The emergence of the Green Building
movement in india is already changing the
economic landscape and the factors that influence
resource utilization.

Keywords:  Sustainable  Development, Green
Buildings, Supplementary Cementitious Materials,
Recycled Concrete Aggregate.

I. INTRODUCTION

Presently, annual worldwide concrete production is
about 12 billion tons, consuming approximately 1.6
billion tons of Portland cement, 10 billion tons of sand
and rock, and 1 billion tons of water. The production
of one ton of Portland cement generates
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approximately one ton of carbon dioxide and requires
up to 7000 MJ of electrical power and fuel energy. As

Large quantities of waste materials and by-products
are generated from manufacturing processes, service
industries and municipal solid wastes, etc. As a result,
solid waste management has become one of the major
environmental concerns in the world. With the
increasing awareness about the environment, scarcity
of land-fill space and due to its ever increasing cost,
waste materials and by-products utilization has
become an attractive alternative to disposal. High
consumption of natural sources, high amount
production of industrial wastes and environmental
pollution require obtaining new solutions for a
sustainable development. During recent years there
has been a growing emphasis on the utilization of
waste materials and by-products in construction
materials. Utilization of waste materials and by-
products is a partial solution to environmental and
ecological problems. Use of these materials not only
helps in getting them utilized in cement, concrete, and
other construction materials, it helps in reducing the
cost of cement and concrete manufacturing, but also
has numerous indirect benefits such as reduction in
landfill cost, saving in energy, and protecting the
environment form possible pollution effects. Further,
their utilization may improve the microstructure,
mechanical and durability properties of mortar and
concrete, which are difficult to achieve by the use of
only ordinary Portland cement. [1]

I1. Sustainable Development

Sustainable building materials are more than recycled
or reused materials and components. In order to be
truly sustainable, the material must be examined from
the time it is harvested as a raw material to the time it
will need to be disposed of. When carrying out a
Sustainable Development price is of course one
consideration but more important is the environmental
and health impact of the materials. Energy
consumption, waste, emissions, and the resources’
ability to renew itself are the most important aspects.
The energy consumption of a material during
harvesting, transporting, processing, and use are all
considered to decide if a material is truly sustainable
and therefore suitable in the construction of a
Sustainable Development.
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These and various related concerns led to the concept
of sustainable development, which can be
summarized as follows:

1. Remedy the mistakes of the past by cleaning
up our contaminated water and soil.

2. Avoid the pollution of our air, water and soil,
including the release of greenhouse gases
into the atmosphere that are known to
contribute to global warming.

3. Utilize natural resources, whether material or
energy, at a rate no greater than at which
they can be regenerated.

4. Find a proper balance between economic
development and preservation of our
environment, i.e. improve the living standard
and quality of life without adversely
affecting our environment. [2]

These goals describe an ideal state and are obviously
difficult to achieve. Yet, we do not have much of a
choice, lest the live ability of our planet take a rapid
turn for the worse. As the World Earth Summits in
Rio de Janeiro (1990) and Kyoto (1997) demonstrated
very clearly, this worldwide problem can be solved
only through concerted international efforts. The
industrialized countries are called upon to reduce the
emission of greenhouse gases and the wasteful use of
natural resources, and the developing countries need
to avoid the mistakes made by the industrialized
world in the past and develop their economies using
technologies that make optimal use of energy and
natural materials, without polluting the environment.
It is the purpose of this article to discuss various
aspects of the concrete industry, because it has a much
larger impact on sustainability than many of us may
realize. Concrete is by far the most widely used
construction material worldwide. In fact, it is more
widely used than any other material, except water. Its
huge popularity is the result of a number of well-
known advantages, such as low cost, general
availability, and adaptability to a wide spectrum of
performance requirements. But this popularity of
concrete also carries with it a great cost in terms of
impact on the environment. [3, 4]

1. Worldwide, over ten billion tons of concrete
are being produced each year. In the United
States, the annual production of over 500
million tons implies about two tons for each
man, woman and child. Such volumes
require vast amounts of natural resources for
aggregate and cement production.

2. In addition, it has been estimated that the
production of one ton of Portland cement
causes the release of one ton of CO2 into the
atmosphere. CO2 is known to be a
greenhouse gas that contributes to global
warming, and the cement industry alone
generates about 7% of it.

3. The production of Portland cement is also
very energy-intensive. Although the North
American plants have improved their energy-
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efficiency considerably in recent decades to
the point where this is now comparable to
that of plants in Japan and Germany, it is
technically next to impossible to increase
that energy-efficiency much further below
the current requirement of about 4 GJ per

ton.
4. The demolition and disposal of concrete
structures, pavements, etc., constitutes

another environmental burden. Construction
debris contributes a large fraction of our
solid waste disposal problem, and concrete
constitutes the largest single component.

5. Finally, the water requirements are enormous
and particularly burdensome in those regions
of the earth that are not blessed with an
abundance of fresh water. The concrete
industry uses over 1 trillion gallons of water
each year worldwide, and this does not even
include wash water and curing water.

These points and these numbers seem to indicate that
the concrete industry has become a victim of its own
success and therefore is now faced with tremendous
challenges. But the situation is not as bad as it might
seem, because concrete is inherently an
environmentally friendly material, as can be
demonstrated readily with a life-cycle analysis [5].
The challenges therefore reduce primarily to reducing
Portland cement’s impact on the environment. In
other words, we should use as much concrete, but
with as little Portland cement as possible. [6]

I11. Challenges for concrete and cement
industry for sustainable development

There are a number of ways how the concrete industry
can increase its compliance with the demands of
sustainable development:

1. Increased use of supplementary cementitious
material. Since the production of Portland
cement is energy intensive and responsible
for much of the CO, generation, the
substitution of other materials, especially
those that are byproducts of industrial
processes, such as fly ash and slag, is bound
to have a major positive impact.

2. Increased reliance on recycled materials.
Since aggregate constitutes the bulk of
concrete, an effective recycling strategy will
lessen the demand for virgin materials.

3. Improved durability. By doubling the service
life of our structures, we can cut in half the
amount of material needed for their
replacement.

4. Improved mechanical properties. An increase
in mechanical strength and similar properties
leads to a reduction of materials needed. For
example, doubling the concrete strength for

strength-controlled  members  cuts  the
required amount of material in half.
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5. Reuse of wash water. The recycling of wash
water is readily achieved in practice and
already required by law in some countries.

Implementing effective strategies to lessen the
environmental impact of the concrete industry by
careful use of those tools requires a concerted effort
of the industry, starting with well-focused research
and development. Even more important for success
are economic incentives to convince industry leaders
that increased incorporation of  sustainable
development principles is possible without adversely
impacting the industry’s profitability. On a less
benign parallel track, political developments are
underway or imminent which are likely to force the
industry to change or lose market share. Bold
initiatives are required that are not without risk, yet
strict adherence to principles such as “we have always
done it this way” is certainly counterproductive,
because the world around us will change anyway.

A considerable body of literature exists on methods to
improve the mechanical properties and durability of
concrete. The emphasis here will be on how to make
concrete a “green building material” by use of cement
substitutes and recycled materials. [6]

IV. Use of Cement Substitutes for sustainable
concrete

Cement is the backbone for global infrastructural
development. It was estimated that global production
of cement is about 1.3 billion tons in 1996. Production
of every tone of cement emits carbon dioxide to the
tune of about 0.87 ton. Expressing it in another way, it
can be said that 7% of the world’s carbon dioxide
emission is attributable to Portland cement industry.
As we all know that carbon dioxide is one of the
significant green house gas and it contribution to the
environmental pollution is very high. The ordinary
Portland cement also consume natural resources like
limestone etc., that is why we cannot go on producing
more and more cement and there is a need to
economize the use of cement. One of the practical
solutions to economize cement is to replace cement
with supplementary cementitious materials. [7]

Cement is the key component of concrete that binds
the other components together and gives the
composite its strength. A considerable amount of
work has been reported in the literature on how to use
waste products of combustion or industrial processes
as supplementary cementitious materials [4, 8, 9].
Because of their cementitious or pozzolanic properties
these can serve as partial cement replacement. Ideally,
the development of such materials serves three
separate purposes simultaneously. On the one hand,
waste byproducts have an inherent negative value, as
they require disposal, typically in landfills, subject to
tipping fees that can be substantial. When used in
concrete, the material’s value increases considerably.
The increase in value is referred to as “beneficiation”.
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As this supplementary cementitious material (SCM)
replaces a certain fraction of the cement, its market
value may approach that of cement. A second benefit
is the reduction of environmental costs of cement
production in terms of energy use, depletion of natural
resources, and air pollution. Also, the tangible as well
as intangible costs associated with landfilling the
original waste materials are eliminated.

Finally, such materials may offer intriguing additional
benefits. Most concrete mixes can be engineered such
that the SCM will give the mix certain properties
(mechanical strength, workability, or durability)
which it would not have without it. It is the challenge
for the concrete technologist when developing a mix
design, to combine these three different goals in an
optimal way such that the economic benefits become
transparent. The key task is to turn waste material
with a large inherent negative value into a potentially
valuable product. The increase in value should be
both real, in terms of converting a liability into a
commodity with an increased market value, as well as
intangible in terms of reduced environmental costs.
The fundamental challenge for the researcher is to
identify waste materials with inherent properties that
lend themselves to such beneficiation. Below, a few
examples shall be mentioned.

A primary goal is a reduction in the use of Portland
cement, which is easily achieved by partially
replacing it with various cementitious materials,
preferably those that are byproducts of industrial
processes. The best known of such materials is fly
ash. Fly ash is finely divided residue resulting from
the combustion of powdered coal and transported by
the flue gases and collected by electrostatic
precipitator. In U.K. it is referred as pulverised fuel
ash. Fly ash is the most widely used pozzolanic
material all over the world. Fly ash was first used in
large scale in the construction of Hungry Horse dam
in America in the approximate amount of 30 per cent
by weight of cement. Later on it was used in Canyon
and Ferry dams etc. In India, Fly ash was used in
Rihand dam construction replacing cement up to
about 15 percent [7]. As shown in Table 1 [6], the
utilization rates vary greatly from country to country,
from as low as 3.5% for India to as high as 93.7% for
Hong Kong. The relatively low rate of 13.5% in the
US is an indication that there is a lot of room for
improvement.

Table 1: Coal-Ash Production and Utilization [6]

Country Million Million %
Tons Tons
Produced | Utilized
China 91.1 13.8 15.1
Denmark 1.3 0.4 30.8
Hong Kong 0.63 0.59 93.7
India 57.0 2.0 3.5
Japan 4.7 2.8 59.6
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Russia 62.0 4.3 6.9
USA 60.0 8.1 135

The use of fly ash has a number of advantages. It is
theoretically possible to replace 100% of Portland
cement by fly ash, but replacement levels above 80%
generally require a chemical activator. We have found
that the optimum replacement level is around 30%.
Moreover, fly ash can improve certain properties of
concrete, such as durability. Because it generates less
heat of hydration, it is particularly well suited for
mass concrete applications. Fly ash is also widely
available, namely wherever coal is being burned.
Another advantage is the fact that fly ash is still less
expensive than Portland cement. May be most
important, as a byproduct of coal combustion fly ash
would be a waste product to be disposed of at great
cost

In the recent time, the importance and use of fly ash in
concrete has grown so much that it has almost become
a common ingredient in concrete, particularly for
making high strength and high performance concrete.
The new Indian Standard on concrete mix proportions
(1S 10262-2009) are already incorporated fly ash as a
supplementary material to cement. [10]

Extensive research had been done all over the world
on the advantage of fly ash as a supplementary
cementitious material. High volume fly ash concrete
is a subject of current interest across the globe. ASTM
broadly classifies fly ash into two classes. Class F and
class C. Class F Fly ash normally produced by
burning anthracite or bituminous coal and has
pozzolanic properties only. Class C Fly ash normally
produced by burning lignite or sub-bituminous coal
and can possesses pozzolanic as well as cementitious
properties. [7]

The employment of fly ash in cement and concrete
has gained considerable importance because of the
requirements of environmental safety and more
durable construction in the future. The use of fly ash
as partial replacement of cement in mortar and
concrete has been extensively investigated in recent
years.it is known that the fly ash is an effective
pozzolan which can contribute the properties of
concrete. Fly ash blended concrete can improve the
workability of concrete compared to OPC. It can also
increase the initial and final setting time of cement
pastes. Fly ash replacement of cement is effective for
improving the resistance of concrete to sulfate attack
expansion. The higher is the compressive strength of
concrete,the lower is the ratio of splitting tensile
strength to compressive strength. Finally, it is
knowing that the properties of concrete are enhanced
when the substitution of Portland cement was done by
fly ash. [10]

Ground granulated blast furnace slag (GGBS) is a by-
product of the manufacturing of iron in a blast furnace
where iron ore, limestone and coke are heated up to
1500°C.When these materials melt in the blast
furnace, two products are produced i.e molten iron,
and molten slag. The molten slag is lighter and floats
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on the top of the molten iron. The molten slag
comprises mostly silicates and alumina from the
original iron ore, combined with some oxides from
the limestone. The process of granulating the slag
involves cooling the molten slag through high-
pressure water jets. This rapidly quenches the slag and
forms granular particles generally not larger than
5mm in diameter. The rapid cooling prevents the
formation of larger crystals, and the resulting granular
material comprises some 95% non-crystalline
calcium-aluminosilicates. The granulated slag is
further processed by drying and then ground to a very
fine powder, which is GGBS (ground granulated blast
furnace slag) cement It is another excellent
cementitious material.[14]

Wainwright and Ait-Aider (1995) examined the
influence of the composition of OPC and the addition
of up to 70% GGBS on the bleed characteristics of
concrete and conclude that the partial replacement of
OPC with 40% and 70% of GGBS. GGBS led to
increases in the bleeding of the concretes, like fly ash,
also GGBS can improve many mechanical and
durability properties of concrete and it generates less
heat of hydration.[11]

Babu and Kumar (2000) determined the cementitious
efficiency of GGBS in concrete at various
replacement percentages (10-80%) through the
efficiency concept by establishing the variation of
strength to water-to-cementitious materials ratio
relations of the GGBS concretes from the normal
concretes at the age of 28 days. The 28-day
compressive strength of concretes containing GGBS
up to 30% replacement were all slightly above that of
normal concretes, and at all other percentages, the
relationships were below that of normal concretes. It
was also observed that the variations due to the
different percentages of slag replacement were
smaller than the corresponding variations in the case
of fly ash. The result showed that the slag concretes
based on overall efficiency factor (k), will need an
increase of 8.6% for 50% replacement and 19.5% for
65% replacement in the total cementitious materials
for achieving strength equivalent to that of normal
concrete at 28 days.[12]

Rice-husk is an agricultural by-product material.
When rice-husk is burnt rice-husk ash (RHA) is
generated. RHA is highly pozzolanic material. The
non-crystalline silica and high specific surface area of
the RHA are responsible for its high pozzolanic
reactivity. RHA has been used in lime pozzolana
mixes and could be a suitable partly replacement for
Portland cement.[13]

RHA concrete is like fly ash/slag concrete with regard
to its strength development but with a higher
pozzolanic activity it helps the pozzolanic reactions
occur at early ages rather than later as is the case with
other replacement cementing materials. [14]

The employment of RHA in cement and concrete has
gained considerable importance because of the
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requirements of environmental safety and more
durable construction in the future. The use of RHA as
partial replacement of cement in mortar and concrete
has been extensively investigated in recent years.
RHA blended concrete can decrease the temperature
effect that occurs during the cement hydration. RHA
blended concrete can improve the workability of
concrete compared to OPC. It can also increase the
initial and also final setting time of cement pastes.
Additionally, RHA blended concrete can decrease the
total porosity of concrete and modifies the pore
structure of the cement, mortar, and concrete, and
significantly reduce the permeability which allows the
influence of harmful ions leading to the deterioration
of the concrete matrix. RHA blended concrete can
improve the compressive strength as well as the
tensile and flexural strength of concrete. RHA helps
in enhancing the early age mechanical properties as
well as long-term strength properties of cement
concrete.

Partial replacement of cement with RHA reduces the
water penetration into concrete by capillary action.
RHA replacement of cement is effective for
improving the resistance of concrete to sulfate attack.
The sulfate resistance of RHA concrete increases with
increasing the RHA replacement level up to 40%.
Substitution of RHA has shown to increase the
chemical resistance of such mortars over those made
with plain Portland cement. Incorporation of RHA as
a partial cement replacement between 12% and 15%
may be sufficient to control deleterious expansion due
to alkali-silica reaction in concrete, depending on the
nature of the aggregate. It can be known that the use
of rice husk ash leads to enhanced resistance to
segregation of fresh concrete compared to a control
mixture with Portland cement alone. Also RHA can
significantly reduce the mortar-bar expansion.Finally
showed that the mechanical properties of concrete are
enhanced when the substitution of Portland cement
was done by RHA. [13]

Wood ash is the residue generated due to combustion
of wood and wood products. It is the inorganic and
organic residue remaining after the combustion of
wood or unbleached wood fiber. [15]

Abdullahi (2006) reported the compressive strength
test results of wood ash (WA) concrete. He used wood
ash as partial replacement of cement in varying
percentages (0, 10, 20, 30, and 40%) in concrete
mixture proportion of 1:2:4. Tests were conducted at
the age of 28 and 60 days.The results showed that the
specimens containing 0% wood ash had the highest
compressive strength. The mixture containing 20%
wood ash had higher strength than that containing
10% wood ash at 28 and 60 days. This was due to the
fact that the silica provided by 10% wood ash was
inadequate to react with the calcium hydroxide
produced by the hydration of cement. Increase in
wood ash content beyond 20% resulted in a reduction
in strength at 28 and 60 days. [16]
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Naik et al. (2002) investigated the compressive
strength of concrete mixtures made with wood ash up
to the age of 365 days. Wood ash content was 5, 8,
and 12% of the total cementitious materials. Figure
9.1 shows the compressive strength results. Based on
the results, they concluded that: (i) control mixture