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Experimental Study Using Different Tools/Electrodes E.G.
Copper, Graphite on M.R.R of E.D.M Process and Selecting
The Best One for Maximum M.R.R in Optimum Condition

Santanu Dey, ! Dr. D.C.Roy?
Masters of Technology, Department of Mechanical Engineering Jalpaiguri Government Engineering College, Jalpaiguri—
735102
’H.0.D & Professor of Mechanical Engineering, Jalpaiguri Government Engineering College, Jalpaiguri—735102, India

Abstract: EDM is the thermal erosion process in which metal is removed by a series of recurring electrical discharges
between a cutting tool acting as an electrode and a conductive work piece, in the presence of a dielectric fluid. Electrical
discharge machining (EDM) is a well-established machining option for manufacturing geometrically complex or hard
material parts that are extremely difficult-to-machine by conventional machining processes. Its unique feature of using
thermal energy to machine electrically conductive parts regardless of hardness has been its distinctive advantage in the
manufacture of mould, die, automotive, aerospace and surgical components.

Keywords: M.R.R, Current, Impulse Duration, Spark Gap, Regression Analysis.

I. Introduction

Electrical Discharge Machine (EDM) is now become the most important accepted technologies in manufacturing
industries since many complex 3D shapes can be machined using a simple shaped tool electrode. Electrical discharge
machine(EDM) is an important ‘non-traditional manufacturing method’, developed in the late1940s and has been accepted
worldwide as a standard processing manufacture of forming tools to produce plastics moldings, die castings, forging dies and
etc. New developments in the field of material science have led to new engineering metallic materials, composite materials,
and high tech ceramics, having good mechanical properties and thermal characteristics as well as sufficient electrical
conductivity so that they can readily be machined by spark erosion. At the present time, Electrical discharge machine (EDM)
is a widespread technique used in industry for high precision machining of all types of conductive materials such as: metals,
metallic alloys, graphite, or even some ceramic materials, of whatsoever hardness. Electrical discharge machine (EDM)
technology is increasingly being used in tool, die and mould making industries, for machining of heat treated tool steels and
advanced materials (super alloys, ceramics, and metal matrix composites) requiring high precision, complex shapes and high
surface finish. Traditional machining technique is often based on the material removal using tool material harder than the
work material and is unable to machine them economically. An electrical discharge machining (EDM) is based on the
eroding effect of an electric spark on both the electrodes used. Electrical discharge machining (EDM) actually is a process of
utilizing the removal phenomenon of electrical-discharge in dielectric. Therefore, the electrode plays an important role,
which affects the material removal rate and the tool wear rate.

There are two main types of EDM-
*  The ram type.
*  The wire-cut type.

This project is based on the ram type EDM.

Ram type E.D.M

*  The electrode/tool is attached to the ram that connected to the positive pole.

*  The work piece is connected to the negative pole.

*  The work is then positioned so that there is a gap between it and the electrode.
*  The gap is then flooded with the dielectric fluid.

*  The spark Temperatures generated can range from 7,760° to 11,650° Celsius.

Il. Objective Of The Project

In this research work the main objective is to compare two electrodes e.g. (Copper & Graphite) using in EDM
machining and selecting the best electrode on basis of highest Metal Removal Rate (MRR) and surface finish. Equipments
used for EDM process:
e  One mild steel metal piece (98.7*87.2*12).
e Copper & Graphite Electrode.
¢ Rustolic E.D.M. 20 Dielectric Fluid.
e EDM machine.
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Figure: Isometric view of work piece
Figure: Top — view of work piece

Copper electrode

Observation Table

Time
Impulse | Spark Gap | ] T
Idle M/C Total
1040 0.08 7 6 12 1.25 25.45 27.10
1050 0.14 8 6 15 1.14 6 7.14
1060 0.20 9 6 17 0.30 8.25 8.55
1070 0.26 10 6 18 0.36 6.40 7.26
Graphite electrode
Time
Impulse | Spark Gap | ] T idle M/C Total
1040 0.08 7 6 12 1.40 18.24 20.04
1050 0.14 8 6 15 0.23 6 6.23
1060 0.20 9 6 17 0.48 14.10 14.58
1070 0.26 10 6 18 0.58 11.58 12.16
Sample Calculation:-
_Volums
M.R.R —
depth of hole (h) = Imm
dia of the hole (d) = 8mm
Volume of the hole = '43* dZ=h
= Sglai
4
=  50.26 mum®

50.26 2
RR= mm )
M.R. P K.:;I‘n_:ﬂ

=1975mm )

M/C Time=25.45min

IV. Regression Analysis

Based on the experimental data gathered, statistical regression analysis enabled to study the correlation of process
parameters with the MRR.

In this study, for three variables under consideration, a polynomial regression issued for modeling. The coefficients
of regression model can be estimated from the experimental results. The effects of these variables and the interaction
between them were included in this analyses and the developed model is expressed as interaction equation:

1)

Y=a+bX;+cX, +....... +nX,
Where a, b, c. Etc are co-efficient of their corresponding parameter.

The unknown coefficients are determined from the experimental data. Since, EDM process is non-linear in nature, a
linear polynomial will be not able to predict the response accurately, and therefore the second-order model (quadratic model)
is found to be adequately model the process.
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Control parameters Level Observed value
Min. level Max. level
Current 7 10 M.R.R.(mm3/min)
(Amp.)
Impulse Duration 12 18 M.R.R. (mm3/min)
(ps.)
Spark Gap 0.08 0.26 M.R.R.(mm*/min)
(mm.)
Table -1: Result of experimental value
SL. Current Impulse Spark Gap A B C Material
NO. (Amp.) Duration (mm.) Removal Rate
(bs.) {MRR}
(mm?®/min)
1 7 12 0.08 -1 -1 -1 1.975
2 7 12 0.26 -1 -1 1 2.76
3 7 18 0.08 -1 1 -1 8.38
4 7 18 0.26 -1 1 1 8.38
5 10 12 0.08 1 -1 -1 14.28
6 10 12 0.26 1 -1 1 8.36
7 10 18 0.08 1 1 -1 18.41
8 10 18 0.26 1 1 1 10.17
Here current, Impulse Duration and Spark Gap denoted as A, B and C. Equation (1) can be rewritten as in (2)
Y =C, + C.*A + Cp*B + C.*C + C4*A*B + C.*A*C + CiB*C (2)

Normal equations are:

Y'Y =nCy + CYA + CoYB + C.YC + CgY A*B + Co*YA*C+ CYB*C (3)
YY*A =Co YA+ CYA? + CoYA*B + C Y A*C + CeY A*B + C.*Y A?*C +C;Y A*B*C 4)
YY*B=C, YB+ C.YA*B + C,YB? + C.YB*C + CdYA.B? + C.*Y A*B*C+ CYB**C (5)
SY*C=C, YC + C.YA*C + CpYB*C + C. Y C%+ CAYA.B.C + Co*Y A*C* CYB*C? (6)
YY.AB=C,Y A.B+C,Y A? B+ C, YAB*+C Y A.B.C+ CdY A ?B%+ C.*YA**B*C + C; YA.B.C 7
YYA*C = CoY A*C +C,Y AZ*C+ CpY A*B*C+ C.Y A*C%+ CgY AZB*C+ C.*Y A?*C*+ CY A*B*C? (8)
YY*B*C =C,YB*C +C,Y A*B*C+ C,Y B*C+ C.YB*C%+ CoY A.B?*C+ C.*Y A*B**C+ C;YB**C? (9)

Equation of the fitted model for MRR from solving above equations:

MRR = - 64.7089 + [(7.323 * current) + (2.402 * Impulse duration) + (119.229 * Spark gap) — {0.167 *(current *
Impulse duration)} — {13.759 *(Current * Spark gap)} — {1.398 * (Impulse duration *Spark gap)}]
Table -2: Results showing the experimental and predicted value and error
SL. Current Impulse Spark Gap Exp. MRR Pred. MRR Error %Error
NO. (amp.) Duration (mm.)
(s.)
1 7 12 0.08 1.975 1.8393 0.1357 6.87
2 7 12 0.26 2.76 2.9945 0.1845 6.27
3 7 18 0.08 8.38 8.56626 0.18626 2.17
4 7 18 0.26 8.38 8.16162 0.21838 2.61
5 10 12 0.08 14.28 14.49414 0.21414 1.48
6 10 12 0.26 8.36 8.16948 0.195052 2.78
7 10 18 0.08 18.41 18.2151 0.1949 1.06
8 10 18 0.26 10.17 10.3806 0.2106 2.03
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V. Graph & Table
—m— copper
20 - —e— graphite
18] -
16 _ /
14 — Ll
=
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T [ J
2 n
0-'|'|'|'|'|'|'|'|'|'|'|'
0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20 0.22 0.24 0.26 0.28
spark gap (mm)
Table- 3: Spark gap v/s MRR
Spark gap (mm) MRR (copper) MRR (graphite)
0.08 1.9745 2.76
0.14 8.38 8.38
0.2 14.28 8.36
0.26 18.41 10.17
—®— copper
20 — —e— graphite
18 - "
16 /
14 -
12
10 °
& /
= g A
6
4l
@
2 ]
0 .

7.0

T
7.5 8.0 8.5 9.0 9.5 10.0

current (amps)

Table — 4: Current v/s MRR

Current (amps) MRR (copper) MRR (graphite)
7 1.9745 2.76
8 8.38 8.38
9 14.28 8.36
10 18.41 10.17
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—m— copper
—e— graphite

20 ~

18 - .

16

0 T T T T T T T T T T T T T
12 13 14 15 16 17 18

impulse duration (n-sec)

Table-5: Impulse duration v/s MRR

Impulse duration (n-sec) MRR (copper) MRR (graphite)
12 1.9745 2.76
15 8.38 8.38
17 14.28 8.36
18 18.41 10.17
VI. Conclusion

1. From the analysis of graph- it can be identified that at the initial stage MRR using graphite electrode is more as compare
to copper electrode .Which implies that at low current, impulse duration and spark gap using graphite electrode is more
economical. But as the value of the parameters increases, MRR with copper electrode increases more rapidly in respect
of graphite electrode.

2. Finally, it can be concluded that graphite electrodes are best suitable for lower values of parameters and mainly for
finishing work as graphite electrode produces better surface finish due to lower MRR and copper electrodes are suitable
for high metal removal process where finish requirements are not significant.
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Abstract: Every organization needs to remain competent to stay afloat in the sea of competitors with similar products and
services. Smaller production companies, such as job shops, are often incapable of committing significant human or capital
resources for the improvement of manufacturing flow times. However, there is considerable demand in these organizations
for solutions that offer improvements without the risk involved in expending these resources. This paper presents a study that
uses simulation to improve shop floor performance by means of certain operational parameters. In this study, an overview of
the plant layout problem is covered for the particular company. The original motivation for redesigning the entire shop floor
was the need to realize improvements in material flow and output level. Since the machines were scattered this made it very
difficult to study the cost involving the flow of materials through these machines. So for the purpose of analyzing total
material handling cost, 34 elements (jobs) were taken which are mainly processed through 6 machines, out of which 32
elements were divided into 4 part families using Direct Clustering Method (DCM) with group technology concept method
and similar machines were arranged together to analyze the cost using Computerized Relative Allocation of Facilities
Technique (CRAFT) with aide of computer graphics .Finally, a new job shop layout was designed, which yield minimum
material handling cost.

Keywords: Job shop, Direct Clustering Method (DCM), Computerized Relative Allocation of Facilities Technique
(CRAFT), Group Technology.

I. Introduction

In the job shop environment, the need to improve manufacturing flow times has always been a critical factor to stay
competitive. Simply adding human resources or capital equipment may improve flow times, but these alternatives can add
tremendous fixed cost and risk to an organization. Most job shops cannot afford the investment needed to reduce their
manufacturing flow time. Therefore, a more economical alternative would be of great value to smaller organizations.
In this study, a haphazard arrangements of machines in job shop was clubbed together to form separate machine cells and
various layout was designed to investigate improvements in material flow and output level.34 elements were taken which are
processed through six machines- lathe, milling, grinding, slotting, shaping and drilling. Other objectives of the study can be
summarized as follows:
e To determine the inherent constraints and the bottlenecks in manufacturing process.
e To increase the percentage of annual production quantity completed on time without extra costs including

subcontracting and overtime costs.
e To provide a solid base for supervision and face-to- face communication.

Il. Design of the Study

To achieve the objectives of the study, the requirements of the following five steps were sequentially satisfied:

1. Part families were formed using Direct Clustering Method (DCM).

2. Similar machines were grouped together to form separate departments.

3. Physical layout of machines (intra-cell) and cells (inter-cell) were developed by means of powerful and well known
CRAFT algorithm, which is the basis for many computer-aided layout programs.

4. New manufacturing system was modeled and analyzed to determine the system performance according to predetermined
performance measures.

5. Final layout with optimum cost was developed.

I11. Part Family Formation & Layout Design for Grout Technology Layout
According to Fraizer and Spriggs (1996), a GT layout is most appropriate for batch processing because parts are produced in
small to medium batches and there is relative stability in the product mix. The GT cell creates a small, cost-effective
assembly line within the production operation, but provides much more flexibility than traditional assembly lines. Because
each cell is dedicated to producing a group or family of similar parts, switching between similar parts in the family is quick
and easy. Only minimal setup time is required, compared with a changeover on an assembly line or with a traditional batch
processing or job shop.

3.1. Part family Formation
For the part family formation Direct clustering Method was used
Stepl. Calculate weight of each row,

W= M
Step2. Sort rows in descending order L 2 M.J
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Step3. Calculate weight of each column,
Step4. Sort columns in ascending order
Step5. For I =1 to n, move all columns j where Mij = 1, to the right while maintaining the order of the previous rows.
Step6. For j =mto 1, move all rows I, where Mij = 1, to the top, maintaining the order of the previous columns.
Step7. If current matrix = previous matrix, STOP; Else go to Step 5.
JOBS
11 |19|28| 29|14 |16|26|27(30|17|18|20|12|15|2a| 1 | 2|3 |a |6 |7 |9 |21|22|23|25|5 | 8 |10|13|31|32(33|34| RANK
Milling o|jofojof12(1(12|j12|0(0|0|0|21|(1|2|1|1}|1j1|1|1j1|jojojojojij1j1j1jojojojo| 1
Slotting o|jofojo|jo(0(D|O|O|(O|O|O|O|(OD|O]JO|JOjJOjOjJOjJOjO|1})1}1}j1})1)j1})1}j1]jOo0|O0|O|O| 2
Lathe 1)1(1f(1}3|1 1)1 /131 |1[1|1]1/1|1)1|3f1]J1)jajij1)1fji1j1ji1j1j1j)1jojojojo| 3
Shaping 0000()00000ﬂ0000000000000000000|1_|1_|l1|_1|4
Grinding 000000000000000111111100000000:1_[1_[&1_1|5
Drilling ojojo|ofojojofo|afajafafa|a|a]o]ofo]ojojofofo]ojofofofofaJajafafala] &

Therefore following Four part family is formed by using Direct Clustering method. Job 11,19 ,28 and 29 were
omitted from part family, since there was no movement from one machine to other.

3.2. Layout Design

After the formation of Part families it has been seen that different members of part family consists six machining
operations as a whole—Lathe , Milling, Grinding, Shaping, Slotting and Drilling.

} J |._ _{
6.5X4= 7 4
| 5X4a 26 1 Xanl |—5xz=u—|

MILLING
LATHE
DRILLING

|_7x|=7—|

=6.5%3019.5 =

b= ex2=12q

'—6X1=6_|

}—sxs-:a—{ I'—a’”'s_|

—

SHAPING GRINDING

:-aI SLOTTING
bl
i i

b 6x2=12 =
=

IV. Optimizing the Job Shop Layout
For the opmization of plant layout, Computer Relative Allocation of Facility Technique (CRAFT) with aide of
computer graphics simulation was used.
CRAFT is one of the important computer programmes for the quantitative solution of process layout program. The
program works in the following manner:
(@) Aninitial layout is given along with the problem.
(b) The load summary i.e. the to and fro movement frequencies between the various pairs of departments is also supplied.

The interdepartmental pair wise costs per unit distance are also given.

(c) With (a) and (b) as the inputs, CRAFT now interchanges a pair of departments which have
(i) either a common border, or

(ii) The same area requirement.

This is done by interchanging the centroid locations of the departments rather than an actual physical change. CRAFT
considers centroid rectilinear distances for the cost computations.

(d) Having done this interchange of centroids it calculates the total costs for the modified layout.

(e) All possible pair wise interchanges are done and costs computed as in (c) and (d).

(f) The least cost interchange is then accepted.

(9) This interchange, i.e. the interchange in step (f) above is now done physically i.e. by physically interchanging the areas.

This may change actual centroid locations and intercentroid distances and therefore the total cost. This is the real cost.

(h) CRAFT now applies the pairwise interchange to the improved layout. That is step (c) through (h) are repeated until no
further cost reduction is possible by the pairwise interchange of the centroids.

(i) The last layout is the solution obtained through CRAFT.
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4.1. Criterion for Comparison
The flow multiplied by the distance and summed over all cells of the chart. We compute the cost for the flow from i

to j as the product of the material handling cost, the flow and the distance between the departments. The cost of the layout is
the sum of the flow cost.

Min.z = Z Zf-‘u—fa;fda
i=1 j=1
Where c;; = Material handling cost matrix per unit
fi;= Load matrix
dj; = distance matrix
4.2. Flow chart of CRAFT

Iuput

1. Existing lavout detsils

2.Load summary

3. Interdepartmental transport cost

I
Compute departmental centers and interdepartmental Print revised layout & new
distances total cost

|

Compute total msaterial handling cost per unit period

Effect the exchanges which produce
l largest reduction in total cost,
considering the space and
Make paired or 3-way exchanges of departments confizuration constraints

Is the total cost s
decreased?

4.3. Input Data
To ascertain these results, actual data from a job shop was used to aid in developing a simulation of their shop layout

4.3.1. Initial layout

X
14,00 12 00—
19% LATHE
12.00
7.00 MILLING DRILLINCG
1'.}‘“ GRINDING | storroes .
e SHAPING
-
b (1 v

16.00

All the dimensions are in foot,

Figl. Initial layout
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Table I: Load matrix
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Table I1: Cost matrix
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Table I11: Distance Matrix (Initial Layout)

LATHE

SHAPING

MILLING

GRINDING

DRILLING

SLOTTING
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Results
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USING CRAFT

Total Co=t

TCT Button to undate>

Fig.2. Simulation output for initial job shop layout

Total Cost (Initial Layout) = 1738.75 Units/Unit period

LAYOUT DESIGN USING CRAFT

Total Cost

1071 .25

CentroidcPrass - C*

Dutton to update>

€ 13.235 , 9.73 >
< 16.75
< 13.7S
< 2s
<
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oo

. @40.00 >
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Fig.3. Simulation output of final layout (optimum layout)

Total Cost (Optimum Layout) = 1071.25 Units/Unit period
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Table IV: Distance Matrix (Optimum Layout)

LATHE SHAPING | MILLING | GRINDING | DEILLING | SLOTTING
LATHE - 3325 1325 235 3125 23
SHAPING - - 20 073 215 30.73
MITLING - - - 1025 18 10.75
GERINDING - - - - 12.75 21
DEILLING - - - - - 2873
SLOTTING - - - - - -

V1. Discussion
By reconfiguring the machines of job shop by CRAFT method with incorporation of graphics simulation there was
a huge reduction in total material handling cost i.e., from 1738.50 Units/Unit period (initial) to 1071.25 Units/ Unit period.
The cost was calculated for the single unit of each item. So, this result will be more vital and profitable when the number of
units of the items increases.

VII. Conclusion

This study was aimed at identifying alternative configurations of job shops without investing in additional capital or
human resources, and by using layout design technique with incorporation of computer graphics programming. After
collecting actual data of 32 jobs, a simulation model was developed to approximate the actual shop environment. Based on
the results from this initial model, an optimum layout is developed. This final layout that incorporates group technology
concept provides an optimum cost. This study shows that total material handling cost can be improved without investing in
additional resources. The results are significant for job shops, especially smaller production firms that cannot afford to
continually invest in new equipments and hire additional workers. The reconfiguration of floor shop into a group technology
environment can reduce total material handling costs, thus improving the profit to the organization. This assist job shops in
remaining competitive in the market.
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Abstract: Tea industry plays a major part in the economy of the North Eastern region of India. About 54% of the tea
produced in India comes from North East region. The energy requirement of the industry is high and is being provided
by utilization of conventional fuel till now. But the increasing prices of fossil fuel have affected the economy of the
industry and the production prices have gone up. This study is aimed at investigation of the prospect of switching over
from conventional fuels to bioenergy in tea industry to a possible degree. The major areas of energy usage in a tea
estate could be categorized as (i) thermal energy for process heat, (ii) electricity for machine operations, (iii) petroleum
fuel for transportation and plantation and (iv) thermal and electrical energy for domestic purposes. Process heat and
electricity are two major energy consuming areas in the industry. Biomass could be a possible alternative for
supplementing and replacing the conventional fuel for these areas. Surplus agro-residues from nearby areas can be
used for process heat. Biodiesel from locally produced non-farm and non-edible oil seeds could be alternative to
petroleum fuel provided related issues are appropriately addressed. Densification of locally available loose biomass in
conjunction with improved cook stove could reduce the consumption of wood. The economic feasibilities of these
bioenergy technologies in the thrust areas are analyzed.

Key words: Tea industry, bioenergy, economics, North East India

I. Introduction

The eight states comprising the North Eastern part of India, i.e. Assam, Arunachal Pradesh, Manipur, Meghalaya,
Mizoram, Nagaland, Tripura and Sikkim, covers about 262000 Sgkm., accounting for about 7.9% of India’s total
geographical area. The region is rich in natural, mineral and material resources, but these resources have not been tapped to
their full potential. The population is mainly agrarian in nature with more than 70% engaged in agriculture. Agriculture
however is not quite productive for this region and characterized by lower level of inputs, resulting lack of self-sufficiency of
food grain and poor economy. Tea is a dominant cash crop of northeastern region, Assam being the major contributor of tea
of this region (Table 1). Northeastern states produce around 54% of India’s total tea production with Assam alone
contributing 51% of India’s total and about one-sixth of the tea produced in the world. India is the second largest producer of
tea after China, so it is notable that tea industry presents a sizeable chunk in the economy of the country.

Table 1State-wise production of tea in North east India, (Source- Tea Board of India)

State 2001 2002 2003 2004 2005 2006 2007
(Figures in thousand kgs.)
Assam 453587 433327 434759 435649 487487 502041 511885
Tripura 6506 6632 8577 7168 7515 7128 7856
Arunachal Pradesh 1047 950 1745 2219 2624 3748 5842
Nagaland 75 206 195 190 190 191 191
Manipur 101 100 119 110 108 110 110
Sikkim 110 81 107 150 157 167 82
Meghalaya 41 35 81 99 99 139 259
Mizoram 41 45 78 72 73 75 75

Apart from its direct contribution to the national economy, tea industry also employs a large section of population
directly in production and processing sectors. Having several competitors in global as well as in domestic markets,
reduction of production cost becomes a serious requirements for the tea producer. However, the rising prices of the energy
involved in tea production have caused difficulties to combat price rise. The average tea auction prices in Guwahati Tea
Auction centre in 2006 was about Rs 68 per kg, however, average price in 2010 becomes Rs 110, i.e. an increase of 61% in
just 4 years[2] Major part of the price hike is attributed to the rise in fuel prices.

With the crisis of conventional energy systems, advocacy of bio-energy options like gasification, biofuels, agro-
residue utilization and briquetting have become noticeable in recent times. There have also been some encouraging results,
particularly in the fields of successful demonstrations of bioenergy in industries in India as well as abroad (Jorapur and
Rajvanshi 1997, Tippayawong et al. 2010). Such attempts could not been seen for the tea industry, particularly in
northeastern region. It is believed that in-depth analysis of the possibilities of bioenergy application in tea industry could

WWW.ijmer.com 1273 | Page



International Journal of Modern Engineering Research (IJMER)
WWW.ijmer.com Vol.3, Issue.3, May-June. 2013 pp-599-603 ISSN: 2249-6645

evolve some useful outcomes for the benefit of the tea industry.

The requirement of energy in tea processing industry is high with around 21% required as electrical energy and the
remaining 79% supplied by conventional fuels (Baruah et al., 1996). It has been reported that the total specific thermal
energy consumption in India varies between 4.45 to 6.84 kWh/kg of made tea while specific electrical energy consumption
in India between 0.4 to 0.7kWh per kg of made tea (Sundaram et al.). The plantation and transportation sector in an estate
also consumes a large amount of energy in the form of petro-fuels. And finally the working section of the industry also
consumes energy for their household purpose in the form of firewood. Keeping in view of the above, the present
investigation has been undertaken to analyze the feasibility of above-mentioned bioenergy options in tea industry both
technologically and economically such that conventionally used fuels can be sustainably and economically be replaced.

Il. Method and Materials
The present investigation aims to analyze the feasibility of bioenergy options in tea industry. This is done primarily
through energy economic analyses as discussed below.

A. Biomass Gasification
Biomass gasification results fuel gas with prospect of utilization in process heating and electricity generation. The
methods of estimating the economical feasibility for process heating and electricity generation are discussed below.
1) Process Heating: The details of the technology and other parameters considered for this option (Biomass gasification) of
bioenergy are presented in Table 2.

Table 2: Parameters for analysis

Technology Feed CostKg (delivered Thermal energy Firing type
at site as per 2010)
Coal-fired drier Coal Rs. 4.6 25 MJ/kg  for Indirect
North East coal
Biomass  gasifier ~ Bamboo Rs. 2 5 MJ/ m® of Direct
based drier producer gas

Calculation is done considering the consumption of feed in both the routes to produce the same amount of thermal
energy as per requirements of the mentioned tea estate. Bamboo is considered as feed for biomass gasification route as it is
widely available in the North East region of India. Producer gas generation for woody biomass such as bamboo is about 2.5
m? per kg of feed. It may be added that the biomass consumption will be lower than as per above calculation as producer gas
can be directly fired and flue gases can be used in the drier without contamination. Whereas in case of coal-firing, a heat
exchanger becomes necessary as the flue gases from coal combustion cannot be directly used in the drier due to high degree
of pollutants that would taint the tea.

2) Electricity Generation: Producer gas could be used for captive power generation. Two routes for power production are
shown: one is by the use of dual fuel engines where producer gas can substitute up to more than 70% of the diesel, and
the other is by utilization of producer gas to run 100% gas engines. In both cases, proper cleaning of gas is very
necessary as the tar in producer gas tends to clog the inlets and valves of the engine. For the purpose of power
generation by dual fuel engine mode, a 500 kW gasifier system with two units of 250 kW gensets is considered. Bamboo
requirement for such a system is about 5 kg per litre of diesel replaced. Thus, bamboo and diesel consumption to meet
the requirement are 350 kg per hour at the rate of Rs. 2 per kg and 30 liters at a rate of Rs 37 per litre respectively.
Alternately, 100% gas engines can also be used to nullify the dependence on diesel but producer gas being a very low
calorific value gas, there are a number of technical difficulties it its utilization. However, Cummins have recently made
available commercial models of producer gas engines developed in conjunction with CGPL, I1Sc.

B. Process Heating in Tea Industry by Direct Firing of Agro Residue Route
Process heat can be produced via direct firing of paddy. Paddy available in nearby areas was assessed by
multiplying area under rice cultivation and productivity per hectare. Using GIS technique the area under paddy crop
cultivation in 14 development blocks of Sonitpur district was determined. Considering paddy straw yield of Sonitpur district
to be 1487 kg per hectare [10], annual rice straw production was assessed. To compare cost effectiveness of direct paddy
firing with coal fired systems, cost of production of thermal energy by both methods was determined.
Economic analysis of crop residue is done to determine the cost of rice straw. For the purpose, the costs of
production, harvesting, collection, transportation and storage of the residue are taken into account.
1) Production Cost: A certain fraction of total cost of crop production is attributed to crop residue. Thus, crop residue
production rate is the product of total cost of crop production and 5% residue fraction [10].
2) Harvesting Cost: Assuming harvesting is done manually, cost associated with harvesting can be determined by dividing
daily wage rate (Rs per day) with harvesting capacity (Tonnes per day).
3) Collection Cost: The collection cost is estimated by dividing daily wage rate by carrying capacity (tonne per trip).
4) Transportation cost: Transportation cost can be determined by the method.
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Fuel consumption per hour of operation xcost of fuel +drivers wage per hour
Carrying capacity of transportive modex transportation speed (km/h)

5) Storage cost: Storage cost includes handling and capital invested for storage facility. Storage cost could be rental cost of
the space or the cost incurred to cover the residues to protect them from rain. Generally residues are dumped in open
space and immediately fed to the system. Therefore, cost of storage is assumed to be negligible.

6) Total cost:Total cost is sum of production, harvesting, collection, transportation and storage cost.

C. Economics of Biodiesel in Transportation Section of Tea Estate

The diesel demand in the surveyed estate is about 40000 litres annually. Replacing 20% of diesel fuel requires 8000
litre of biodiesel. In this study, we propose to cultivate non edible oil bearing plants in fencing area. From the very first
beginning of cultivation to blending, all the cost incurred is considered for checking feasibility of three different species such
as nahor (Mesua ferrea Linn), ratanjyot(Jatropha curcas) and karanja (Pongamia glabra). A pilot biodiesel plant of 50 It per
day running for 8 hrs per day is assumed for biodiesel production. During economic analysis of biodiesel production, the
residual value of the machine is taken as 5% of the purchase price of the machine; rate of interest rate on investment is taken
as 11.5% of the average price of the machine; rate of insurance and taxes is taken as 2% of the average price of the machine;
housing and shelter is taken as 1.5 % of the average price of the machine. The operational cost of biodiesel production
involves the fixed cost and the variable cost. Fixed cost is the cost incurred by the ownership with or without the running the
machine which can be calculated taking into account i) depreciation ii) interest on investment iii) insurance and taxes
iv)investment on shelter for machinery whereas variable cost involves the i) cost of chemicals ii)electricity iii)repair and
maintenance iv) wages.

D. Procedure of Economic Analysis to Determine feasibility of Wet Briquetting and Improved Cook Stove as an

Energy Saving Combustion Device

1) Wet Briquetting: It is a simple procedure which involves decomposition of biomass, pressing of decomposed matter and
drying of pressed briquettes which can be used as cooking fuel instead of wood. Unlike the screw press and extrusion
type technology, it requires small investment that is why wet briguetting is proposed for the temporary works in the
referred tea estate.

2) Economic analysis procedure/ simple cost benefit analysis: The parameters considered for analysis are based on village
energy consumption survey. The aim is to estimate cost of production per day per family taking into consideration of
following parameters

Table 3: Parameters of economic analysis

Parameters Value
Daily wood requirement for a family of 4 members 7
Cost of wood per kg( Taking average), Rs 5
Daily fuel wood cost, Rs 35
Worker cost ,Rs 150
Requirement of worker for the project 6
Maintenance and equipment cost added to worker cost,% 15

Now comparing the cost per day per family to the cost of fuel wood usage per day per family we can determine
whether briquette production is feasible or not for this group.
3) Conservation assessment improved cook stove: In rural households, generally earthen cook stoves are used. In this
study, the saving one could do in monetary terms simply by using improved cook stoves is assessed in the households.
Per capita consumption before and after use of improved cook stove is compared to assess the saving in energy in
general. The parameters taken for consideration are

Table 4: Parameters used in conservation determination calculation

Parameters Value
Fuel wood consumption for a family of 5 members, kg 7
Fuel wood cost, Rs 5
Fuel wood consumption reduction by improved cook stoves, % 40

I11. Results and Discussion
A. Biomass Gasification for Process Heat and Electricity
By surveying in referred tea estate, coal consumed per hour was assessed to be 190 kg per hour. From the coal
consumption rate, the thermal requirements is calculated is 1.3 MW and cost of coal per hour is Rs 874. If we wish to
substitute coal with gasification of bamboo for producing same amount of thermal energy, cost of fuel becomes Rs 754 per
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hour which shows clearly a saving of Rs120 per hour. The electrical consumption of the tea estate under study is about
894600 kWh monthly which includes the consumption in unit processes of manufacture and housing purposes. The monthly
expenditure on electricity considering both grid charges and diesel consumption is around Rs.4.5 lakhs. The use of dual fuel
engines, a 500kW gasifier system with two units of 250kW generator sets running with 70% substitution of diesel, shows a
cost of Rs 4.35 Lakhs resulting in a saving of Rs15, 000. Calculation for 100% gas engines has not been done in this study
due to unavailability of data.

B. Process Heating in Tea Industry by Direct Firing of Agro Residue Route

For the annual thermal energy need of 12592 GJ, total annual cost of coal for the factory reached Rs. 23 Lakhs for
2010 working year. Therefore, while thinking of using rice straw in place of coal, the cost of agro residue from field to
factory should come at par with a price lesser than coal. The comparison of utilization of coal and rice straw for process heat
in the tea industry is shown in table. The cost of coal and straw for process heating of tea is calculated by considering cost of
coal and straw as Rs. 3.50 per kg and Rs. 1.37 per kg respectively. Thus, if coal is substituted by straw, the factory will make
profit of approximately Rs. 11.6 lakhs annually.

Table 5: Comparison between utilization of coal and straw:

Parameters Coal Straw
Calorific value of fuel (MJ/kg) 25.00 14.50
Fuel requirement annually (MT) 504 869
Cost of fuel per kg (Rs.) 4.60 1.37
Fuel required per kg made tea (kg) 0.73 1.26
Cost of fuel annually approximately (Rs. in lakhs) 23.00 11.9
Approximately saving (Rs. in lakhs) 11.6

Though 132.26 million kg of straw is produced annually in this district, the straw available for energy purpose is
estimated to be 116.19 million kg annually which is more than adequate. As rice straw has CV lower than that of coal, rice
straw is required twice in amount that of coal and at a cost lower than coal.

Keeping in mind the above mentioned profits, Department of Energy of Tezpur University has developed a
combustion device with heat exchanger which is compatible to tea dryer of the tea estate under study. Currently, the device
is showing thermal efficiency of 61%. Further research on improvement is going on with additional insulation and
modification to raise the thermal efficiency.

C. Use of Biodiesel Blended Fuel Transportation and Plantation
It is evident from the analysis that nahor (Mesua ferrea linn) and karanja (Pongamia glabra) among the three species
taken for study have feasibility of meeting the demand of 20% substitution of petrodiesel.

Table 6: Brief analysis of biodiesel seed production with reference to Rupajuli tea estate:

Parameters Nahor (Mesua Ratanjyot(Jat karanja
ferrea Linn). ropha (Pongamia

curcas) glabra)

Tea plantation area, hectare 386.69 386.69 386.69

Tea plantation area, m? 3866900 3866900 3866900

Length per side, m 1966 1966 1966

Plant spacing in meter, m 8 2.9 3

Total no of plants in fencing 976 2704 2616

Seed yield per plant per annum, kg 20 1.5 16

Percentage recovery,% 70 25 33

Total biodiesel available@ 85% sp.gr, litre 11614 861 11746
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Table 7: Cost of biodiesel production economics

Parameters Units Values
Capacity litre 50

Life of the machine years 10
Cost of seed Rs 10
Purchase price Rs 500000
Total hourly fixed cost Rs/l 7.57
Variable cost per litre of BD production Rs/l 28.13
Total Cost per litre of BD production Rs/l 35.70
Glycerol cost per litre of BD production Rs/l 8.00
Cost per litre of BD production Rs/l 27.70

As per Government of India, the price of biodiesel is Rs25 per litre [4] and if we go for biodiesel production taking
a biodiesel plant capacity of 50litre per day running for 270 days taking seed cost as Rs10 per kg then also the production
price comes to be around Rs 27.70 per litre (Table 7 ). Annual fuel cost saving after 20% replacement comes around Rs
74,400 in all types of species. But, considering the cultivation cost of non edible oil seed bearing plants nahor will be able to
provide a feasible option of biodiesel cultivation and thereby production which could generate actual profit of around Rs
30,400 yearly taking into account the average cultivation cost.

D. Feasibility of Wet Briquette Technology and Fuel Saving by Use of Improved Cook Stove

1) Economic analysis of wet briquette technology: The low cost and guaranteed availability of densified biomass is the key
motivation for fuel switch off. The economic analysis of wet briquetting project does satisfy the first criteria as
briquettes could be provided at a much lower cost than wood. The fuel cost per day per family is estimated to be Rs 35.
If briquette production cost is Rs 21 per family per day, than we can say the project is economically feasible. These
projects engage a group of people. So, they have potential of being funded by Government under Swarnjayanti Gram
Swarozgar Yojana [6].

2) Improved Cook Stoves for Fuel Economy and Betterment of Indoor Air Quality: Only fuel switching does not help in
conservation of energy. Improved cook stoves with 40% reduction in wood consumption can lower fuel cost by 60% for
a family. Moreover, it is seen that fuel consumption per head comes down from 2.8 kg to 0.56 kg. Government of India
has taken steps in this direction and launched National Biomass Cook stoves Initiative (NCI) to develop next generation
of cooking stoves having better feature of efficiency and fuel conservation. Apart from savings and fast operation, it
helps to remove indoor air pollution by its exhaust removal features. This will surely relieve the women from frequent
coughing and disease like asthma and other lung diseases.

IVV. Conclusions
1. The possible substitution by gasification route showed a saving of Rs15, 000 by using bamboo as a feed material.
2. More than adequate availability of agro residue like rice straw in Sonitpur district has made direct firing of rice straw a
lucrative option with a huge profit margin of Rs 11.6 Lakhs.
Similarly, in fuel use sector, by blending of diesel up to 20% saw a decrease in fuel cost by Rs 30,400.
Improved cook stoves with 40% reduction in wood consumption can lower fuel cost by 60% for a family.
5. Moreover, the above discussed thermal or power producing options are renewable and able to mitigate GHG and thereby
making itself a good candidate for Clean Development Mechanism (CDM).
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Abstract: The aim of the present study is to investigate the effect of variation of polypropylene fibres ranging from 0.1% to
0.4% along with 0.8% steel fibres on the behaviour of fibrous concrete. The mechanical properties of the concrete such as
compressive and tensile strength have been investigated. The result shows that addition of polypropylene fibre has a little
effect on the compressive strength, but there was significant increase in the tensile strength with increase in fibre volume
fraction. The present investigation shows an increase of 47% of split tensile strength and 50% of flexural strength. The result
shows that ultimate load mainly depended on percentage volume fraction of fibre.

Keywords: Ppf, Gfrp, Sfrc, Fbc, Pfrc

I. INTRODUCTION

Concrete is known to be a brittle material when subjected to tensile stresses and impact loads; tensile strength of the
concrete is approximately one tenth of its compressive strength. As a result of this, concrete members are unable to withstand
such loads and stress that are usually encountered by concrete structural members. Usually, concrete members are reinforced
with continuous reinforcing bars to withstand tensile stresses and to compensate for the lack of ductility and strength. The
addition of steel reinforcement to concrete significantly increases its strength, but to produce a concrete with homogenous
tensile properties and better micro cracking behaviour, fibres are advantageous. The introduction of fibres in concrete has
brought a solution to develop a concrete having enhanced flexural and tensile strength, which are a new form of composite
material. At the micro-level, fibres inhibit the initiation and growth of cracks, and after the micro-cracks coalesce into
macro-cracks, fibres provide mechanisms that abate their unstable propagation, provide effective bridging, and impart
sources of strength gain, toughness and ductility. Fibres are mostly discontinuous, randomly distributed throughout the
cement matrices.

The randomly distributed short fibres are generally introduced into concrete to enhance its control crack system and
mechanical properties such as toughness, impact resistance, ductility (post cracking), tensile strength etc. of basic matrix.
There are many kinds of fibres, such as metallic, synthetic, natural etc which are being used in normal concrete as shown in
Fig 1. The term fibre based concrete (FBC) is concrete containing fibrous material which increases its structural integrity. It
contains short discrete fibres that are uniformly distributed and randomly oriented. Different type of fibres in concrete
changes the character of fibre based concrete. Further properties of fibre based concrete changes with varying concrete, fibre
materials geometries, distribution, orientation and densities. When fibre is added to a concrete mix, each and every
individual fibre receives a coating of cement paste. Modification of synthetic fibre geometry includes monofilaments,
fibrillated fibres, fibre mesh, wave cut fibre large end fibres etc. This increases bonding with cement matrices without
increasing in its length and minimized chemical interaction between fibres and the cement matrices. Fibres also modifies and
enhances the mechanical properties and behaviour of concrete during its application. Fibre can be used with admixture such
as super plasticizer, air entraining, retarding, accelerating etc and all type of cement and concrete mixtures. These produce a
special type of concrete with desired properties in fresh and hardened concrete. In present study polypropylene and steel
fibres have been used. Polypropylene fibre having low modulus, light density, small monofilament diameter and not
susceptible to corrosion and steel fibre increases its ductility, toughness, and impact resistance. Polypropylene and steel fibre

Figure 1. (a) polypropylene fiber (b) glass fiber (c) steel fiber

Considered to be an effective method for improving the shrinkage, cracking characteristics, toughness and impact
resistance of concrete material Almost all FRCs used today commercially involve the use of a single fibre type. Clearly, a
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given type of fibre can only be effective in a limited range of crack opening and deflection. The benefits of combining
organic (polypropylene and nylon) and inorganic fibres (glass, asbestos and carbon) to achieve superior tensile strength and
fracture toughness were recognized about 30 years back. Thereafter much research was not undertaken, recently again there
is renewed interest in this field. In present study the structural behaviour of the fibre based concrete using hybrid fibres has
been conducted.

Il. EXPERIMENT AND RESULT

To achieve the objectives of research programme, an experimental investigation has been carried out on FBC. The
cubes, cylinders & beams have been cast with varying percentages of fibre volume fraction. This chapter outlines the
experimental program plan, properties of the constituent materials, concrete mix, casting of specimen and testing of specimen.
The focus of experimental investigation is to assess the structural behaviour of fibre based concrete. To attain the aim of
present study experimental investigation is carried out on 60 Nos. of fibre based reinforced concrete cubes, 60 nos. of fibre
based reinforced concrete cylinder & 60 Nos. of fibre based reinforced concrete beams, having overall dimensions (L x B x D)
as 150 x 150 x 150 mm for cubes, for cylinder (L x D) as (300 x 150 mm) & for beams (L x B x D) as 500 x 100 x 100 mm.

(a)
Figure 2. (2) Setup for compressive strength (b) Setup for Split Tensile strength (c) Setup for Flexural strength

A. Compressive Strength —

From the results it observed that the addition of the polypropylene fibre in the control mix has a little effect on the
compressive strength. It is observed that the use of fibres increases the compressive strength of concrete when the
polypropylene fibres were up to 0.2% and then reduction in compressive strength is observed. An increase in 7.5% in
compressive strength occurs when the percentage of polypropylene fibre increases up to 0.2%. The decrease in compressive
strength is observed when percentage of fibres increases beyond 0.2%. The increase in the compressive strength is due to the
increase in bonding effect of fibre with matrix. With the increase in percentage volume of fibre beyond its optimum value
(which is 0.2% in present case) compressive strength decreases, this is due to the increase in interference of fibre with each
other. This will produce internal voids in concrete mix which leads to decrease the total density of mix and thereby decrease
the compressive strength of the mix.

Table -1 Compressive Strength

Sr. Percentage of polypropylene Compressive Compressive
No. fibre along with 0.8% steel strength(N/mm2) strength(N/mm2)
fibre After 7 Days After 28 Days
1 0% 27.86 39.84
2 0%+0.8% 28.40 40.50
3 0.1%+0.8% 28.54 40.90
4 0.2%+0.8% 29.92 42.82
5 0.3%+0.8% 27.90 40.02
6 0.4%+0.8% 27.08 39.58

B. Flexural Strength—

It is observed that with the increase in polypropylene fibre, the flexural strength increases. However, it is noticed that
the rate of increase of flexural strength is more as compared to compressive strength. The results show that optimum dosage
for flexure is 0.3% of polypropylene fibre along with 0.8% of steel fibre. The above results show that flexural strength
increases with increase in fibre volume fraction; this is due to the additional load taken by the fibres present in the matrix.
However, after increasing the volume percentage of polypropylene fibre beyond the optimum value (0.3%) improper mixing
of fibres with the matrix takes place due to balling effect of fibre, this increases the amount of vibrations required to remove
air voids from the mix which in turn causes the problem of bleeding and decreases flexural strength of the mix. The failure
pattern of plain and hybrid fibrous concrete in flexural strength test shows that fibrous concrete are more ductile as compared
to plain concrete. This is because when the matrix cracked, the load was transferred from the composite to the fibres at the
crack surfaces, which prevents the brittle failure of the composite.
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Table -2 Flexural Strength

Sr. Percentage of polypropylene Flexural strength(N/mm2) Flexural strength(N/mm2)

No. fibre along with 0.8% steel After 7 Days After 28 Days
fibre

1 0% 3.63 4.67

2 0%+0.8% 3.73 4.80

3 0.1%+0.8% 3.92 5.57

4 0.2%+0.8% 4.40 6.19

5 0.3%+0.8% 5.01 7.20

6 0.4%+0.8% 4.15 5.92

C. Split Tensile Strength—

For studying the split tensile behaviour, cylinders of fibrous concrete were tested. The failure load was observed and
the strength was calculated which is shown in Table 3. The figures show the effects of volume variation of polypropylene fibre
and split tensile strength of concrete. It is noted that with the increase in the polypropylene fibres upto 0.3% the split tension
strength increases. The above results shows that split tensile strength increases with increase in fibre volume fraction, because
of the holding capacity of the fibres which helps in preventing the splitting of concrete. However, after increasing the volume
percentage of polypropylene fibre beyond the optimum value (0.3%) improper mixing of fibres with the matrix takes place
due to balling effect of fibre, this increases the amount of vibrations required to remove air voids from the mix which in turn
causes the problem of bleeding and decreases split tensile strength of the mix.

Table -3 Split Tensile Strength

Sr. Percentage of polypropylene Split tensile strength(N/mm2) | Split tensile strength(N/mm2)
No. fibre along with 0.8% steel After 7 Days After 28 Days
fibre

1 0% 2.14 3.10

2 0%+0.8% 2.25 3.35

3 0.1%+0.8% 2.59 3.72

4 0.2%+0.8% 2.83 4.09

5 0.3%+0.8% 3.50 4.95

6 0.4%+0.8% 2.70 3.85

D. Stress Strain Response—
30
25
§20 i e ¢ —— 0% polypropylene fibre
f-E_ . ! ——0.1% polypropylene fibre
%15 0.2% polypropylene fibre
E 10 0.3% polypropylene fibre
v 7
_ 0.4% polypropylene fibre
o R
(0] 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Strain (%6)

Figure 3. Stress strain response of FBC at different volume fraction of polypropylene fibre

Above figure shows there is significant change in strain of the concrete due to addition of fibres. Descending portion
of the curve becomes more and more flatten as the fibre volume fraction increases. The relationship with different volume
fraction of polypropylene fibre is shown in Fig. 3. Two different behaviour patterns are obtained as shown in stress strain
curve. The stress-strain behaviour of the specimens containing polypropylene fibre upto 0.1% behaves in a similar trend to the
control specimen. For these cases which contains 0% and 0.1% polypropylene fibre behaves like a brittle material of which the
total energy is generated is elastic energy. However, non linear behaviour is seen for the other specimens which contains more
than 0.1% of polypropylene fibre. Here, once the peak stress is reached the specimens continues to yield as shown in figure 3.
Therefore it can be stated that concrete with higher percentage of polypropylene fibre possess higher toughness, since the
generated energy is mainly plastic. Also it was found that as fibre volume increase failure strain also increases, which leads to
more area under the curve, thus enhancing the toughness of the concrete.

I1l. CONCLUSION

Based on experimental investigation and analysis of results obtained, the following conclusions may be drawn broadly:

1. Steel-polypropylene mix shows a slight increase in the compressive strength as compared with the plain concrete. Hybrid
(steel + polypropylene) fibre showed about 5.7% increase in compressive strength.

2. Itis observed that polypropylene fibre have not contributed significantly towards compressive strength.

3. The maximum gain in compressive strength was achieved for 0.2% polypropylene fibre. Thereafter increase in fibre
content has marginally reduced the compressive strength.

4. Hybrid FRC (steel + polypropylene) shows an increase in split tensile strength as compared to the plain concrete. Fibre
reinforced concrete mix showed a considerable increase of about 47% in split tensile strength.
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The maximum gain in split tensile strength was achieved for 0.3% polypropylene fibre. Thereafter increase in fibre
content has marginally reduced the split tensile strength.

Steel-polypropylene fibre reinforced concrete showed increase in flexural strength when compared with steel fibre
reinforced concrete.

The maximum gain in flexural strength was achieved for 0.3% polypropylene fibre. Thereafter increase in fibre content
has marginally reduced the flexural strength.

From the present study it is observed that the optimum dosage of polypropylene fibre fraction is 0.3%.

Stress-Strain relationship showed that there was marginal increase in strain. Stress-Strain relationship shows that strain
increases as the percentage of polypropylene fibre increases. As fibre volume increases failure strain also increases, which
leads to more area under the curve, thus enhancing the toughness of concrete.
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Abstract: Solar chimney (SC) is a natural draft device which uses solar radiation to provide upward momentum to the in-
flowing air, thereby converting the thermal energy into kinetic energy. It uses a combination of three established
technologies, namely, the greenhouse, the chimney, and the wind turbine. In this study the details of SC power technologies
are described, and the status and development of this technology reviewed including the experimental and theoretical study
status, as well as the economics for SC power technology. There are also potentials of citing this technology in Nigeria
especially in the semi-arid region with solar sunshine hours of up to 9 hours, solar radiation of 7kW/m?/day and enormous
flat land.

Keywords; Solar chimney (SC), Power plant (PP), Experimental model, Theoretical model, Green house, Wind turbine,
Power conversion unit (PCU).

I. Introduction

Increasing in energy demand and large use of fossil fuels have generated great environmental concerns, solar
chimney power plant (SCPP) offers interesting opportunities to use pollution free resources of energy. It is a natural power
generator that uses solar radiation to increase the internal energy of flowing air. The air mechanical energy can be
transformed into electric power through suitable wind turbine (Salah et al, 2010).A solar chimney is a combination of three
established technologies, namely, the greenhouse, the chimney, and the wind turbine. The chimney, which is a long tubular
structure, is placed in the centre of the circular greenhouse, while the wind turbine is mounted inside the chimney. This
unique combination accomplishes the task of converting solar energy into electrical energy. Solar-to-electric conversion
involves two intermediate stages; in the first stage, conversion of solar energy into thermal energy is accomplished in the
greenhouse (also known as the collector) by means of the greenhouse effect, while in the second stage, the chimney converts
the generated thermal energy into kinetic and ultimately into electric energy by using a combination of a wind turbine and
generator (Pasumarthi and Sherif, 1998).

The SCPP has notable advantages in comparison with other power production technologies. These include the
following: the collector in solar chimney power plant uses both direct and diffuse radiation;the ground provides a natural
heat storage; the low number of rotating parts ensure its reliability; no cooling water is necessary for its operation; and
simple materials and known technologies are used in its construction (Schlaich, 1995). The objective of this work is to
review the concept development and recent advances in the field of solar chimney power technology and to assess its
potentiality in semi-arid regions of Nigeria.

Il. Solar chimney concept development

One of the earliest descriptions of a solar chimney power station was written in 1903 by Isidoro Cabanyes, a
Spanish artillery colonel. He made public the proposition “Proyec to de motor solar” (solar engine project) introducing an
apparatus consisting of an air heater attached to a house with a chimney. In the house interior, a kind of wind propeller was
placed with the purpose of electricity production, (Cabanyes, 1903).In 1926 Prof. Bernard Dubos proposed to the French
Academy of Sciences the construction of a Solar Aero-Electric Power Plant in North Africa with its solar chimney on the
slope of the high height mountain,(Glinther, 1931). The author claims that an ascending air speed of 50 m/s can be reached in
the chimney, whose enormous amount of energy can be extracted by wind turbine.
In the face of the original concepts, the first outstanding action for the SCPP development was the prototype erection in 1982
in Manzanares, The 50 kW plant prototype built in Manzanares (Fig.1), is 194.6 m high, 0.00125 m-thickness metallic wall
SC guyed and aPVC roof-covered collector 122 m in radius. Regardless of its dimensions, this prototype was considered as a
small-scale experimental model. As the model was not intended for power generation, the peak power output was 50 kW.
Haaf(1984) divulged preliminary test results including energy balances, collector efficiency values, pressure losses due to
friction and losses in the turbine section,
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FIG: 1Pictures of Manzanares plant prototype: (a) whole plant; (b) collector; (c) turbine (Schlaich et al 2005)

Castillo (1984) suggested a new “soft” structure approach to the chimney building instead of the conventional “rigid” one.
Several other studies were conducted after the construction and testing of the Manzanares prototype, these include transient
and steady state fluid dynamic and thermal models, as well as, structural analysis for chimney, collector (including the
ground natural heat storage capability) and turbine setups.

I11.  Study status and advances in solar chimney technology
1. Experiment studies

In the past decades, several experimental models of solar chimney were successively designed, built up, and tested.
The Manzanaresplant has been operating for eight years from 1982 to 1989 (Schlaich, 1995). The power output profile
correlates closely with solarinsolation profile during day time for this prototype plant without additional storage system,
while, there is still an updraft during night time due to thermal storage capacity of natural soil which can be used to produce
power during some hours of the night (Haaf, 1984).Krisst(1983), built a courtyard SC power setup with 10W power output.
The collector base diameter and SC height were 6 m and 10 m respectively. In 1985, a micro-scale model with a SC 2 m
high and 7 cmin diameter and a 9 m? collector was built by Kulunkin Turkey (Kulunk, 1985).

In 1997, a SC power setup was built by Pasurmarthi and Sherif in Florida, which had a Lexan roof covered collector
of 9.15 m in diameter and a 7.92 m high SC with its diameter gradually decreasing from 2.44 m at the inlet to 0.61 m at the
top (Pasurmarthi and Sherif,1998 and Sherif et al, 1995). Type | configuration has an aluminum plate absorber laid down on
the ground under the collector roof. Two enhancements were tried on the Type | configuration collector to increase the
power output. The Type I configuration collector base was extended18.3 m in diameter to form Type Il configuration. Black
visqueen and clear visqueen with transparency of about 60% were respectively used as the absorber and the roof for the
extended parts of Type Il configuration collector. An intermediate canvas absorber was introduced between the roof and the
aluminum plate absorber inside the Type Il configuration collector to improve the conversion efficiency of the collector and
formType 111 configuration collector. The Type | configuration collector air temperature rise was about 15°C, whereas the
Type 1l and Type 111 collectors were able to raise the temperature by 25°C and 28°C, respectively. These showed the Type |
configuration collector was not as effective, as type Il and type Ill. In the Type Il and Type Il collectors the temperature
variation in the extended section was almost the same, whereas in the Lexan roof covered collector section there was a
marginal improvement in the Type |11 collector compared to the Type Il collector. In the Type Il collector, air flowed on
either side of the extended canvas absorber, thus inducing an increase in mass flow rate, and hence power output
(Pasurmarthi and Sherif, 1998).

A pilot SC setup consisting of an air collector 10 m in diameter and an 8 mhigh SC was built in Wuhan, China in
2002 and re-built several times (Zhou et al 2007a, 2007b and 2008). For up-to-date structure, collector roof and the SC were
made of glass 4.8 mm in thickness and PVC, respectively. Temperature difference between the collector outlet and the
ambient usually could reach 24.1°C. An interesting phenomenon was found that air temperature inversion appeared in the
latter SC after sunrise both on a cool day and on a warm day. The air temperature inversion was formed by the increasing
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process of insolation from the minimum and cleared up some time later when the absorber bed was heated to a high enough
temperature to let airflow break through the temperature inversion layer and normally flow out from the SC outlet.

Based on the need for plans for long-term energy strategies, Botswana’s Ministry of Science and Technology designed and
built a pilot SC power setup for research (Ketlogetswe, 2008). SC was manufactured from glass reinforced polyester
material, which had an inner diameter of 2 m and a height of 22 m. The collector roof was made of a 5 mm thick clear glass
supported by a steel framework. The collection area reached at approximately 160 m2. The absorber under the roof was made
of two layers of compacted soil approximately 10 mm thick and a layer of crushed stones. The layer of crushed stones was
spread on the top surface of the compacted soil layer. A SC power setup was built with a SC 11 m high and 1 m in diameter
on the campus of Universidade Federal de Minas Gerais, in Belo Horizonte, Brazil (Ferreira et al, 2008 and Maia et al, 2009a
and 2009b). The SC structure was manufactured in five wood modules of 2.2 m high each, which was covered internally and
externally with glass fiber. A SC power setup was also built up on the campus of Suleyman Demirel University, in Isparta,
Turkey, which had 15 m high SC 1.2 m in diameter and a glass covered collector 16 m in diameter.

A small prototype demonstrating the combination of an experimental solar pond of approximately 4.2m diameter
and 1.85m dept with a SC 8m high and 0.35m in diameter was constructed by Golder in the campus of RMIT University, in
Bundoora, Australia in 2002 (Akbarzadeh,2009and Golder,2003). The water to air heat exchanger was equipped at the SC
base. The SC was manufactured from flexible circular ducting which was insulated with60mmthick fiberglass and supported
by the structure of a small experimental aero generator with in a fewmeters of the solar pond. Hot brine was extracted from
the solar pond at a rate of 1.21 liter per minute through a diffuser placed at approximately 0.5mabove the bottom of the pond
and was pumped through the heat exchanger. After delivering its heat to the air which passed through the heat exchanger and
SC, the cooler brinewas returned to the bottom of the pond through a second diffuser. The measurements showed that for a
solar pond temperature of 45°C, the temperatures of the brine entering and exiting the heat exchanger could reach 37°C and
25 °C, and the air entering through the heat exchanger was raised from the outside ambient temperature of 17°C to an exit
temperature of about 28 °C. An air flow velocity in the SC was measured at 1 m/s (Akbarzadeh, 2009and Golder, 2003).

2. Theoretical studies

Schlaich’s pioneered the first work on the SC concept to harness solar energy, after that many researchers, such
as;Haaf et al.(1983), Lautenschlager et al. (1985), Louis (1985), Mullett(1987), Padki and Sherif(1989a and b,1992 and
1999), Yan et al.(1991), Lodhi(1999), Bernardes et al.(1999), Schlaich et al. (2005,1995,2004), von Backstromet al,
(2000,2002, 2003,2004 and 2006,), Bernardes et al. (2003), Dai et al. (2003), Zhou et al. (2006,2007b,2008,2009 and 2010),
Ninic (2006),Nizetic and Klarin (2010), Pastohr et al. (2004), Ming et al. (2006,2007, 2008a and b), Danzomo (2008),
Koonsrisuk and Chitsomboon (2007,2009a,b and ¢,2010), Roozbeh et al (2011), provided theoretical modeling
investigations for large-scale SCPP. Pretorius (2004 and 2007), Guoliang et al (2011) performed the comprehensive studies
on air flow and heat transfer in large-scale SCPP.

Two typical effective methods of controlling and enhancing power output from SCPP include introducing
intermediate secondary roof under the first collector roof and additional closed water-filled thermal storage system on the
ground. The results showed that intermediate secondary roof gave a much more uniform daily output profile compared to a
plant with single roof. The incorporation of additional closed water-filled systemhas also proved to be a good mechanism for
a power output controlling and enhancing, which gave a much more uniform daily output profile compared to a plant without
such closed water-filled system (Schlaich et al, 2005).

3. Floating SC power technology

The conventional SC used for power generation is constructed by reinforced concrete. Although having a long
service life, the reinforced concrete SC, whose height is required to be as high as possible in order to improve the efficiency
of SCPP, has some disadvantages. The disadvantages include high construction cost and limited height because of the
technological constraints and restrictions on the construction materials. There are also external limitations such as possible
earthquakes, which can easily destroy super high SCs. Based on these facts, Papageorgiou (2004 and 2006) proposed a
floating solar chimney (FSC) concept instead of reinforced concrete SC to be used for SCPP. FSC consists of three parts:
main body, heavy base and folding lower part. The main body is composed of buoyant gases-filled cylindrical balloon rings
tied up to each other with the help of supporting rings. The main body is fastened to the seat of the heavy base and the
folding lower part is fastened to the lower part of the heavy base, which can withstand the exterior winds by letting the air
enter and come out freely from its rings so that FSC can receive any suitable declination exposed to wind.

Papageorgiou (2004 and 2006) designed the FSC structure, and performed some work on FSC power plant,
including investigation of external wind effect and optimum design of SCPP. Zhou et al. (2009c) performed economic
analysis of FSC power plant using an economic model. Later, they proposed a novel solar thermal power plant with FSC
stiffened onto a mountain-side, segment by segment and estimated the potential of the power generation of the system in
China’s deserts (Zhou and Yang, 2009).

IV. Potentials of solar chimney in semi arid region of Nigeria
Nigeria which is located between longitude 3°and 14°East of Greenwich and latitude 4°and 14°north of equator has
about 160 million people and a total land area of 923,768 km?.Nigeria lies within a high sunshine belt and thus has enormous
solar energy potentials, according toBala et al (2000), Nigeria is endowed with an annual Average daily sunshine of 6.25
hours, ranging between about 3.5 hours at the coastal areas and 9.0 hours at the far northern boundary (semi-arid region).
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2 2
Similarly, it has an annual average daily solar radiation of about 5.25 KW/m /day, varying between about 3.5 kW/m /day at
12

the coastal Area and 7.0kW/m?/dayat the northern boundary (semi-arid region). Nigeria receives about 4.851x 10 KWh of
energy per day from the sun. This is equivalent to about 1.082 million tonnes of oil Equivalent (mtoe) per day, and is about 4
thousand times the current daily crude oil production, and about 13 thousand times that of natural gas daily production based
on energy unit. The country is also characterized with some cold and dusty atmosphere during the harmattan, in its northern
part, for a period of about four months (November-February) annually. The dust has an attenuating effect on the solar
radiation intensity, but this has little or no effect on SCPP since the collector uses both direct and diffuse radiation. The
specific potentials of the semi-arid regions can be characterized by the availability of flat land in the northern Nigeria couple
with the high intensity of solar radiation, such as 5.714kWh/m?/day in Bauchi, 6.003kW/m?/day in Kano,5.673kW/m?/day in
Kaduna,6.176kW/m?/day in Maiduguri and 5.920kW/m?%/day in Sokoto. The average sunshine hour in the arid region is
about 9 hours (UNIDO,2003).With this potentiality, the SC technology as an appropriate technology for power generation in
semi-arid region of Nigeria cannot be overemphasized.

V. Economics

1. Economics for power generation

In order to assess the economics and competitiveness of SCPP, economic analyses were performed by several
researchers (Schlaich (1995), Schlaich et al. (2004) and Bernardes (2004)). Schlaich (1995) estimated the costs for all plant
components for various plant sizes.He also evaluated the levelised electricity cost (LEC) and performed the sensitivity
analysis of LEC to the interest rate and the length of the depreciation period. Schlaich et al. (2004) presented the component
costs and the LEC for various plants for fixed economic parameters. Bernardes (2004) also estimated the component costs
and LEC of various-size SCPP, and performed the sensitivity analysis of LEC to the economic parameters. In addition to
that, he derived a parametric cost model for the main plant components, i.e., collector, SC and PCU. Fluri et al. (2009)
presented a more detailed cost model, including a first detailed cost model for the PCU, where the impact of carbon credits
on LEC was also considered, and compared the results to Schlaich et al. (2004) and Bernardes (2004). For the purpose of
comparison, two reference SCPPs with similar sizes as the 100MW plants respectively proposed by Schlaich et al. (2004)
and Bernardes et al. (2004) were selected. In the detailed cost model, the SC cost includes the material cost, construction
cost, hoisting cost, and transport cost, the collector cost includes the material cost, construction cost, and transport cost, and
the PCU cost includes the cost of balance of station, generators, turbines, ducts, power electronics, central structure, controls,
and supports. Fluri et al. (2009) estimated the power output of the reference SCPPs using Pretorius’s thermodynamic model
(Pretorius, 2007). The simulation results showed a lower peak power output of 66MW for Schlaich et al.’s reference plant,
and 62MW for Bernardes’s reference plant, instead of 100 MW. LEC for the Schlaich et al.’s 100MW plant therefore
reached at a higher value of €0.270/kWh than Schlaich et al.’s at €0.1/kWh with the same economic parameters (i.e., interest
rate = 6%, inflation rate = 3.5%, and depreciation period = 30 years). LEC for the Bernardes’s 100MW plant at €0.43/kWh is
far larger than the value at €0.125/kWh re-calculated using Bernardes’s model with the same economic parameters (i.e.,
interest rate = 8%, inflation rate = 3.25%, depreciation period = 30 years, and construction period = 2 years). (Fluri et al.
(2009) thought a very low LEC at€0.037/kWh actually quoted by Bernardes (2004) was caused by an error in calculation).

During operating period, the SCPP avoids the CO, emissions from coal-fired power plant, which typically emits
0.95 kg of CO, per kWh power output. Large amount of carbon credits was therefore obtained for SCPP. The fact that SCPP
construction will need to consume fossil fuels is neglected because the coal-fired power plant construction also needs to
consume fossil fuels, and long service life of reinforced concrete SC corresponds to the total of service life of two to three
coal-fired power plant. When the potential impact of carbon credits on LEC is included in this model, the LEC decreases a
little, for example, the LEC of Schlaich et al.’s 100MW plant decreases to €0.232/kWh. In usual, the reinforced concrete SC
could use for more than 80 years, which would lead to further reduction in SCPP LEC.

2. Additional revenues

A great concern with all solar technologies is extensive use of lands because of low energy concentration of
sunlight. The investment of large-scale SCPP is large, and the solar collector is the main cost factor of SCPP.

The best additional use of a solar collector would be for growing vegetables or fruits as a greenhouse for possible
additional revenues. The ground under the collector roof requires to be irrigated with fresh water. However, fresh water
could be scarce in the potential construction sites of SCPPs, which are often selected in deserts, where land is cheap and
sunlight is abundant. In order to grow vegetables or fruit, some lands are selected for the locations of SCPP, which aren’t yet
deserts but are threatened to become a desert if the climate change goes on, or which has recently become a desert. With
pleasure, a wet cultivated ground is often darker than a dry flat one, so that this albedo effect generates a synergy among
agricultural and power productions. However, solar heating of an irrigated ground would generate much evaporation, i.e.,
convert parts of solar heat to latent heat, thus reducing power output largely. According to this principle, since 1998, South
African researchers have designed and performed experimental and theoretical study on a mixed project of a SCPP and a
large, possibly profitable greenhouse for additional agricultural use (http://www.greentower.net). In the greenhouse, some
black ‘shadowing nets’ were used, whose purpose might be multiple. During day time, these black shadowing nets will
absorb solar radiation, and provide the main source of sensible heat to the moving air, which will be hotter than the
agricultural greenhouse air. So, quite no convection will drive both airs to switch their places. During night time, the ground
is hotter than the black shadowing nets. This will drive air convection from the ground to the black shadowing nets. Black
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shadowing nets can be the thermal contact point between cold collector operating air and the agricultural greenhouse mild
warm air. When evaporated water coming from the ground is recondensed at the colder lower surface, the heat exchange
would produce some dew, which will fall back to the humus. The ‘shadowing nets’ prevent steam from escaping into the SC,
without wasting the fresh water and the latent heat.

Such a structure with ‘shadowing nets’ will give the whole system a very dark albedo. Of course, shadowing a

greenhouse could slow down the photosynthesis, but, in very sunny regions, temperature and hygrometry regulations are an
asset, especially if these shadowing nets can be adapted to the light conditions all the day.
In addition to use for heating collector operating air, at the same time, additional use of the outer 2/3 of solar collector area as
greenhouse can increase production of a highly productive agricultural area from 100% to at least 270%, adding a virtual
170% to the existing land. Furthermore, vegetation in the collector also could increase heat and power production. These
conclusions are mainly drawn based on Prof. Kroger’s experimental and theoretical studies in 2000
(http://www.greentower.net.).

V1. Conclusion

Solar chimney (SC) power technology is a simple solar thermal power technology, which includes three familiar
technologies: solar collector, SC, and PCU, e.g., turbine generators. The details of SC power technology are described,
potentials of citing this power plant in Nigeria and the status and development of this technology reviewed, including,
experimental and theoretical study status, and economics for this SC power technology. In addition the descriptions of other
types of SC power technology are also done, however the average sunshine hour and solar radiation are 9 hours, and
7kW/m?/day respectively. With this potentiality, the SC technology as an appropriate technology for power generation in
semi-arid region of Nigeria cannot be overemphasized.
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Comparative Analysis on Solar Cooking Using Box Type
Solar Cooker with Finned Cooking Pot

Ismail Isa Rikoto, * Dr. Isa Garba
2Department of Mechanical Engineering Bayero University, Kano

Abstract: A comparative investigation was conducted using a box type solar cooker with two different cooking pots at the
testing area of so KO to Energy Research Centre, UsmanuDanfodiyo University. The two potsare identical in shape and
volume with one of the pots external surface provided with fins. The result of two tests (water heating and boiling test)
revealed that 75cl of water was raised to 95°Cin 112 and 126 minutes for finned and unfinned cooking pot respectively.
These figures represent 11% reduction in heating time. Similarly 0.3kg of rice was cooked in 120 and 150 minutes for the
finned and unfinned cooking pots respectively. This clearly demonstrates that fins improved the heat transfer from the
internal hot air of the cooker toward the interior of the pot where the water and rice to be heated and cooked were kept.

Keywords: solar heating, thermal insulation, concentrating solar cooker and thermal performance

Significance of the Research

The solar cookers if available can offer a partial solution to multitude of cooking problems face by people of low
income. A properly designed and improved cooker if introduce in to the market in mass scale can supplement the cooking
energy requirement of several millions of people and reduce deforestation and environmental problems associated with the
use of fossil fuels Solar cooker which is safe and simple to operate can satisfactorily be used for cooking in the presence of
sunshine.

I. Introduction

Solar energy is the energy from the sun. The sun generates energy ina process called nuclear fusion. During this
process four hydrogen nuclei combine to become helium atom with the release of energy. This energy is emitted to the space
as solar radiation. A small fraction of this energy reaches the earth. Today solar energy is used in various applications such
solar heating, distillation, drying, cooking etc. To cook food for nourishment is fundamental to any society and these require
the use of energy in some form. The use of solar energy to cook food presents a viable alternative to the use of fuel wood,
kerosene, and other fuels traditionally used in developing countries for the purpose of preparing food. Increased in the
awareness of the global need for alternative energy source has led to proliferation of research and development in solar
cooking. Solar cooking can be used as an effective mitigation tool with regards to global climate change, deforestation, and
economic debasement of the world’s poorest people. Solar Energy has tremendous advantages in tropical country like Nigeria
because of it abundance and sustainable source of energy. The use of solar cookers will have a great potential of reducing the
suffering of many people from the shortage and high cost of fossil and other sources fuels. It will also reduce the tedious task
faces by rural women in search of fire wood for cooking. Several factors including access to materials, availability of
traditional cooking fuels, climate, food preferences, and technical capabilities: affect people’s perception of solar cooking. It
is in the light of this that the author decided to investigate the effect of solar cooking using box type solar cooker with finned
cooking pot. The purpose of the fins is to improve heat transfer from the cooker surface to the surrounding. Fins can be
thought as an extension of the surface by adding additional surface area which enables additional heat flow to and from the
medium it is in contact.

1.1.1 Description of Box type solar cooker and the cooking Pot

The solar cooker used in this investigation is the box type solar cooker developed at Sokoto Energy Research
Centre, Usmanu Danfodiyo University. The cooker has a dimension of 0.5m by 0.5m by 18m, the sides and bottom of the
tray are encased in wooden box. The clearance between the galvanized iron sheet and encasement is filled with 5cm foam to
provide thermal insulation, the tray consist of movable doubled glass cover hinged to one side of the incasing at the top. The
plate and the experimental set up of the cooker is shown in fig 1. The cooker was exposed to solar radiation. The absorber
consist of a galvanized iron sheet painted black with thickness of 4mm. the photograph of the box solar cooker is shown in
fig 1.For the purpose of this investigation, two cooking pots were used. They are made up aluminum painted black, are
cylindrical in shape and have plat base. Both the cooking pots have identical lid, with a diameter of 14cm and height of
7cm.the lateral external surface of one of the cooking pot was provided with fins made of galvanize iron painted black. The
fins used are rectangular in shape with a cross reaction. (5.5cm by .05cm) and have a length of 2.2cm, spaced at 1.5cm.
(Arezki Harmin, 2008). The photograph of the finned and un finned pots were shown in figure 2. Arriving global solar
radiation was focused on the solar cooker. For the purpose of this investigation boiling test and cooking test were conducted.
Dasin et al 2011.

In Nigeria and many other developing countries commercial fuels like coal, kerosene, cooking gas and electricity are
very expensive beyond the reach of common man. Majority of the people depend on fuel wood for cooking purposes. Cutting
down of trees for fuel wood has led to fast and rapid depletion of our forest therefore increase fuel wood price which imposes
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economic and social burden on the people as well as cause environmental and ecological problems. To date rural women in
Nigerian and other developing countries use labor and waste considerable time of day in search of firewood to meet their
cooking energy requirement. The necessity for the search for available and affordable alternative source of energy to
supplement the use of firewood for food cooking cannot be over emphasized. Solar energy through solar cooking offers a
possible solution to these problems.

Il. Literature Review

Several research works was, conducted in different areas of solar cooking ranging from thermal testing and
performance evaluation of different types of solar cooking devices. Such devices include concentrating solar cookers,
Parabolic solar cookers, panel solar cookers, hot box solar cookers, square and rectangular box type of solar cookers, Double
exposure solar cookers ,solar cookers with thermal storage and many others by various authors with the aim of improving the
efficiencies of these cookers. Some of the authors that work in this area include:(Ali, 2000), Design and carried out series of
test in nine days in other to make comparison of the Sudanese box type solar cooker against the Indian designs. Sudanese
solar cooker showed a better thermal performance. (Ibrahim, 2005), Conducted an experimental testing of box type solar
cooker using the standard procedure of cooking power. The box type solar cooker was tested to accommodate four cooking
pots in tatna (Egypt) under prevailing weather conditions. The experiment was performed in July 2002.the cooker was able to
cook most kind of food with an overall utilization efficiency of 26.7%.(.Ammer, 2005), carried out research on the title,
theoretical and experimental assessment of double exposure solar cooker. The solar cooker is exposed to solar radiation from
the top and bottom sides with a set of plane diffuse refection is used to direct radiation on to lower side of the absorber plate.

The performance of the cooker and the convectional box type solar cooker were investigated. Result under the same
prevailing conditions show that the absorbers of the box type solar cooker and the double exposure solar cooker attain a
stagnation temperatures of 140°C and 165°C respectively.(hussein, 1997). Work on the performance of the box type solar
cooker with an auxiliary heating. The performance of the cooker was studied and analyzed. It was done with the help of a
built in heating coil inside the cooker. It was found that the use of auxiliary source allow cooking on most cloudy
days.(Nahar, 2003), work on performance and testing of hot box storage solar cooker. Hedesigned fabricated and tested a hot
box solar cooker with used engine as storage materials so that cooking can be performed in late evening. The performance
and testing of a storage solar cooker was investigated by measuring stagnation temperatures and conducting cooking trials.
The efficiency of the hot box storage solar cooker was found to be 27.5%.(Ngwuoke, 2003), Design constructed and
measured performance of plane - reflector augmented box type solar cooker. The solar cooker consists of aluminum plate
absorber painted with black matt and double glazed lid. They predicted water boiling times using the two figures of merit
compared favorably with the measured values, the performance of the cooker with plane reflector in place was improved
tremendously compare to that without the reflector.EssanAbdullahiet al 2010, work on cylindrical solar cooker with
automatic two axes sun tracking system. He design, constructed and operated a cylindrical solar cooker with two axes sun
tracking. He carried out series of test during different days in the year 2008 from 8:30am to 4:30pm.the test show that the
solar cooker can increase water temperature up to 90°C. (D.Y Dasin, 2011)Carried out a performance evaluation of parabolic
concentrator solar energy cooker in tropical environment in AbubakarTafawaBalewa University Bauchi Nigeria there study
revealed that the stagnation temperature of 120°C, 116°C, and 1560c were achieved respectively on three different days
between the month of June and July. The boiling test of water indicated that 1kg of water on three different days was raised
to 95°C 96°C in 60-75 minutes. Food cooking showed that 200g of of white rice was cooked in 75 minutes,200g of parboiled
rice was cooked in 75 minutes,200g of beans was cooked in 90minute and 800g yam was cooked in 75 minutes. (Danmallam,
2011)Developed and carried a performance evaluation of rectangular and square box type cookers at So ko to Energy
Research Centre, Usmanu Danfodiyo University under the same environmental conditions found that the rectangular box
type cooker performs better than the square type. For a given type of solar cooker it is possible to reduce the cooking time by
carrying out modification on the shape of the cooking vessel. These modifications can improve heat transfer to the food
through the pot walls (Arezki Harmin et al 2008).Gaur et al (1999) proposed a cooking vessel provided with a concave lid.
Their experimental study showed a reduction of 10-13% in cooking time compared to and ordinary cooking vessel under the
same conditions.

1. Experimentation

The experimental testing of the solar cooker was conducted at the testing area of Sokoto Energy research centre..
During each test, both cooking pot were placed side by side on the absorber of the solar cooker and loaded with the same
mass of water 75cl at the same temperature for water heating test. The temperatures of” the water in each pot as well as
ambient temperature and global solar irradiation were recorded at 15 minute intervals using amulti-channel data logger
system. Global components solar radiation was measured using CM11 typepyranometer. Both the two potwere filled with
water was placed in the cooker, and was closed with double glazing cover until test end. The cooker was manually oriented
according to azimuth at an interval of 15 mm in order to collect a maximum of solar radiation.
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Tablel: Temperature distribution at various point of cooker for heating test

Time | Ambient temp | Water Finned | Water in Unfinned pot| Plate temp | Solar radiation| Wind
(°C) pottemp (°C) temp(°C) (°C) W/m2 speed(m/s)
11:15| 40.1 39.6 39.6 75.1 864 0.4
11:30| 415 55.2 53.9 83.9 897 0.5
11:45] 41.7 68.4 64.2 88.4 951 0.4
12:00 | 44.6 77.4 73.5 93.5 965 0.9
12:15| 41.6 80.9 76.1 97.4 953 0.8
12:30| 43.3 87.6 81.5 114.3 961 0.1
12:45| 42.8 91.7 87.2 117.6 968 0.2
13:00| 45.1 94.2 92.7 120.9 944 0.6
13:15| 44.4 96.4 94.6 124.7 915 0.9
13:30| 44.3 97.8 95.2 129.5 905 0.8
Table 2: result of water heating test 0.75 liters

Mean ambient temperature (°C) 42.9

Initial water temperature (°C) 39.6

Time of boiling with finned pot (Min) 112

Time of boiling with un finned pot 126

Reduction in time (min) 14

% reduction in Boiling time (Min) 11
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Fig 4: Water boiling test. Comparison between water temperature in the finned cooking pot and the water temperature in the

UN finned cooking pot

Table 3: Temperature distribution at different times during the r rice cooking test on 28thFebruary, 2013

Time | Ambient temp (°C) | Finned pot temp (°C) | Unfinned pot temp (°C) | Solar radiation W/m2 | Wind speed(m/s)
11:451| 40.7 57.6 57.2 933 0.4
12:00| 41.4 69.6 73.0 960 0.3
12:15| 41.0 88.6 85.2 969 0,5
12:30| 41.9 91.4 90.4 946 0.6
12:45| 42.5 99.5 95.6 946 0.5
13:00| 44.0 108.4 101.5 918 0.3
13:15| 44.6 112.8 105.9 895 0.8
13:30| 43.9 117.2 108.4 880 0.6
13:45]| 42:3 119.5 113.2 894 0.4
14:00| 41:8 122.6 116.5 875 0.7
14:15| 40.4 1255 118.9 884 0.4
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Table 4: Result of rice cooking test

Mass of the cooking pot 0.2kg
Volume of water 0.75l
Mass of rice 0.30kg
Mean ambient temperature(°C) 42.2
Finned pot temperature at cooking time(°C) 119.5
Un finned pot temperature at cooking time(°C) 118.9
Time of cooking for finned pot (Min) 120
Time of cooking for un finned pot(Min) 150

V. Data Analysis and Discussion of Results

Fig. 4 shows the comparison between water temperature in the finned cooking pot and the water temperature in the
unfinned cooking pot under the same test conditions on February 27th, 2013. It was found that the temperature of the water in
the finned cooking pot was always higher than the temperature of water in the un finned cooking pot. The time taken for
attaining boiling temperature (95 °C) by the two cooking vessels was 112 min for the finned, and 126 min for the un finned
pot and finned cooking pot respectively.Tablel: shows the various Temperature distributions at various point of cooker
during the heating test. The ambient temperature fluctuates between 40.1°C and 45.1°C during the test period. The initial
water temperature in the finned cooking pot and in the un finned cooking were the same 39.6°C. The water in the finned
cooking pot attained boiling temperature nearly 15 min earlier than time water in the unfinned cooking pot. The plate
temperature for cooker under investigation was raised nearly 130°C during the test period. For rice cooking test, table 3
shows the temperature distribution at different times during the rice cooking test on the 28™ February, 2013. The ambient
temperature fluctuate between 40.4°C to 44.6°C.it was also observed that the temperature on the finned pot is always higher
than the temperature in the unfinned cooking pot throughout the period of the investigation.0.3kg of parboiled rice was
cooked in 120min and 150 min for finned and unfinned pot respectively. The temperature of finned cooking pot at cooking
time was 119.5°C, while that of unfinned pot was 118.9°C. The high cooking time could be attributed to observed openings
around the glazing covers which lead to the heat lost in the cooker.

VI. Conclusion
The result of two tests (water heating and boiling test) revealed that 75cl of water was raised to 95°C in 112 and 126
minutes for finned and unfinned cooking pot respectively. These figures represent an 11% reduction in heating time.
Similarly 0.3kg of rice was cooked in 120 and 150 minutes for the finned and unfinned cooking pot respectively. The
investigation has revealed that cooking time can be reduced by using a finned cooking pot. The reduction in cooking time is
consistent with the increase of the heat transfer surface area by fins attached to the external surface of the cooking pot.

VII. Recommendations
Based on the investigation carried out the following recommendations are made:
i. Dimensions and geometry of the fins should be studied in more detail in order to optimize the performances of this kind

of cooking pot.

ii. The investigation should be carried out at different season so as to understanding the cooking profile of various periods
in the year.

iii. Manufacturers of cooking pot should produce cooking pot with fins to accommodate those who want to use them for
solar cooking.

iv. Solar cooking should be encourage and popularize through mass production and distribution to students, rural dwellers
and low income earners to supplement to high cost of convectional fuels such as kerosene, LPG ,Cooking gas and Fuel

wood.
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Abstract: Plates with variously shaped cut-out are often used in engineering structures. The understanding of the effect of
cut-out on the load bearing capacity and stress concentration of panels is very important in designing of structures.
Different cut-out shapes in structural elements are needed to reduce the weight of the structure or provide access to other
parts of the structure. Extensive studies have been carried out on stress concentration in perforated panels which consider
cut-out shapes, boundary conditions and bluntness of cut-outs. This study focuses on the stress concentration analysis of
perforated panels with not only various cut-outs and bluntness but also different cut-out orientations. Therefore, at the
design stage, once the direction of a major tensile force is known, the cut-outs can be aligned properly based on the findings
of the work to reduce the stress concentration at the cut-outs thereby increasing the load bearing capacity of the panel.

Keywords: Bluntness, Cut-out, Load Bearing capacity, Orientation, Stress concentration factor, etc

1. INTRODUCTION

Plates and shells of various constructions find wide uses as primary structural elements in aerospace, mechanical
and civil engineering structures. In recent years, the increasing need for lightweight efficient structures has led to structural
shape optimization. Different cut-out shapes in structural elements are needed to reduce the weight of the system and provide
access to other parts of the structure. It is well known that the presence of a cut-out or hole in a stressed member creates
highly localized stresses at the vicinity of the cut-out. The ratio of the maximum stress at the cut-out edge to the
nominal stress is called the stress concentration factor (SCF). The understanding of the effects of cut-out on the load bearing
capacity and stress concentration of such plates is very important in designing of structures.

The study of the importance of SCF in isotropic plates is well established. Previous works on stress concentration
presented a series solution for stress field around circular holes in plates with arbitrary thickness [1]. A wide range of holes
diameters to plate thickness was presented. Also Schwarz—Christoffel transformation was used to evaluate
the stress concentration factor for an infinite plate with central triangular cut-out [2]. Stress and strain distributions along the
boundary of rectangular cut-out in an infinite elastic plate were presented [2]. The relaxation element method was used to
determine the stress fields in a plate with three circular cut-outs subjected to uni-axial tensile load [3]. And numerical results
based on generalized work—energy method for rectangular plates with circular cut-out and circular plates with a
rectangular cut-out was presented [4]. Ultimate strength of metallic plates with central circular cut-out under shear loading
was also investigated [5]. The bluntness effects on stress concentration in perforated composite plates were also presented
[6]. Optimum design of holes and notches by considering fatigue life were presented [7]. For a variety of materials, for
various geometry of notches and fillets, stress concentration factor was presented [8].

However, it seems to be difficult to locate a work that quantifies the rotation effect of polygonal cut-outs on stress
concentration. Therefore, this study mainly focuses on stress concentration analyses of aluminium plates according to cut-out
orientation. Therefore, this study mainly focuses on stress concentration analyses of perforated aluminium plates with not
only various cut outs (circle, triangle, and square) and bluntness (a counter measure of radius ratio, r/R) but also for different
cut-out orientation (0 = 15, 30, 45). For the analyses, first, we select three different cut-outs: circle, triangle, and square;
secondly, we identify a number of degrees of bluntness to describe the radius ratio; and finally, we consider the rotation of
cut-outs. In the paper, stress concentration analyses are performed by, a general using MSC Patran & MSC Nastran, a
general purpose finite element program. From the the analysis we estimate the stress concentration of plates with various
cut-out shapes, bluntness and orientation.

2. Finite Element Model

Finite element analyses are conducted for the stress concentration analyses of perforated aluminium plates. The
structural aluminium plates have dimensions 200 mm (x-direction), 200 mm (y-direction), and 5 mm (z-direction) as shown
in Fig.1. Material properties are shown in Table 1 and the location of cut-out is the centre of the plates. To clearly observe
the concentration effect, the plate size is modeled as rather large for the cut-out size. MSC NASTRAN, a general purpose
finite element program, is used for the analysis. A 4-node shell element is used for modelling. To investigate stress
concentration in an elastic range, the plates are modeled as a linear elastic material. The loading condition is a uni-axial
tensile force at the left and right sides as shown in Fig.1. Based on Rezaeepazhand and Jafari (2005), stress concentration
reaches up to eleven times, depending on cut-out shapes; hence, in the study, to limit the maximum stress to the elastic
range, 20 MPa is loaded as the tensile loading condition. Since element size is critical for precise analysis, in the study, the
size is 2 mm in most parts and 0.5 mm near the cut-out areas.
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X

Figure 1: Loading condition: uni-axial tensile force

2.1 Material Properties
Table 2: Material properties of Aluminium 2024-T3

Material Properties Values
Young’s Modulus, (GPa) 73.1
Poisson ratio, U 0.33
Tensile yield strength (MPa) 345
Tensile Ultimate strength (MPa) 483

3. Cut-Out Shapes, Bluntness and Rotation
We consider three cut-out shapes — circle, square, and regular triangle. For the square and triangle cut-outs the
concept of inscribing circle is used, as shown in Figs.2 and 3, to compare with the corresponding circular cut-out. In the
figures, the solid-lined circles are the inscribing circles in the polygons. The radius size of the circular cut-out is 10 mm. In
general, to reduce the stress concentration at the edges of cut-outs, the edges are fabricated to be rounded. In the study, rather
than ‘roundness’, we use ‘bluntness’ as a physical terminology to effectively describe stress concentration. As shown in
Fig.4, a term ‘radius ratio’ is defined as the ratio of the edge radius (r) to the inscribing circle radius (R).

Figure 3: Triangle cut-out wit r/R = 0.3(left), 0.5(centre), 0.7(right)
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Accordingly, bluntness is a counter measure to the radius ratio (r/R) because bluntness decreases as the radius ratio
increases. For an extreme example, a circular cut-out has a unit radius ratio but it has zero bluntness. In other words, the
degree of bluntness decreases as r/R increases. Here, again, we emphasize that the term ‘bluntness’ is used to describe that
the edges of polygons are blunt. We consider a total of six different degrees of bluntness, including 0.1, 0.3, 0.5, 0.7, 0.9, and
1.0 for the polygon cut-outs. Figs.2 and 3 only show three of the six cases for the square and triangle cut-outs.

SN

R

- J

Figure 4: Radius ratio (r/R) defined by edge radius (r) and Inscribing circle radius (R)
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Figure 5: Rotation of cut-out

In addition to the shapes and bluntness, the last design consideration for cut-out patterns is orientation. Fig.5 shows
the definition of orientation. The rotation angle 6 represents how the cut-outs are oriented from the baseline (+x axis). As
shown in the figure, the loading directions are fixed as they are. Fig.6 shows a number of parts of the rotated cut-outs for
each case. By considering the symmetry of the polygonal cut-outs, the angle increment 15° is applied; hence, a total of three
cases are considered (15°, 30° and 45°) for the square cut-outs and three cases (15°, 30° and 45°) for the triangular cut-outs.

>
=

Figure 6: Square and Triangular cut-out with [] = 15° (left), 30° (centre), and [1=45° (right

4. Results
By considering the design variables or factors — cut-out shape, the degree of bluntness, and cut-out rotation — the
stress concentration pattern, the maximum von-Mises stress and the stress concentration factor are obtained. These results
are as shown in the following sections.

4.1 Cut-Out Shapes and Bluntness

As mentioned previously, there are three different cut-out shapes — circle, square, and triangle. In addition, for
considering bluntness (a counter measure of r/R), a total of six radius ratios are considered: r/R = 0.1, 0.3, 0.5, 0.7, 0.9 and
1.0 respectively. This section discusses the variation of stress concentration with respect to the cut-out shapes and bluntness.
All of the other factors remain the same, for example the uni-axial tensile forces are fixed at 20 MPa.
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Table 2: The maximum von-Mises stress and stress concentration factor
Triangle Square
r'R o G
'\;I“;Xa SCF '\;I";Xa SCF
0.1 178 8.9 89.6 4.48
0.3 115 5.75 70 35
0.5 93.1 4.65 60.1 3
0.7 78.7 3.9 61 3.05
0.9 68 3.4 58.7 2.93
1 64.3 3.2 64.3 3.2

o o~

s N\

3 | e ——Square

Stress Concentration Factor
iy

_+ ‘
) —fli— Triangle
1
0
0.1 0.3 0.5 0.7 0.9 1

Radius Ratio
Figure 7: SCF with respect to radius ratio

It should be noted here that the zero bluntness (r/R = 1) actually means that the cut-out shape is a circle; hence,
from the Table 2, we can see how the shapes and the degrees of bluntness vary the maximum von-mises stress and stress
concentration factor. Fig.7 shows how the stress concentration factor (SCF) varies with respect to cut-out shapes and the
radius ratio (a counter measure of degree of bluntness).

In the case of the circular cut-out, the maximum stress is 64.3 MPa and the stress concentration factor is 3.2.
According to previous studies, the maximum stress is about three times the tensile force [8]. Since our tensile force is 20
MPa, the magnitude of 64.3 MPa exactly concurs with the previous observation. As shown in Table 2, the maximum von-
Mises stresses and accordingly stress concentration factors change, depending on the cut-out shapes and bluntness.

In the case of the square cut-outs, although the quantities range between 89.6 and 64.3 MPa, they do not
significantly differ from 60.26 MPa, which is the maximum von-Mises stress that occurred in the circularly-perforated
aluminium plate. It is interesting to note that: (1) the stresses for r/R = 0.5, 0.7, and 0.9 are smaller than that of r/R = 1.0
which is the circular cut-out case, and (2) the maximum stress (89.6 MPa) occurs in the case of r/R = 0.1.

In the case of the triangular cut-outs, the results are quite consistent because: (1) all the stresses exceed that of the
circular cut-out case, and (2) unlike the square cases, starting from the maximum stress (178 MPa) the stresses decrease as
the degrees of radius ratio increases. In other words, the stresses increase as the degree of bluntness increases.

To visualize the stress patterns, two stress contours are shown in Figs.9 and 10. Fig.9 shows the stress contour in the
case of the square cut-out with r/R = 0.1. The circle on the contour indicates the area having the maximum von-Mises stress.
In addition, the left and right balloon shapes represent the areas under 11 MPa. Fig.10 shows the stress contour in the case of
the triangle cut-out with r/R =0.1. The circle on the contour shows the area having the maximum von-Mises stress. Similarly,
the left and right balloon shapes represent the area under 16 MPa. It is interesting to note that stress concentration occurs in
the broad range of the top and bottom sides in the case of the square cut-out while stress concentration occurs in the narrow
range of the top and bottom edges in the case of the triangle cut-out. From the observation, we can conclude that the
bluntness effect on the stress concentration patterns is also dependent on cut-out shapes. However, in general, as bluntness
increases, stress concentration increases.
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Figure 9: Stress contour of plate with square cut-out (r/R =0.1)

Figure 10: Stress contour of plate with triangle cut-out (r/ =0.1)

4.2 Rotation of cut-outs

This section discusses the stress analysis results by considering the rotation of the cut-outs. In the cases of the
square cut-out, three rotation angles are considered 15°, 30° and 45°, while three angles 15°, 30° and 45°, are considered in
the case of the triangle cut-out. Table 3 shows the maximum von-Mises stresses and stress concentration factors for the
aluminium plates with square cut-outs, which have the four rotations. As a result, we can see that many differences occur in
the maximum stresses, depending on the rotation angle. However, for all of the cases consistently, the stresses increase as the
rotation angles increase. By combining the rotation effect with the bluntness effect, the maximum stress (141 MPa) occurs in
the case of the r/R = 0.1 (maximum bluntness) and the rotation of 45° (maximum rotation). In addition, we can see that with
the exception of the zero rotation case, all the cases show that the maximum stress increases as the bluntness increases, as
shown in Fig.11. Table 4 shows the maximum von-Mises stresses and stress concentration factors for the aluminium plates
with triangle cut-outs, which have the three rotations. For all of the cases, the stresses increase as the rotation angles
increase, as clearly shown in Fig.12. With both effects of the rotation angle and bluntness, the maximum stress (166 MPa)
occurs in the case of the bluntness of r/R = 0.1 (maximum bluntness) and the rotation of 30°. Fig.13 shows the stress contour
in the case of the square cut-out with r/R = 0.1 and rotation 45°, which gives the maximum stress. This figure represents
different patterns from that of Fig. 9 showing the case of 0°. The maximum stress concentration occurs in the top and bottom
edges. Fig.14 shows the stress contour in the case of the triangle cut-out with r/R = 0.1 and rotation 30°, which also gives the
maximum stress. The maximum stress concentration occurs in the top edge.
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Table 3: Maximum von-Mises stress and stress concentration factor (SCF) of square cut-outs with rotation angle
IR 0° 15° 30° 45°
(MPa) (MPa) (MPa) (MPa)
0.1 74 110 134 141
0.3 59.1 86.4 99.1 103
0.5 56.3 75 82.5 84.5
0.7 54 68 72 73.2
0.9 51.9 63.6 64.8 65.1
1 59.5 59.5 59.5 59.5
IR 0° 15° 30° 45°
(SCF) (SCF) (SCF) (SCF)
0.1 3.7 5.5 6.7 7
0.3 2.9 4.3 4.95 5.1
0.5 2.8 3.7 4.1 4.2
0.7 2.7 3.4 3.6 3.6
0.9 2.6 3.1 3.2 3.25
1 2.97 2.97 2.97 2.97

Stress Concentration Factor
O Rr N W B O ® —~ W O

0.1

Figure 11: SCF with respect to rotation for square cut-outs
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Table 4: Maximum von-Mises stress and stress concentration factor (SCF) of triangular cut-outs with rotation angle

. 0° 15° 30° 45°
(SCF) (SCF) (SCF) | (SCF)
0.1 141 155 166 166
03 95.5 110 112 113
05 815 89.7 905 91.1
0.7 69.8 711 765 76.8
0.9 62.1 60.8 66.3 66.3
1 59.5 59.5 59.5 59.5
. 0° 15° 30° 45°
(SCF) (SCF) (SCF) | (SCF)
0.1 7 7.7 8.3 8.3
03 47 55 56 5.65
05 4 45 45 455
0.7 35 35 38 3.84
0.9 3.1 3 33 3.31
1 2.9 2.9 2.9 2.9
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Figure 12: SCF with respect to rotation for triangle cut-outs

From the results (see Figs.9, 10, 13, and 14), in the case of the square cut-out, it is more advantageous to orient two
sides of the square cut-out to be perpendicular to the applied tensile force because this reduces the maximum stress. For
example, in the case of square cut-outs with /R = 0.1, the maximum stress decreases from 141 (0 = 45°) to 74 MPa (6 = 0°),
which is a 67 MPa or 47% decrease. Similarly, in the case of the triangle cut-out, it is also preferable to orient one side of the
triangle cut-out to be perpendicular to the applied tensile forces because of stress reduction. For example, in the case of
triangle cut-outs with r/R = 0.1, the maximum stress decreases from 166 (6 = 45°) to 141 MPa (6 = 0°), which is a 25 MPa or
15% decrease. Accordingly, at the design stage, determining the direction of a major tensile force is required. By aligning
these polygon cut-outs as observed here, we can then reduce stress concentration.

} 1.09

Figure 13: Stress contour for square cut-out (r/R = 0.1, [J = 45°)

In addition to rotation, similarly to the previous section, for all the degrees of orientation, it is also observed that the
stress concentration decreases as the bluntness of the cut-outs decreases. For example, in the case of square cut-outs with 45°
rotation, the maximum stress decreases from 141 (r/R = 0.1) to 65 MPa (r/R = 0.9), which is a 76 MPa or 54% decrease.
Similarly, in the case of triangle cut-outs with 30° rotation, the maximum stress decreases from 166 (r/R = 0.1) to 66.3 MPa
(r/R=0.9) with a 100 MPa or 60% decrease.
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Figure 14: Stress contour for triangle cut-out (r/R = 0.1, [J = 30°)

Therefore, the next question among these two factors (rotation and bluntness) is which factor should preferably be
controlled to minimize the stress concentration. Based on Tables 3 and 4 and Figs.11 and 12, we can clearly see that
bluntness is a more effective factor. For example, as the bluntness approaches zero (r/R approached to unit), the maximum
stresses tend to converge to 64.3 MPa (the maximum stress in the case of circular cut-out) and naturally the rotation effect
vanishes. However, this does not reflect the manufacturing ease and cost. In a sense, it may be preferable to control
orientation to reduce the manufacturing costs and cumbersome manufacturing. Therefore, at this analysis stage, the judgment
should be handed over.

In summary, to minimize the stress concentration of the aluminium plates with polygon cut-outs, the cut-outs
should have smooth edges and proper rotations. In other words, by controlling the smoothness (or bluntness) and rotation,
we can minimize the stress concentration of the perforated aluminium plates. Among bluntness and rotation, controlling
bluntness is analytically preferable to minimize the stress concentration.

5. Conclusions

This study presents stress concentration analyses of perforated aluminium plates with various shapes, bluntness, and
rotation of polygonal cut-outs. For the analysis we intentionally limit resulting stresses in an elastic range by controlling the
applied uniaxial tensile forces. We observed that the maximum stress in the perforated aluminium plate with the circular cut-
out is about three times the applied force; hence, the previous observation performed by Pilkey et al. (2008) is verified. From
the finite element analyses, the following findings are reported. Depending on cut-out shapes, bluntness and rotation effects
on stress concentration vary. However, in general, as bluntness increases, the stress concentration increases, regardless of the
shape and rotation. A more important finding is that the stress concentration increases as the cut-outs become more oriented
from the baseline, which is the positive horizontal axis (+x) and one of the directions of the applied tensile forces. This fact
demonstrates that the orientation is also a relatively significant design factor to reduce stress concentration. In general, in the
case of the triangle cut-out, it is preferable to orient one side of the triangle cut-out to be perpendicular to the applied tensile
forces. Similarly, in the case of the square cut-out, it is more advantageous to orient two sides of square cut-out to be
perpendicular to the applied tensile force. Therefore, at the design stage, determining the direction of a major tensile force is
required. By aligning these polygon cut-outs properly, we can then reduce stress concentration. This finding is mainly for
uni-axial tensile forces in an elastic range. Other cases such as uni-axial compressive forces and bi-axial tensile and/or
compressive forces should be considered for the future work. In addition, stress concentration analyses in a non-elastic range
could be an interesting topic for future work.
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Abstract: This article points out some serious drawbacks of Artificial Neural Networks, when compared to human brain.
According to this article definitely there is a need for implementing Artificial Neural Networks with a change in underlying
concepts. To do this a clear picture of brain learning mechanism, which is free from all the possible misconceptions is
essential. So this article makes an attempt to notify the aspects that need to be considered in order to make neural networks
‘autonomous bodies’, just like human brain.

Keywords: ANN, Autonomous Neural networks, brain-like learning and Subsystem control theory.

I. INTRODUCTION

The greatest drawback of the current models of artificial neural networks is that they are human- intervention
systems. Also their learning algorithms need constant attention. These learning algorithms cannot be used in future robots or
any other systems which are supposed to be autonomous. It is therefore impossible to build autonomous systems without
having autonomous learning algorithms.

This article points out the important differences from Avrtificial Neural Networks and human brain. Also this article
points out the immediate need to improve the standards of current neural networks so that they can be rendered “Self-
learning” and “completely autonomous.

Acrtificial neural networks should be developed in such a way that one who uses ANN should feel he has actually
employed a human being for addressing the given real time problem. ANN can be approximated to human brain by
improving its standards of learning. We know that ANNSs are derivatives of human brain. But if ANN are developed such
that they are capable of taking decisions independently under all the conditions without any human intervention, then ANNs
can be nearly approximated to human brains.

Il. Brain Learning Mechanism

The brain is a wonderful creation in the entire nature. While the animals use it only for basic needs, human brains
can perform wonderful tasks. Human brain has inspired many scientists and researchers to construct artificial neural
networks.

Brain is a vast network comprising of millions of neurons and connectivities to various organs. Brain is like a
central processing unit,which governs the body functions effectively. Human brain is almost an autonomous system which
does not require outside processes for controlling its learning phenomena. Also the brain recollects the previous experiences
and its own interpretations to take decisions in a particular issue.

Sometimes the brain is also influenced by the modes of action and the decisions are made according to one of the modes of
action. The other interesting feature of the brain is that it achieves a good co-ordination between the functioning of various
organs.

Two of the main functions of the brain are memory and learning. There are of course many categories of memory
(short term, medium term, long term, working memory, episodic memory and so on) and of learning (supervised,
unsupervised, inductive, reinforcement and so on). In order to characterize the learning behavior of the brain, it is necessary
to distinguish between these two functions. Learning generally implies learning of rules from examples. Memory, on the
other hand, implies simple storing of facts and information for later recall (e.g. an image, a scene, a song, an instruction).
Sometimes memory is often confused with learning. But the processes of memorization are different from that of learning.
So memory and learning are not the same.

1. Misconceptions About Human Brain

There are several concoctions about human brain. Many researchers say that human brain is inferior to Artificial
Neural Network. In fact Artificial Neural Networks are themselves derivatives of human brain. Human brain has got
unlimited potential, with which it can explore the finest aspects of any concept and arrive at the proper conclusion. If human
brain is properly understood then Artificial Neural Networks may be designed with a difference so that their degree of
resemblance with human brain increases. Despite of numerous advancements in the field of Artificial Neural Networks,
ANNSs can’t be still regarded as “duplicate” of human brain. Therefore it is of utmost importance to improve the features of
ANN, so that it develops the brain like capacity to address the real time problems.
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Some of the misconceptions of human brain are:

e “A human's knowledge is volatile and may not become permanent. There are several factors that cause brain
cells to die and if they do, the information that is stored in that part is lost and we start to forget”. - which is not
very true because brain has distributed memory system and the memory loss is a very rare case. On the other hand if
brain is utilized effectively then knowledge is never lost.

e  “Brain is always provided with the learning parameters to address a problem”- In order to seek a solution for the
given problem or to generalize well, human brain should be able to decide upon the network parameters like number of
layers, number of neurons per layer, connection strengths and so on. So the learning parameters and networks
themselves do not come “readymade”. Since the natures of problems differ, brain has to decide on the different network
designs and network parameters internally.

e  “Brain does not store any information prior to learning and learns instantaneously”- one may think that if there is
no memory requirement then the system is very efficient, but it consumes more time for processing. In this respect,
human brain is superior to ANN because it has a memory. Human brain never learns instantaneously but it happens
based on the information collected prior to learning. This conception violates the very basic behavioral facts.
Remembering relative facts and examples is a part of human learning.

e “Human brain’s speed of processing is less compared to that of Artificial Neural Networks”- In fact human brain
can imagine anything at a greater speed compared to that of air. Artificial Neural Networks have to be first trained and
after the learning phase is over, their speed can be measured. Sometimes speed also refers to a proper decision taking
capability of a system. Before taking a task for processing, if a processing system can set priorities for the tasks or find
effective ways to solve it then the system is to have speeded up the processing. On the other hand if the system simply
processes the task without taking into account its pros & cons then it is actually wasting the precious time.

e “Each Neuron in the brain is an autonomous body”. — The notion that each neuron adjusts its weights solely based
on its inputs and outputs is not supported by any neurobiological evidence. In fact external agents can also influence the
synaptic adjustments. If backpropagation learning algorithm is considered, then we can notice that each cell stores
information about the input, output, error in processing the task by the network and also the contribution of individual
cell to this error. This implies that no other entity external to cell or neuron is allowed to change its connection strengths.
But this is logically inconsistent.

IV. How To Turn ANN To Autonomous Neural Network

The field of Artificial Neural Networks developed several learning algorithms over the years that work well only
when there is human intervention. In order to make ANN to work properly their learning rates need to be reset and
readjusted, and also different network designs have to be tried so that they can generalize well. Everything needs to be
relearned from scratch when there is catastrophic forgetting in the network. There is a long list of such drawbacks that need
to be seriously considered. One of the founder of this field and a past president of the International Neural Network Society
(INNS) confided that “the neuro-boom is over. ’But many other scholars have kept on fighting the arguments against the
current science on brain-like learning.

Minsky and Papert not only showed the limitations of the the perceptrons, the simple neural networks and also
raised the deeper question of computational complexity of learning algorithms. Despite all the deeper and more disturbing
questions raised by thoughtful critics, the neural network field is moving heedlessly with its research agenda. Now faced
with fundamental challenges to the assumptions behind their brain like learning algorithms, prominent researchers in the
field are finally calling for a “shake up of the field of neural networks” and for its “rebirth.”

Artificial Neural Networks can become autonomous bodies if they are embodied with various capabilities as listed below:

» ANN should be equipped with memory, so that it operates at greater speed.

» ANN should be capable of taking decisions about the task selection and processing: this means that ANN should be
capable of setting priorities to the tasks and also deciding the best possible way of processing, instead of merely
operating on a given task.

» ANN should be able to aim and fix target for processing tasks without which the processing of tasks would take
more time.

» ANN should not be problem specific but should be able to address any problem.

» ANN should be capable of adjusting both the weights of synaptic connections as well the structure itself.

» ANN should also be able to sense the “situations” in the surrounding environment and address the given problem
without the aid of external teacher. Taking the situations (requirements, rules etc.) into consideration, ANN should act in
order to get the desired output.

» ANN should be having flexibility to switch over to different modes of action. For instance if we desire ANN to work

in the mode of passion then ANN should permit for the same.
» ANN should have subsystems within itself that can control other subsystems because of which any external source

can control the behavior of neuron. This is quite different from “local learning concept” of current ANN technology
[10].
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Artificial Neural Networks can achieve “brain-like learning” if they are equipped with all these abilities. Artificial
Neural Networks should be a combination of various activation functions and different topologies to become autonomous
bodies.

V. Conclusions

The greatest drawback of the existing theories of artificial neural networks is the characterization of an autonomous
learning system such as the brain. Despite of the clear definitions of the internal mechanisms of the brain [12], no one has
characterized in a similar manner the external behavioral characteristics that they are supposed to produce.

Consequently, the ANN underwent algorithm development keeping in view local, autonomous learning, memory
less learning, and instantaneous learning rather than from the point of view of "external behavioral characteristics" of human
learning. If that set of external characteristics cannot be reproduced by a certain conjecture about the internal mechanisms,
than that conjecture is not a valid one.

The current article essentially points to some of the current notions of human learning and showed their logical
inconsistencies. So there is definitely a need for some new ideas about the internal mechanisms of the brain.

It would be better if the current ANN systems inadvertently acknowledge the ideas listed in the previous section and
the most important among them is the last one, which asks us to use the concept of “master or controlling subsystem” that
designs networks and sets learning parameters for them. Very recently has such non local means of learning has been used
effectively to develop powerful learning algorithms that can design and train networks in polynomial time complexity [2, 9,
10].In addition, this “subsystem control” framework resolves many of the problems and dilemmas of current ANNs. Under
such a framework, learning need not be necessarily instantaneous, but can wait until some information is collected about the
problem. Learning can always be invoked by a controlling subsystem at a later point in time. This would also facilitate
understanding the complexity of the problem before it has to be actually tackled, from the information that has been
collected and stored already. Such a framework would also resolve the network design dilemma and the problems of
algorithmic efficiency that have been negatively influencing this field for so long [2,9,10].So one can argue strongly for
theories like “subsystem control” that are related to human brain and make use of such concepts in designing ANNs. If
ANNSs are designed with due considerations to actual behavior of human brain then undoubtedly ANNs become Autonomous
Neural Networks.
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Abstract: Data Grid is an integrated architecture that connects multiple computers and its resources in distributed
environment. The file replication is an effective functionality in Data Grid that not only minimizes total access time by
replicating most accessed data file at appropriate location but also improve data files availability. This paper mainly deals
with different file replication methodologies and enlists various effective strategies proposed by earlier authors to access
data file with reasonable response time in Data Grid environment.
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I. Introduction

Data Grid is composed of set of sites and each site contains multiple computing, storage and networking resources.
All sites are geographically connected to manage and store large data files of size Gigabytes and beyond in data repositories
(sites) throughout the world. Data Grid provides an important service of data and/or data file replication in multiple
locations, so that, it helps user not only to speed up data file access but also increases data file availability. A community of
researchers distributed worldwide can access and share these replicated data files. In Data Grid, each data files are initially
produced and stored in Grid sites. A Grid site may contain multiple data files and will be replicated in appropriate location in
Data Grid to reduce access cost.

Many of the time Replication is confused with caching as they have multiple copies of file, and they have some
differences. Replication is a server side phenomenon whereas caching is associated with a client. A server decides when and
where to replicate files. A client request for a file and stores a copy of the file locally for use. Any other nearest client can
also request for that cached copy.

Replication is that, it can enhance data availability and network performance. The replication of files in Data Grid
follows the full or partial replication strategy. In full replication all files are replicated to all resources where as in partial
replication files are replicated to some resources in the Data Grid. There are two replication schemes depending on the use
access pattern: 1. Static Replication: in which replicas are kept until it is deleted. 2. Dynamic Replication: in which replicas
are created and destroyed or replaced according to variation access of the pattern or environment behavior. In data
replication there are three issues: 1. Replica Management- create, delete, move & modify replica. 2. Replica Selection-
selecting appropriate replica across grid. 3. Replica Location-selecting physical locations of several replicas of desired data.

Il. Literature Survey
1.1 Data Replication in Data Intensive Scientific Application with Performance Guarantee [1].

This paper deals with scientific data in the form of data files are produced, stored and replicated if necessary. The
author proposed a centralized data replication algorithm (Greedy), it places one data file into the storage space of one site
and algorithm terminates when all storage space of sites has been replicated with data files to minimize total access cost in
the Data Grid. This algorithm that not only has a provable theoretical performance guarantee, but can be implemented in
distributed and practical manner

Specifically, the author designed a polynomial time centralized replication algorithm that reduces total access cost
by at least half of reduced by the optimal replication solution. Based on this centralized algorithm a localized distributed data
caching algorithm is designed to make intelligent caching decisions. It is composed of Centralized Replica Catalogue (CRC):
maintained at top level sites, which is essentially a list of replica sites list for each data file. Nearest Replica Catalogue
(NRC): maintained at each sites which contains information of replica copy and nearest sites, and any changes made to NRC
will be updated in CRC by sending message to top level site. Simulation results shows centralized greedy algorithm
performs quite close to optimal algorithm.

1.2 ldentifying Dynamic Replication Strategies for a High-Performance Data Grid [7].

This paper discusses about dynamic replication strategies for high performance; author presents data replication in
hierarchical Data Grid model (as a tree topology) and six different replication strategies: (1)No Replication and Caching-
where no replication takes place. (2)Best Client-The best client is one that has generated the most number of requests for that
file, and then the node creates a replica of that file. (3)Cascading Replication- Once the threshold for a file is exceeded at the
root replicas are created on next level but on the path of best client. (4)Plain Caching- The client request a file stores a copy
locally. (5) Caching plus Cascading Replication- this combines strategy (3) & (4). The client caches file locally. The server
identifies the popular files and propagates them down the hierarchy. (6) Fast Spread-replicas are created at each site along its
path.
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All of the above strategies are evaluated with three user access patterns: (1) Random Access- No locality in Access.
(2) Temporal Locality- recently accessed files are likely to be accessed again. (3) Geographical plus Temporal locality- a
recently accessed files are likely to be accessed again by a close site. Their simulation result shows Cascading (with
geographical plus temporal locality) and Fast Spread (with random access) works better.

1.3 Analysis of Scheduling and Replica Optimization Strategies for Data Grids Using OptorSim [2].

In this paper, author discussed and concentrated on the effect of various job scheduling and data replication
strategies with optimization as follows.

Scheduling Optimization Strategies: This algorithm decides when & where job should be executed by selecting the
best job location. It calculates cost of running job on each site using following cost metrics. Access Cost: based on network
status for obtaining required files. Queue Size & Queue Access Cost: gives total estimated access cost for all jobs in the
queue.

Replica Optimization Strategies: is useful to minimize a single job’s execution cost (as low a cost as possible) and
to maximize the usefulness of locally stored files (by utilizing available data resources)by performing tasks viz replication
decision, selection and file replacement. Author also considered three specific optimization strategies, one is LFU(Least
Frequently Used) algorithm and two economic strategies are similar to each other, but uses different prediction functions,
one is binomial based and other is Zipf-based, to calculate file values used in replication and file replacement decisions (sites
can “buy” and “sell” files by using auction protocol mechanism).Their simulation result shows scheduling optimization
reduces average times to execute jobs & economic based strategy have greatest effect.

1.4 Agent Based Replica Placement in a Data Grid Environment [3].

The author proposed an agent based replica placement algorithm for making a replica decision to select ‘candidate
site” for replica placement to reduce access cost, network traffic, and aggregated response time for the applications. To select
a candidate site for a replica, an agent is deployed at each site that holds master copies of the files for which the replicas are
to be created. The agent in this approach is autonomous, self-contained software capable of making independent decisions.
Replica placement strategy considers two issues in choosing replica location: (1) placing a replica at proper site so that times
taken for obtaining all files required by jobs are minimized. (2) Place a replica at sites that optimizes total execution time of
the jobs executed in Data Grid.

The author extended the GridSim toolkit for decision making process for selection of candidate site by
implementing Replica Catalogue and Replica Manager to maintain and control all replicas.

I11. Conclusion
The data file replication performance depends on a variety of factors such as replica selection, placement, network
traffic and bandwidth. This paper focuses on data file replication algorithms by following different file replication strategies
using simulation environments. Well suited replication strategy can improve Data Grid performance depending on data file
access situation.
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Abstract: As my research work is concerned with the optimization techniques by enhancing the rapid prototyping technique.
In the manufacturing process of a particular product the in process parameters are going to qualitatively analyzed after the
production process. This may lead to the various failures such as internal stresses, time dependent failures, cycling loading
failures .to analyze these failures the losses incurred in the availability of skilled personals, inspection time |,
manufacturing& material cost. To overcome these failures one of the optimization technique is stereo lithography (Rapid
prototyping) has been introduced.
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I. Introduction

Rapid prototyping automates the fabrication of a prototype part from a three- dimensional (3D) CAD drawing. This
physical model conveys more complete information about the product earlier in the development cycle. The turnaround time
for a typical rapid prototype part can take a few days. Conventional prototyping may take weeks or even months, depending
on the method used. Rapid prototyping can be quicker more cost effective means of building prototypes as opposed to
conventional methods. Fabrication process fall into 3 categories: Subtractive, Additive and compressive. In a subtractive
process a block of material is carved out to produce the desired shape. An additive process builds materials by joining
particles or layers or raw materials. A compressive process forces a semi solid or liquid into desired shape, in which it is
induces to harden or solidify. Most conventional prototypes fall into subtractive category.

These would include machining processes such as milling, turning, and grinding. Machining methods are difficult to
use on parts with very small internal cavities or complex geometries. Compressive processes, also conventional, include
casting and molding .The new rapid prototyping technologies are additive processes. They can be categorized by material:
photopolymer, thermoplastic, and adhesives. Photopolymer systems start with a liquid resin, which is then solidified by
discriminating exposure to a specific wavelength of light, Thermoplastic systems begin with a solid material, which is then
melted and fuses upon cooling. The adhesive systems use a binder to connect the primary construction material. Rapid
prototyping systems are capable of creating parts with small internal cavities and complex geometries. Also, the integration
of rapid prototyping and compressive processes has resulted in the quicker generation of patterns from which moulds are
made.

fig. Rapid Prototyped part

Rapid prototyping was commercially introduced in 1987 with the presentation of Stereo lithography. Several
processes are now commercially available in the industry. They are as follows:
Stereo lithography
Selective Laser Sintering
Fused Deposition Modeling
Laminated Object Manufacturing
3 D Inkjet Printing
Solid Ground Curing

o~ E
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Among these RP techniques Stereo lithography is most commonly and widely used.

1. The Basic Process
Although several rapid prototyping techniques exist, all employ the same basic five-step process. The steps are:
Create a CAD model of the design
Convert the CAD model to STL format
Slice the STL file into thin cross-sectional layers
Construct the model one layer atop another
Clean and finish the model

agrwnE

11.1.CAD Model Creation: First, the object to be built is modeled using a Computer-Aided Design (CAD) software
package. Solid modelers, such as Pro/ENGINEER, tend to represent 3-D objects more accurately than wire-frame modelers
such as AutoCAD, and will therefore yield better results. The designer can use a pre-existing CAD file or may wish to
create one expressly for prototyping purposes. This process is identical for all of the RP build techniques.

Fig.2 CAD Model

11.2.Conversion to STL Format: The various CAD packages use a number of different algorithms to represent solid
objects. To establish consistency, the STL (stereo lithography, the first RP technique) format has been adopted as the
standard of the rapid prototyping industry. The second step, therefore, is to convert the CAD file into STL format.
This format represents a three-dimensional surface as an assembly of planar triangles, “like the facets of a cut jewel." °
The file contains the coordinates of the vertices and the direction of the outward normal of each triangle. Because STL
files use planar elements, they cannot represent curved surfaces exactly. Increasing the number of triangles improves
the approximation, but at the cost of bigger file size. Large, complicated files require more time to pre-process and
build, so the designer must balance accuracy with manageability to produce a useful STL file. Since the .stl format is
universal, this process is identical for all of the RP build techniques.

11.3.Slice the STL File: In the third step, a pre-processing program prepares the STL file to be built. Several programs
are available, and most allow the user to adjust the size, location and orientation of the model. Build orientation is
important for several reasons. First, properties of rapid prototypes vary from one coordinate direction to another. For
example, prototypes are usually weaker and less accurate in the z (vertical) direction than in the x-y plane. In addition,
part orientation partially determines the amount of time required to build the model. Placing the shortest dimension in
the z direction reduces the number of layers, thereby shortening build time. The pre-processing software slices the
STL model into a number of layers from 0.01 mm to 0.7 mm thick, depending on the build technique. The program
may also generate an auxiliary structure to support the model during the build. Supports are useful for delicate features
such as overhangs, internal cavities, and thin-walled sections. Each PR machine manufacturer supplies their own
proprietary pre-processing software.

I1.4.Layer by Layer Construction: The fourth step is the actual construction of the part. Using one of several
techniques (described in the next section) RP machines build one layer at a time from polymers, paper, or powdered
metal. Most machines are fairly autonomous, needing little human intervention.

11.5.Clean and Finish: The final step is post-processing. This involves removing the prototype from the machine and
detaching any supports. Some photosensitive materials need to be fully cured before use. Prototypes may also require
minor cleaning and surface treatment. Sanding, sealing, and/or painting the model will improve its appearance and
durability.

I11. What Is Stereo Lithography?

SL is the most popular and widely is used rapid prototyping technology. It is a unique form of technology which
allows for the translation of computer aided design drawing to3D solid objects within hours. In Stereo Lithography liquid
plastic is solidified in precise patterns by laser beam resulting in solid epoxy realization of a 3D design. This ultraviolet laser
beam is guided by CAD
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Parts created using Stereo Lithography must be modeled through the use of CAD system, such as ANSYS,
AUTOCAD, IDEAS; Pro.-Engineer etc. The CAD files are stored in STL format which defines the boundary surface of the
object as mesh of interconnected triangle
Stereo Lithography process can be run in 3 modes:

1. Acces Mode.
2. Quick Cast
3. Solid Weave

The ACES mode produces crystal like transparency and exceptional strength at very high dimensional resolution.
This mode of stereo lithography is perfect for parts that require exceptional visual quality such as lenses and optical
components. Quick Cast is a SL mode creates quasi-hollow parts with a strong honey comb interior which is 80% hollow.
From a quick cast prototype metal parts can be made 3-5 days. Solid weave boasts the quickest turnaround time of SLA
modes without compromising on strength and precision. It is also most economical of three.

IVV. Stereo Lithography Machine
Stereo lithography, also known as 3-D layering or 3-D printing, is accomplished using a special SLA machine
containing a computer-controlled laser and a tank of light-curable plastic, or photopolymer

Stero lithography machine

This machine has four important parts:

1. Atank filled with several gallons of liquid photopolymer. The photopolymer is a clear liquid plastic.

2. A perforated platform immersed in the tank. The platform moves up and down in the tank as the printing process
proceeds

3. An ultraviolet laser

4. A computer that drives the laser and the platform

p

The platform in the tank of photopolymer at the beginning
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The platform at f a print run, shown here with several identical objects
L X ]
LXK R
L
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Y. Inside Stereolithography
If:: ;v laser light beam
(controlled by mirrors)
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Object curing machines
V. The Stereo Lithography Process
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Fig 3: Schematic diagram of stereo lithography.
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The basic Stereo lithography process consists of the following steps:

A 3-D model of an object is created in a CAD program.

Special computer software "cuts" the CAD model file into thin layers typically five to 10 layers per millimeter of part
thickness.

The 3-D printer's ultraviolet laser "paints” one of the layers, exposing the top surface of the liquid plastic in the tank and
hardening it. The photopolymer is sensitive to ultraviolet light, so wherever the laser touches the photopolymer, the
polymer hardens.

The platform drops down into the tank a fraction of a millimeter, and then the laser "paints"” the next layer on top of the
previous layer.

This process repeats, layer by layer, until the 3-dimensional plastic model is complete.

Depending upon the size and number of objects being created, the laser might take a minute or two for each layer. A
typical run might take six to 12 hours. Runs over several days are possible for large objects. The maximum size for the
machine is an object 10 inches (25 cm) in each of three dimensions ... 10 x 10 x 10.

When the process is complete, the SLA machine raises the platform with the completed 3-D object. If the finished object
is small, several can be produced at the same time, sitting next to each other on the tray.

Once the run is complete, the finished objects are rinsed with solvent to remove all uncured plastic and then "baked" in
an ultraviolet oven that thoroughly cures the plastic

The sequence of steps for producing Stereo lithography layer is shown in the following figures;

-
Light-solidified laser beam

area is shaded. light
-sensitive
gl pul!_.rmer Jn
S ,_.‘:55‘5',-',-* .-‘" o -
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COMPLETED PART

Uncured resin is removed and the model is post-cured to fully cure the resin. Because of the layered process, the
model has a surface composed of stair steps. Sanding can remove the stair steps for a cosmetic finish. Model build
orientation is important for stair stepping and builds time. In general, orienting the long axis of the model vertically takes
longer but has minimal stair steps. Orienting the long axis horizontally shortens build time but magnifies the stair steps. For
aesthetic purposes, the model can be primed and painted.

During fabrication, if extremities of the part become too weak, it may be necessary to use supports to prop up the
model. The supports can be generated by the program that creates the slices, and the supports are only used for fabrication.
The following three figures show why supports are necessary:

L

| S

rtuuerl'lang

platform

T s T R A R T

During build, thin layer starts
;ﬁ,nly one layer thick.

-
fluid level

e R

Support structure
/i/stahilizes thin layer.

g -

N

VI. Stl (Stereo Lithography) Files
The .STL file format has become SLA industry's standard CAD export format and is required to interact with stereo
lithography machines. This format approximates the surfaces of a solid model with small triangles and was designed to give
the proper amount of model detail required to operate the Stereo Lithography machines. Virtually all of today's modern CAD
software programs are capable of producing an STL file. For the user, the process is often as simple as selecting File, Save
As, STL.
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VII. Sla Accuracy

SLAY parts may be built using normal or "high" resolution. Normal resolution is typically defined as SLA parts
build using a .010" or larger laser beam diameter and .004" or greater layer thickness. Building parts in this manner results in
the most cost-effective build, but may not catch all of the tiny features of small parts or tools. Normal resolution SLA can
manufacture parts with tolerances of +/- .005 to .006 inches. This is the standard resolution available at most suppliers.

High resolution is defined as an SLA part builds using a .003" - .004" diameter laser beam and/or a layer thickness
less than .004". Building parts with the smaller laser beam diameter results in parts with sharp corners and the thinnest
possible walls. Thin layers reduce the cleanup required to smooth out contours or to polish tooling masters. High resolution
SLA can manufacture parts with tolerances of +/- .002 to .003 inches. This build style results in the most accurate, highest
quality parts available in the industry, but it is also slower and more expensive than normal resolution.

VIII. Sla Materials

A number of excellent photopolymer materials are now available for SLA rapid prototyping. Each material has
unique properties which can be used to simulate more traditional metals or plastics for rapid prototypes. Some SLA resins
mimic traditional engineering plastics such as PBT or ABS, with toughness and durability that make the resulting SLA parts
suitable for mechanical testing and evaluation. Other SLA resins have properties similar to polypropylene, with fine features
and details that can provide accurate test parts. If higher temperatures are needed, new SLA resins provide heat deflection
resistance up to 220°F (105°C) as compared to traditional limits of 130°F (55°C). And, for near-metal performance, ceramic-
filled SLA resins can be used to make parts with superior stiffness and high temperature resistance. The high stiffness also
provides mechanical foundation for structural Nickel plating the resulting parts have a composite structure with mechanical
and thermal performance approaching that of metal. New SLA resins are constantly being developed and refined to extend
the mechanical and thermal performance of SLA parts.

Material Appearance Viscosity(cps) Density(gm/cm®)
DSM SOMOS R 1020 Optically clear 130 cps at 30°c 1.12 gm/cm3 at 25%
DSM SOMOS R 9120 Transparent amber 450 cps at 30° ¢ 1.13 gm/cm® at 25%
CIBATOOL R SL 5195 Clear 180 cps at 30°c 1.16 g/cm” at 25° ¢

IX. Application of Sla Technology
e Aesthetical and conceptual models—It is used to produce models that are eye-catching and complex. This is because it
can convert CAD exactly into 3-D coordinates.
e Parts requiring detail and accuracy—The resolution of laser used can be increased to sufficiently high levels. Also layer
thickness can be varied. So we can make more accurate models.
e Master patterns for casting—Using this technology, master castings for processes like vacuum casting, investment
casting, sand casting, injection molding.

X. Benefits of Sla

Crisp and highly detailed pieces
Speed of delivery( usually 2 to 3 days)
Tolerance with .005 inch/inch

Saves money

Time saving

Test product

Locates error
Improves design
Sells product

Rapid manufacturing
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XI. Problems with Rapid Prototyping
The model is composed of several layers. When slant edges and curves are involved, no finishing is obtained.

Instead a stair-case like appearance is the result. Also the parts involved are subjected to shrinkage and distortion.

Limited variety of materials in Rapid Prototyping Mechanical performance of the fabricated parts is limited by the

materials used in the Rapid Prototyping process.

XI11. Conclusion
Stereo Lithography saves time, money, allows speedy delivery and helps in improving design. Stereo Lithography

can be applied to almost any industry including oil refining, petrochemical, power and marine industries. It is also the most
effective and economical of all Rapid Prototyping techniques. It is still a technology in its growing stages and will prove to
be a major technology in the future.
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Experimental Analysis of Heat Transfer Augmentation
by Using Twisted Tapes of Different Twist Ratio as
Flow Arrangement inside the Tubes
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Abstract: The objective of this thesis is to investigate the swirl flow behavior and the laminar convective heat transfer in a
circular tube with twisted-tape inserts. The fluid flow and thermal fields are simulated computationally in an effort to
characterize their structure. Apart from this, issues like long term performance & detailed economic analysis of heat
exchanger has to be studied. To achieve high heat transfer rate in an existing or new heat exchanger while taking care of the
increased pumping power.

Keywords: Twisted tapes, pumping power, friction factor, enhancement techniques

I. Introduction

Heat exchangers are used in different processes ranging from conversion, utilization & recovery of thermal energy
in various industrial, commercial & domestic applications. Some common examples include steam generation &
condensation in power & cogeneration plants; sensible heating & cooling in thermal processing of chemical, pharmaceutical
& agricultural products; fluid heating in manufacturing & waste heat recovery etc. Increase in Heat exchanger’s performance
can lead to more economical design of heat exchanger which can help to make energy, material & cost savings related to a
heat exchange process. The need to increase the thermal performance of heat exchangers, thereby effecting energy, material
& cost savings have led to development & use of many techniques termed as—Heat transfer Augmentation. These
techniques are also referred as—Heat transfer Enhancement or—Intensification. Augmentation techniques increase
convective heat transfer by reducing the thermal resistance in a heat exchanger. Use of Heat transfer enhancement
techniques lead to increase in heat transfer coefficient but at the cost of increase in pressure drop. So, while designing a heat
exchanger using any of these techniques, analysis of heat transfer rate & pressure drop has to be done.

Il. Twisted-Tape Flow and Heat Transfer
It is well known that energy transport is considerably improved if the flow is stirred and mixed well. This has been
the underlying principle in the development of enhancement techniques that generate swirl flows. Among the techniques that
promote secondary flows, twisted-tape inserts are perhaps the most convenient and effective (Manglik and Bergles,
2002).They are relatively easy to fabricate and fit in the tubes of shell-and-tube or tube-fin type heat exchangers. A typical
usage in the multi-tube bundle of a shell-and-tube heat exchanger.
The geometrical features of a twisted tape, as depicted in Fig. 2.1, are described by its 180° twist pitch H, the

thickness ¢, and the width w. In most usage, where snug-to-tight-fitting tapes are used, w = d , and the severity of the tape
twist is characterized by the dimensionless ratio y = (H / d).

The helical twisting nature of the tape, besides providing the fluid a longer flow path or a greater residence time,
imposes a helical force on the bulk flow that promotes the generation of secondary circulation. The consequent well-mixed
helical swirl flow significantly enhances the convective heat transfer (Manglik and Bergles, 2002, 1993a, 1993b). In most
cases, depending on how tightly the tape fits at the tube wall and what material it is made of, there may be some tape-fin
effects as well. The enhanced heat transfer due to twisted-tape inserts, is also accompanied by an increase in pressure drop
and suitable trade-offs must be considered by designers to optimize their thermal-hydraulic performance ratio y = (H / d).
The helical twisting nature of the tape, besides providing the fluid a longer flow path or a greater residence time, imposes a
helical force on the bulk flow that promotes the generation of secondary circulation. The consequent well-mixed helical swirl
flow significantly enhances the convective heat transfer (Manglik and Bergles, 2002, 1993a, 1993b). In most cases,
depending on how tightly the tape fits at the tube wall and what material it is made of, there may be some tape-fin effects as
well. The enhanced heat transfer due to twisted-tape inserts, is also accompanied by an increase in pressure drop and suitable
trade-offs must be considered by designers to optimize their thermal-hydraulic performance.
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Fig.2.1 Twisted-tape geometry

I11. Clasification Of Enhancement Techniques
Heat transfer enhancement or augmentation techniques refer to the improvement of thermo-hydraulic performance
of heat exchangers. Existing enhancement techniques can be broadly classified into three different categories:
1. Passive Techniques
2. Active Techniques
3. Compound Techniques.

I11.1.PASSIVE TECHNIQUES: These techniques generally use surface or geometrical modifications to the flow channel
by incorporating inserts or additional devices. They promote higher heat transfer coefficients by disturbing or altering the
existing flow behavior (except for extended surfaces) which also leads to increase in the pressure drop. In case of extended
surfaces, effective heat transfer area on the side of the extended surface is increased. Passive techniques hold the advantage
over the active techniques as they do not require any direct input of external power. Heat transfer augmentation by these
techniques can be achieved by using:

1. Treated Surfaces

2. Rough surfaces

3. Extended surfaces

4. Swirl flow devices

5. Coiled tubes

ILILACTIVE TECHNIQUES: These techniques are more complex from the use and design point of view as the method
requires some external power input to cause the desired flow modification and improvement in the rate of heat transfer. It
finds limited application because of the need of external power in many practical applications. In comparison to the passive
techniques, these techniques have not shown much potential as it is difficult to provide external power input in many cases.
Various active techniques are as follows:

Mechanical Aids

Surface vibration

Fluid vibration.

Electrostatic fields.

Injection

Suction

ok~ wdE

111.111.COMPOUND TECHNIQUES: A compound augmentation technique is the one where more than one of the above
mentioned techniques is used in combination with the purpose of further improving the thermo-hydraulic performance of a
heat exchanger.
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IV. Performance Evaluation Criteria
In most practical applications of enhancement techniques, the following performance objectives, along with a set of
operating constraints and conditions, are usually considered for optimizing the use of a heat exchanger:
1. Increase the heat duty of an existing heat exchanger without altering the pumping power (or pressure drop) or  flow
rate requirements.
2. Reduce the approach temperature difference between the two heat-exchanging fluid streams for a specified heat load
and size of exchanger.
3. Reduce the size or heat transfer surface area requirements for a specified heat duty and pressure drop or pumping power.
4. Reduce the process stream’s pumping power requirements for a given heat load and exchanger surface area.

It may be noted that objective 1 accounts for increase in heat transfer rate, objective 2 and 4 yield savings in
operating (or energy) costs, and objective 3 leads to material savings and reduced capital costs.

Criterion number
R
R1 R2 3 R4 R5 R6 R7 R8
Basic Geometry
X X X X
Flow Rate
X X X
® Pressure Drop
'L>L—< X X X
Pumping Power
X
Heat Duty
X X X X X
Increase Heat Transfer
X X X
[<3]
=
2| Reduce pumping power
-8 X
Reduce Exchange Size
X X X X

EXTENDED SURFACES: Extended or finned surfaces increase the heat transfer area which could be very effective in
case of fluids with low heat transfer coefficients. This technique includes finned tube for shell & tube exchangers, plate fins
for compact heat exchanger and finned heat sinks for electronic cooling.

TR L
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DISPLACED ENHANCEMENT DEVICES: Displaced enhancement devices displace the fluid elements from the core of
the channel to heated or cooled surfaces and vice versa .Displaced enhancement devices include inserts like static mixer
elements (e.g. Kenics, Sulzer), metallic mesh, and discs, wire matrix inserts, rings or balls.

Heatex wire matrix tube insert is one of the commercially available new displaced enhancement devices

ﬂ‘y\ _‘
\ s\
\\ ‘\“ t‘l \\\\ i‘ W pa

‘\ 7 %

V; "‘

SWIRL FLOW DEVICES: Swirl flow devices causes swirl flow or secondary flow in the fluid .A variety of devices can be
employed to cause this effect which includes tube inserts, altered tube flow arrangements, and duct geometry modifications

r"—“ = ETY

TWISTED TAPE IN LAMINAR FLOW: Twisted tape increases the heat transfer coefficient with an increase in the
pressure drop. Different configurations of twisted tapes, like full-length twisted tape, short length twisted tape, full length
twisted tape with varying pitch, reduced width twisted tape and regularly spaced twisted tapes have been some impact on
heat transfer process.

TWISTED TAPE IN TURBULENT FLOW: Unlike laminar flows where thermal resistance exist entirely over the cross
section, it is limited to the thin viscous sub layer. So the main objective of the twisted tape in the turbulent region is to reduce
that resistance near the wall to promote better heat transfer. Besides, a tube inserted with a twisted tape produces swirl and
cause intermixing of the fluid which leads to better performance than a plain tube. Heat transfer rate is improved effectively
with the increase in the frictional losses

FABRICATION OF TWISTED TAPES: The stainless steel strip of length 125cm, width 16mm and thickness 1.80mm
were taken. Holes were drilled at both ends of every tape so that the two ends could be fixed to the metallic clamps. Desired
twist was obtained using a Lathe machine. One end was kept fixed on the tool post of the lathe while the other end was given
a slow rotatory motion by rotating the chuck side. During the whole operation the tape was kept under tension by applying a
mild pressure on the tool post side to avoid its distortion. Three tapes with varying twist ratios were fabricated (y,,=5.25, yw
=4.39, y,, =3.69) as shown in fig

Twist ratic y=3.69

Twist ratio y=4.39

Twist ratio y=5.25
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V. Specifications Of Heat Exchanger Used
The experimental study is done in a double pipe heat exchanger having the specifications as listed below:-
Specifications of Heat Exchanger: Inner pipe ID =
20mm
Inner pipe OD=24mm
Outer pipe ID =51mm
Outer pipe OD=58mm
Material of construction= Copper
Heat transfer length=2.43m
Pressure tapping to pressure tapping length = 2.525m

Water at room temperature was allowed to flow through the inner pipe while hot water (set point 60°C) flowed
through the annulus side in the counter current direction.

—p—
‘ Ovierhead coid
zen water tank
_'?A: I
Hot water
bath
|
& I
jeat exchanger
-
X p 4
Rotameter Rotameter
‘ Manometer
.
- & W
——t _{

5.1 Block diagram for double pipe heat exchanger

Standard Equations Used:
. Friction factor (f,) calculations:

a. For Re< 2100

f=16/R.

b.  For Re>2100
Colburn’s Equation:

=0.046/R, *?

I1. Heat transfer calculations
i. Laminar Flow:

For Re<2100
Nu=f (Gz)

Where Gz= 1/ (RexLyxd;)
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For Gz<100, Hausen Equation is used.

0 08562

Nu= 30642207 (Mo

14004362067

b. For Gz>100, Seider Tate equation is used.
Nu = 1-86Gz1/3(5—”)°'14
w

ii. Transition Zone:

For 2100<Re<10000, Hausen equation is used

- 14
Nu= 0116 (Re*s " 125) X Pris X 1t (D% (“b) (3.9)

iil. Turbulent Zone:

For Re>10000, Seider-Tate equation is used.

Nu = 0.023 X Re®8 X Pr'/3 x (2014 (3.9)

Viscosity correction Factor (/‘b)o 14 is assumed to be equal to 1 for all

Calculations as this value for water in present case will be very close to 1 & the data for wall temperatures is
not measured.

VI. Results
The below table 5.2 gives correlations for variation of friction factor with Reynolds number for different twisted
tapes along with the correlation coefficient, R? based on regression analysis. As we can see form the correlations it is quite
clear that friction factor is increasing with decrease in twist ratio. As the R?value is very close to 1, so we can easily make
out that the correlation holds true for respective twisted tapes in the given range of Reynolds Number.

Table 5.2 Correlations for Friction Factor for different twisted tapes

SI No. Var Correlation, f,= R’
T
1 3.69 1.0386xRe 3 0.9809
2 4.39 0.5655xRe <% 0.9916
3 5.25 0.5226xRe <% 0.9971

VII. Conclusion
The range of Performance evaluation criteria R; (based on constant mass flow rate) & R (based on constant

pumping power), & f./f, for different tapes used is given below:

Table Range of R, Rs, f./f, for different twisted tapes.

SI No. Y Range of R; Range of R; Range of f/f,
TT

1 3.69 1.50-3.66 1.07-1.66 3.70-5.96

2 4.39 1.43-3.35 1.04-1.62 3.43-4.43

3 5.25 1.18-2.75 0.88-1.42 3.23-4.18

For same twist ratio, twisted tape shows higher heat transfer coefficient & friction factor increase because of higher

degree of turbulence created.
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On the basis of performance evaluation criteria R; & R3, we can say that twisted tape shows better performance than
smooth tube.
Twisted tape gives higher heat transfer coefficient than the smooth tube
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Stress Intensification & Flexibility in Pipe Stress Analysis
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Abstract: 4 typical piping system consists of combination of pipes and various fitting components like bends, Tees, O’lets
etc. The plant piping systems are subjected to various types of loading due to weight, pressure, temperature, wind, water
hammer etc. causing possible failure modes, based on type of loading, as plastic, rupture, fatigue, creep etc. In addition,
pipe exhibits different geometric characteristics at fittings which have notable effect on the flexibility of the piping system.
This in turn has influence on stress concentration at fittings and the loads produced due to it. This paper attempts to explain
basic concepts of flexibility, stress intensification factors and their equations provided in ASME B31 codes. Authors have
few observations on B31 SIF equations and hence attempted to compare the results of B31 SIF results against Finite
Element Analysis providing the results at the end.

Keywords: Flexibility characteristics, Flexibility factor, Stress intensification factor.

I. INTRODUCTION
In a typical piping system two pipes can be connected to each other directly as pipe to pipe joint or by means of
various fittings viz. bends, Tee’s, O’lets etc. Simple beam theories which can be applied to straight pipe may not be able to
reflect true behavior of the piping fittings due to varying cross sections, thickness, curvatures etc. Hence it is essential to
consider additional stresses at the fittings by introducing Stress Intensification Factor (SIF). This paper mainly discusses
about the stress intensity calculations followed in Process Piping Plants referring to code ASME B31.3 ™ based on MarkI’s
2l great work in this domain.

Il. FLEXIBILITY CHARACTERISTICS, FLEXIBILITY FACTOR & STRESS INTENSIFICATION FACTOR
To elaborate the concept of Stress Intensification factor (SIF), an example of bend has been considered.
Abbreviations:
h  =Flexibility characteristics
"T  =Nominal wall thickness of header pipe or bend, in
R; =Bend radius, in
r, =Mean radius of matching pipe, in
Sb =Bending stress, PSI
M =Bending moment, Ib-in
Z =Section modulus of pipe, in®
i =Stress intensification factor
N =Number of load cycles

2.1 Flexibility Characteristics, h

It is a geometric characteristics based on the nominal wall thickness and mean radius of the fitting. ASME B31.3
defines it as a unit less number calculated based on type of fitting.
Example: for a bend

h=TR,/r? (1)
Flexibility characteristics is used to calculate Flexibility factor and SIF. It is in inverse proportion to Flexibility
factor and SIFs.

2.2 Flexibility factor, k!

The most common fitting used in Piping system is ‘Bend’ due to its inherent flexibility characteristic which results
due to its ability to ovalize under the action of bending moment. Consider a straight pipe (refer Figure 1) with length I’
which will produce rotation ‘O’ under the action of bending moment ‘M’. A bend having same diameter and thickness with
same arc length ‘I’ under the action of same bending moment ‘M’ will exhibit ‘k © rotation. In nutshell, bend shows k times
flexibility than the straight pipe, called as Flexibility factor.
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I A flexibility factpr is dgfined as the rota_ltion of a pipe
be_nds that of straight pipe of same diameter, wall
—76 g:r(ig?ﬁ;smg:qcéml.e[g]gth under the action of the same
a_ﬂe M M - fggrrﬁle: for a bend @
Figure: 1

2.3 Stress Intensification Factor (SIF)

The behavior of a straight pipe and a bend under the externally applied bending moment is different. Straight pipe
acts like a beam retaining the cross section as circular whereas, the bend takes oval shape (Figure 2). Due to ovalization of
the bend the outer fiber comes closer to the neutral axis reducing moment of inertial and subsequently the section modulus of
the bend which in turn enhances bending stress.

\ PIPE MAXIMUM
// | \\ OVELAZATION STRESS
/ I
[ S S I
N =
\ ! /
>~ - M G2 e RY®
M \ M T es 'Y
) Lo S
IN PLANE BENDIG LONGITUDINAL
STRESS
DISTRIBUTION N
Figure 2

The bending stress in a straight pipe is calculated as
Sbh=M/z

The bending stress in a bend is calculated as

Sb’ =M /Z’ where Z’ is reduced section modulus.

Thus the stresses in the bend are higher compared to straight pipe of same size due to the reduced cross section.
The SIF of Bend = Sb’ / Sb.

To quote Markl, SIF can be defined as ‘the relation of rotation per unit length of the part in question produced by a
moment, to the rotation per unit length of a straight pipe of the same nominal size and schedule or weight produced by the
same moment’ B or ‘simply Actual Bending Stress to the Calculated Bending Stress’

Example: for a bend
i in-plane =09/ h2/3 (3)
i out-plane = 0.75/ h2/3 (4)

2.4 In-plane & Out-plane Bending moments

Simply, ‘the bending moment which causes elbow to open or close in the plane formed “ /Mg\
by two limbs of elbow is called in-plane bending moment.” and ‘the bending moment N Y
which causes one limb of elbow to displace out of the plane retaining other limb steady o
is called out-plane bending moment.’ Mo«
Figure 3 elaborates the said concepts of In-plane and Out-plane bending moments. y
L=
!
M ¢ | 3
o
Figure 3

I11. EXPERIMENTAL EVALUATION & THEOROTICAL CALCULATIONS OF SiF !
3.1 MarkIl’s Experiment

Markl performed fatigue testing of various piping components in late 1940’s. Most of the experiments were
performed on 4 inch, SCH40, A106 Grade B pipes with Class 600 flanges. In one of the experiments two size on size un-
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reinforced Tee’s were tested and it was observed that they failed below ten thousand cycles of reversal displacement. Welds
were tested in the as-welded condition. The experimental set up was as shown in the figure 4.

— -3
T J
L
1452500 24.7500 *—‘
777\77777777?.77777774}}]7
\_4" SCH 40 '
SA-106GRB | |
i
| 252500
TYP yan | l
} }
- . FIXED HERE 15

Figure 4

Markl!’s original work was based on the following equation (in PSI)
i. S¢ = 490000N %2 ()

Where i = SIF, S = Stress range to failure, N = no. of cycles to failure

3.2 ASME B31 code equations for SIF FI)

Considering the example of bend under moment, the ovalization of pipe generates bending on the pipe wall which
creates a high circumferential bending stress on the pipe wall. Since the pipe is oval at the bend and not circular, there
cannot be direct comparison with non-ovalized bend. Hence the binding stress at bend is compared with the circular cross
section of pipe.

The theoretical SIF’s for circumferential stresses are [
ii = 1.8/ h¥® for in-plane bending (6)
ico = 1.5/ h?® for out-plane bending (7)

Markl and others observed that the theoretical SIF’s are consistent with the test data. But the test performed on
commercial pipe implied theoretical SIF of 2.0 against polished pipe which is mainly due to three factors — girth welds
(welded or grinded), clamping - supporting effects and defects, surface roughness. Hence, in attempt of simplifying the
analysis the SIF of commercial girth weld had been considered as unity modifying equations of SIFs in B31 codes as-

ii= 0.9/h*® for in-plane bending (8)
io = 0.75/h*® for out-plane bending 9)
Table-1 below provides a part of Appendix D of ASME B31.3 indicating h, k and SIF values for different fittings.
Table-1

Stress Intensification
Flexibility Factor [iutes (), 1) Flexibility
Factor, Dut-af-Plamne, In-Plame, Characteristic,
Description & iy iy ] Sketch
v
i
‘Welding ellbow or pipe bend 1.85 ors 0.9 TR, . 3
[Notes £2), (a)-(7)] H res e w7
. L Aq = bend
radius
Stress [meiihoalan
Flaxibility Facior [Mates (21, (31 Flexibility
Faclor, Dut-of-P e, [é-Flase, Charstleriste,
D=t rplion k & It ] Sketch

Unreinforced fabricatsd e2e 1 0.5 Tk + '
[Motes (21, L4, {3, (3211 P
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3.3 SIF calculation example
Based on different types of fittings ASME B31 code provides empirical formulae to calculate h, k and SIFs. Consider an
Unreinforced fabricated Tee junction having following data-

Header outside diameter: Dh=12.75"

Header nominal thickness: T = 0.375” , 4
Branch outside diameter: Db = 10.625” ra
Branch nominal thickness: t = 0.365” I

Mean radius of header: r, =6.1875” | 4
g F
"?-'-

Figure 5
Flexibility characteristics: h =T/r,=0.375/6.1875 = 0.06
Flexibility factor: k=1 (as per ASME B31, Appendix D)
Out-plane SIF: i,=0.9/h**=0.9/0.06°=0.9/0.154 = 5.83 (as per ASME B31, Appendix
D)
Out-plane SIF: i,=0.9/h**=0.9/0.06*=0.9/0.154 = 5.83 (10
(10)
In-plane SIF: i =0.75%i;+1/4=0.75*5.83+0.25  =4.62 (11)
The above results have compared with CAESAR 11® " output and found consistent.
nooE | shat | Bzna | Tgmen | bose | sgeis| SE SR g | Alet | eoe | eiping
Ilb.f=q.in. Ilb.f=q.in. Ilb.f=q.in. Ilb.f=q.in. IQ_FanS_i'n}T Flanes Flane Ib.f=g.in Ib.f=g.in ° oue
20 -119.7 1005 .1 a.a a.a 1124 .7 1.00a 1.000 1005 .1 49125 B 2.0 E31.3
30 -119.7 10716.9 a.a a.a 10836.5 4. B25 5.833 107169 45002 4 238 BE31.3
20 0.0 0.0 0.0 0.0 0.0 | 4625 5.833 0.0 42169 .6 0.0 Ez1.3
40 a.o a.o a.o a.o a.o 1.000 1.000 0.0 49054 .8 0.0 E=1.3

1V. VALIDATING B31 SIF EQUATIONS AGAINST FEA ANALYSIS
Besides other observations on B31 SIF equation, authors have Table-2: Experiment summary
concentrated on one important observation that the SIF value of any

fitting or elbow is irrespective of the branch properties i.e. branch Factors EXP- | EXP- | EXP- | EXP-
diameter and branch thickness. Authors selected the unreinforced 1 2 3 4
fabricated tee junction, similar to one of the Markl’s experiment as Header c C C \
shown in Figure 4 to find out effect of various header and branch diameter
properties on SIF. Number of FEA models were analyzed changing Header C C Vv C
one variable at a time out of four variables affecting SIF viz. Header thickness
outside diameter, header thickness, branch outside diameter and Branch C \ C C
branch thickness diameter
Branch \Y C C C
thickness
V = varying parameter, C = parameter kept constant

4.1 FEA Model

Ansys ® software used to simulate experiment set up shown in Fig. 6. To achieve the surface geometry at the
junction, a 2D element ‘shell 63° with real constant as pipe thickness has been used. The boundary conditions are as shown
in Figure 4. A force applied at flange end and the stresses were checked at the Unreinforced Tee junction. These stresses
were compared against pipe with circular cross section to get SIF.
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Figure 6

The results based on B31 equations were obtained using CAESAR |1 analysis and that based on FEA analysis were
obtained using ANSYS. Both the results have been graphically plotted in Fig.7 below.
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The observations based on B31 equations and that of FEA analysis are listed below-

1.

a)
b)

c)

(1]
(2]
(3]
(4]

[5]
(6]
[7]
(8]
(9]

B31 SIFs (In-plane & Out-plane) remain constant irrespective of branch thickness. FE analysis indicates branch In-
plane and Out-plane SIF increases as branch thickness increases but the values are less compared to B31 equation.
However, header SIFs decreases.

B31 SIFs remain constant irrespective of branch diameter. FE analysis indicates as branch diameter decreases header
SIFs increase but branch SIFs decrease.

B31 SIF decreases as header thickness increases. FEA analysis indicates as header thickness increases the header in-
plane SIF decreases, header out-plane SIF initially decreases and then increases, branch SIFs decreases.

B31 SIF decreases as header diameter decreases. FE analysis indicates that as header diameter decreases header SIFs
decrease and branch in-plane SIF decreases, out-plane SIF initially decreases and then shows increasing trend.

These observations indicate that B31 code provides same SIF value for header and branch. However FE analysis
provides different SIFs for branch and header. Even though in general B31 equations provide conservative values of SIF
compared to FEA; at few occasion FE analysis provides higher SIF’s. Hence, in case of critical systems in depth study is
required before adapting any SIF value.

Additional points to be noted about SIF

The values of SIF for the same component can be different in different codes.

Different edition of same code can provide different value of SIF for the same component.

The multiplication fraction to be applied for SIF of same fitting can be different in different code.
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Abstract: Plasma Transferred Arc surfacing is a kind of Plasma Transferred Arc Welding process..Plasma Transferred Arc
surfacing (PTA) is increasingly used in applications where enhancement of wear, corrosion and heat resistance of materials
surface is required. The shape of weld bead geometry affected by the PTA Welding process parameters is an indication of the
quality of the weld. In this paper the analysis and optimization of weld bead parameters, during deposition of a Nickel
based alloy Colmonoy on stainless steel plate by plasma transferred arc surfacing, are made and values of process
parameters to produce optimal weld bead geometry are estimated. The experiments are conducted based on a five input
process parameters and mathematical models are developed using multiple regression technique. The direct effects of input
process parameters on weld bead geometry are discussed using graphs. Finally, optimization of the weld bead parameters,
that is minimization of penetration and maximization of reinforcement and weld bead width, are made
with a view to economize the input process parameters to achieve the desirable welding joint.

Keywords: PTA welding; Overlay; Stainless steel 316L; Colmonoy; Penetration; Reinforcement; Regression
analysis; Mathematical model; Optimization

I. Introduction

Weld deposition of hard facing alloys is commonly employed to enhance the tribological life of
Engineering components subjected to hostile environments. There clamation of worn-out metal parts is demanded
worldwide and for this demand PTA hard facing of hard, wear resistant thin surface layer of metals and alloys on suitable
substrates is one of the proven surfacing techniques(7).In the recent years, PTA Surfacing is extensive used in applications
such as valve industries, Hydraulic machineries, Mining industries, Earthmoving equipment, Chemical, Nuclear and Thermal
power plants etc.PTA process can be considered as an advanced Gas Tungsten Arc welding process more widely used for
overlay applications. The metal and alloy powder is carried from the powder feeder to the central electrode holder in the
arc-gas stream. From the electrode holder the powder is directed to the constricted arc zone, where it is melted and fusion
bonded to the base metal. Thus, smooth, thin deposits of overlays can be made through this way of precise control of feed
stock by PTA welding process. Colmonoy5, a Nickel based alloy (Ni-Cr-B-Si-C) provides excellent resistance to abrasive
and adhesive wear with resistance to corrosion and high temperature oxidation. It is widely applied in Thermal power plants,
Chemical industries, Nuclear reactors, food processing industries etc. In nuclear reactors, use of Co based satellite alloys
lead to induced activity which will harm the personnel involved in the maintenance of reactor components. Colmonoy5
is a good alternative to the Co based alloys used (9, 15) in nuclear applications, fabricated wearers instant bushes are made of
hard facing alloys for high temperature applications. They report that there is a growing tendency to replace Co
based alloys by Nickel based alloys, due to the high cost and scarcity of cobalt based alloys. The problem of cracking
susceptibility of nickel based Colmonoy alloy hard faced deposits can be controlled by using preheating and slow cooling
during deposition. Compared to other welding processes PTA surfacing requires less quantity of material to be deposited with
improved mechanical and metallurgical properties.

Width (W) ‘

A
v

1 —— - Reinforcement (R)
Penetration (P) : LT

Figure 1: Weld bead geometry

The shape of the weld bead geometry is affected by the values of PTA process parameters used in deposition. These
process parameters should be well established and categorized to enable automation and robotisation of PTA surfacing.
Therefore it is imperative to develop mathematical models to predict the bead geometry and study the direct effects of various
PTA process parameters on the weld bead shapes. The selection of welding procedure must be more specific to
ensure that adequate bead quality is obtained(8).Further a complete control over the process parameters is essential to
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produce quality welds with required bead geometry based on which the integrity of the weldment is known. It has been
reported by researchers that in PTA surfacing, process quality can be represented by bead shape (11). Thus the weld pool
geometry plays an important role in deter mining the mechanical and corrosion properties of the weld. Therefore, process
parameters for obtaining optimal weldpool geometry. It is reported that five level factorial techniques can be employed for
developing models to predict weld bead geometry(1,5,6,12,13).In this work, automatic PTA hard facing is carried out
for depositing Colmonoy5 over Stainless steel 316L plates of size 150mmx90mmx30mm.The experiments are based on the
central composite rotatable design matrix. Regression analysis was used to develop the model. Also, the main objective of
this study is to optimize the weld bead parameters that is achieving minimum penetration, maximum reinforcement and
maximum bead width which gives best weld joint and determining the corresponding process parameters. Penetration means
the depth into substrate through which the filler metal penetrates. Reinforcement means height of filler metal on substrate.
Weld width means the width of filler metal on substrate.

I1. The Work To Be Carried Out Was Planned In The Following Order
1. Identification of important process parameters
2. Finding the upper and lower limits with different levels of the identified process parameters
3. Development of Design matrix.
4. Conducting experiments as per the design matrix
5. Recording the responses
6. Calculation of regression coefficients and development of mathematical model
7. Development of final mathematical model
8. Presenting the relation of process variables on bead geometry in graphical form.
9. Results and discussions.
10. Optimization of weld bead parameter.

Identification of Process parameters- The independently controllable process parameters identified based on their
significant effect on weld bead geometry to carry out the experimental work are welding current(A),Oscillation
width(O), Travel speed(S),Preheat temperature(T) and Powder feed rate(F) gas flow rate and Torch standoff
distance. Welding current produce heat for fusion, Pre heat temperature and oscillation width (17) which may
affect crack formation during hard facing, have to be properly controlled. Minimum torch travel speed gives
better deposition of filler material on welding joints. In deposition of material the most effective process
parameters are Welding current, Oscillation width, Travel speed, Preheat temperature and Powder feed rate, thus these
process parameters are selected in the experiment and the Gas flow rate and Torch standoff distance are kept at
constant levels.

Limits and Levels of Process Parameters- It has been observed from different experiments that best deposition of nickel
on steel plate occurs when the process parameters vary between the levels given in table 1. The working ranges of all selected
parameters are fixed by conducting trial runs. This are carried out by varying one parameter while keeping the rest of them at
constant values. The working range of each process parameter is decided upon by inspecting the bead for a smooth appearance
without any visible defects. The upper limit of a factor is coded as +2, in between levels is -1, 0,1and the lower limit is coded
as-2. The chosen levels of the process parameters and notations are given in Tablel.

Table 1: Levels of Process Variable

PARAMETER UNITS N
"[1? Factor Levels
A
T
I
o]
N|-2 1 ] 1 2
3
Welding current Amps A | 120 130 140 150 160
Oscillation width mm o (10 12 14 16 18
Travel speed R s [T B3 o3 100 107
1
oc T | 200 250 300 350 400
Preheat Temp.
P F 6 3 40 42 44
Powder Feed Rate g mir : :

Development of design matrix- The design matrix is developed according to the combinations normally taken in Genetic
Algorithm process for five process parameters. The design matrix chosen to conduct the experiment is a central composite

rotatable design. It consists of 32sets of coded conditions and comprising a half replication of 24=16 factorial design with
6centre points and 10 star points .All the welding parameters at the middle level (0) constitute centre points whereas the
combination of each welding parameter at its lower value (-2) or higher value (2) with the other four parameters at the
middle levels constitute the star points (2, 10, 14). Thus the 32 experimental runs allowed the estimation of linear, quadratic
and two-way interactive effects of the process parameters on the weld bead geometry.
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Experimental setup and procedure- The experiments are conducted by using a PTA welding machine, fabricated by National
Automation Calcutta. Experiments are conducted by company and corresponding data are taken from their experiments. The
PTA system has six modules namely traverse carriage unit, oscillator unit, powder feed unit, water-cooling unit, turntable unit
and torch unit. All the units are supporting the effective functioning of the total PTA system. The experiments are conducted
according to the design matrix at random to avoid systematic errors creeping into the system. Colmonoy 5 is deposited
over stainless steel 316L plates 15cm x 9 cm.x3cm..Torch standoff distance, oscillating frequency, plasma/central gas flow rate,
shielding gas flow rate and powder/carrier gas flow rate are kept constant respectively atl0mm, 72cycles per minute, 3.51pm, 12
Ipm and 1.5 Ipm while hard facing.

Experimental observation- The hard faced plates were cross sectioned at their midpoints to get the test samples. Those
samples are prepared by the usual metallographic polishing methods and etched with aquaregia solution for carrying out weld
bead geometry measurements. The profiles of the weld beads and the bead dimensions i.e. Penetration (P), reinforcement (R)
and weld width (W) are measured. The observed values of P, R and W are given in Table: 2.

Table 2: Design Matrix and Observed Values Of Weld Bead Dimensions

Deasien matrix weld bead dimensions

3 HNo A o 3 T F Fmm Emm

1 -1 -1 -1 -1 1 1.5 3.7

2 1 -1 -1 -1 -1 1.6 3.2

3 -1 1 -1 -1 -L 1.5 292

4 1 1 -1 -1 1 1.52 3.23 7
5 -1 -1 1 -1 -1 1.17 3.370 17.66
& 1 -1 1 -1 1 0.5 33 19
7 -1 1 1 -1 1 0.72 2.8 20.7
B 1 1 1 -1 -1 1.62 2.8 21.6
a -1 -1 -1 1 -1 0.7 14 17.3
10 1 -1 -1 1 1 1.62 3.6 19.8
11 -1 1 -1 1 -1 0.52 3.1 19.9
12 1 1 -1 1 1 1 3.20 20.85
13 -1 -1 1 1 1 0.32 3.3 17
14 1 -1 1 1 -1 1.43 3.1 18
15 -1 1 1 1 -1 0.8 3.1 18.9
16 1 1 1 1 1 1.1 34 21.2
17 -2 1] a 1] 1] 0273 3.473 18
18 2 0 a 0 0 1.65 3.3 21.3
19 0 -2 a a 0 1.1 3.85 17.9
20 0 2 a 0 0 0.9 3.2 1.4
21 0 0 -2 0 0 0.75 3.65 20
22 Q a 2 a 0 0.75 3.15 19.5
23 0 0 a -1 0 1.1 3.33 18.7
24 0 0 1] 2 0 1.5 3.22 19.55
25 Q a a a -2 0.87 3.52 19.5
16 1] 1] 1] 1] 2 0.7 3.53 19
X7 0 ] 1] ] 0 0.95 3.53 19.4
28 1] ] a ] 1] 0.95 3.5 18.5
19 ] ] Q ] ] 1.2 3.33 19.2
30 0 ] 1] ] 0 0.9 34 18.6
31 0 0 a 0 0 0.9 3.6 19.4
iz ] a a a ] 1 3.35 18.6

I11. Development Of Mathematical Models
The response function representing any of the weld bead dimensions like penetration ,reinforcement etc, can be
expressed as Y=f(A,0,S,T,F),Where Y is the response or yield .The second order polynomial (regression equation) use to
represent the response surface for k factors are given by:

Y=botYk, bx+ Yy byx,? + Yo by XX )
i#j
The selected polynomial for five factors can be expressed:
Y=bg+b1A+b20+b3S+baT+b5F+b11AZ+0b2202+b33S2+baaT2+b55F2+b1 2A0+b13AS+b14AT+b15AF+b2305+
b240T+b250F +b34ST+b35SF +b45TF ...(2)

Where bg is free term of the regression equation, the coefficients b1, b2, b3, b4, and bs are linear terms, the

coefficients b11, b22, b33, b44, and bss are quadratic terms, and the coefficients b12, b13, b14, b1s, b23, b24, b2s, b34,
b35 and b4 are interaction terms.

Development of final mathematical model:
The co-efficient of the polynomials has been found by using MATLAB.Software.

The final mathematical models determined by the regression analysis are as follows:
P=0.95063+0.252A-0.0380-0.107S-0.063T-0.134F+0.027A?+0.03680°-0.0255°+0.111T>-0.016F*+0.072A0-
0.028AS+0.159AT-0.027AF +0.1100S-0.0910T-0.0640F+0.122ST+0.092SF+0.023TF ... (3)

R=3.514-0.003A-0.1790-0.0745+0.020T+0.048F-0.049A-0.0140%-0.0455%-0.074T2-0.012F*+0.089A0-
0.026AS+0.036AT+0.051AF+0.05305+0.0430T-0.0590F+0.043ST-0.0029SF-0.037TF .... ......... (4)

W=18.96+0.856A+1.110-0.346S-0.220T+0.093F+0.164A%+0.1640%+0.1895%+0.033T+0.064F2+0.253A0-
0.303AS+0.284AT-0.088AF+0.2120S-0.0800T-0.1710F+0.105ST+0.1714SF-0.165TF ... (5)
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IV. Result And Discussion
The developed mathematical models can be used to predict the dimensions of the weld bead. Based on these
models, the effects of process parameters on bead dimensions are computed and plotted by varying one parameter and
keeping others at middle value. It is also possible to substitute the values for bead dimensions and get the corresponding
values of PTA process parameters in coded form.

Discussion
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Figure 2: Direct effect of process variables on penetration

Direct effects of Process variables on Penetration

Figure2 shows that Penetration (P) increases significantly when welding current increases. This is attributed to the
fact that heat input to the base metal increases when current is increased. Penetration decreases as Oscillation width
increases. This is due to spreading of heat resulting from more melting of base metal. Penetration decreases steadily with the
increase of Travel speed as less amount of powder is deposited per unit length of bead. Penetration decreases to a lower
value when pre heat temperature increases but afterwards penetration increases with further increase of preheat temperature.
This may be for the reasons that at lower preheat temperature the heat received from plasma arc will not spread in the
stainless steel substrate due to lower thermal conductivity resulting in cushioning of arc. Penetration decreases with increase
of Powder feed rate.

3.9 4
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i & —m— Oscilation width (mm)
% Travel speed (mm/min)
3.7 4 —A - Pre heat temperature (deg C)
- Poweder feed rate (gm/min)

E
E 3.6
5 S
g 3.5 4
5 3.4 A
5 /’/
[
o

3.3 1 . 4

/
324 g
3.1 ‘m
-2 -1 0 1 2
Process Variables

Figure 3: Direct effect of process variables on reinforcement

Direct effect of Process variables on Reinforcement

It is evident from Fig 3 that Reinforcement (R) increases initially and then decreases with increase of welding
current. Reinforcement decreases with increase in oscillation width. This could possibly due to the fact that the deposited
metal gets distributed along the width resulting in decreasing in reinforcement. Reinforcement decreases steadily from
highest value with the increase of travel speed. This is due to reduce amount of powder deposit per unit length of bead.
Reinforcement increases with increase of preheat temperature to its peak value then decreases with further increase of
preheat temperature. Reinforcement increases steadily with increase of powder feed rate as more powder is deposited per
unit length of weld bead.
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Figure 4: Direct effect of process variables on weld with

Direct effects of Process variables on Weld width

Figure 4 show that Weld width increases with increase of welding current .This is due to spreading of heat resulting
of melting of more metal. Weld width increases steadily with increase in oscillation width due to decrease of Penetration.
Weld bead decreases with increase of torch travel speed .This may be for reduced heat input per unit length of weld bead
when travel speed is increased. Weld bead width reduces as the Preheat temperature increases. Weld width decreases initially
but increases with increase of powder feed rate.

A better weld should have bead parameters as follows
1. Penetration should be minimum

2. Reinforcement should be maximum

3. Weld width should be maximum

The bead parameters are found independently considering their equations obtain from mathematical modeling as
objective function. The best weld bead parameters are found by analyzing the graph between weld bead parameters and
process parameters .The best weld bead parameters and the corresponding process parameters are as follow

a) Minimization of depth of penetration-
A(amps) O(mm) S(mm/min) T(°C) F(gm./min)
120 (-2) 18 (2) 107(2) 300(0) 44(2)
Predicted minimum penetration = 0.463mm

b) Maximization of height of reinforcement-
A( amps) O( mm) S(mm/min) T( °C) F(gm/min)
140 (0) 10 (-2) 79 (-2) 300(0) 44(2)
Predicted maximum reinforcement =4.29mm

¢) Maximization of weld width-
A (amps) O(mm) S(mm/min) T(°C) F (gm/min)
160 (2) 18 (2) 79 (-2) 250(-2) 44 (2)
Predicted maximum weld width =26.58mm

Hence the best of bead parameters for different sets of process variable is as follows
1. Penetration=0.463mm
2. Reinforcement = 4.29mm
3. Weld width = 26.58mm
V.  Optimization

It is very difficult for an operator to perform the welding process to get best bead parameters using different sets of
process variable. Hence it is necessary to find a single set of process variable which will provide the optimal bead parameters
and are very close to the best bead parameters find with different sets of process variable.

Here optimization of the bead parameters is done by considering the three sets of process variable obtained for best
bead parameters as mentioned above.

All possible combinations of process variables are carried by using MATLAB software and the corresponding bead
parameters are recorded, neglecting negative ones.

It can be seen that there are 24 sets of valid process variables giving as many sets of bead parameters. It is found
from results that optimum set of bead parameter is as follows
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The process variables and corresponding optimum bead parameters are given below.

Table 3: Optimized values of bead parameters and corresponding process variables

A (amp) O(mm) S(mm/min) T(°C) F (gm./min) P(mm) R(mm) W(mm)
160(2) 18(2) 79(-2) 300(0) 44(2) 0.640 3.1358 25.768

Condition for better welding joint

1. Higher amperage produces higher welding temperature which interns produces better fusion of metal. Better fusion

produces better weld

2. More oscillation width produces more weld width.

3. Less travel speed of torch produces better reinforcement.

4. Medium pre heat temperature reduces the chance of cracking.

5. More powder feed rate produces more reinforcement.

According to the theory the best combination of process variables for optimum bead parameters should be as follows

Table 4: Combination of process variables for optimum bead parameters

A(amps) O(mm) S(mm/min) T (°c) F(gm/min)

160(2) 18(2) 79(-=2) 300(0) 44(2)

Accordingly the predicted bead parameters for this set are as follows
Penetration is 0.640 mm,

Reinforcement is 3.1358mm

Weld bead is25.768 mm

This is exactly the same set of bead parameters obtain by the optimization process. Hence it can be said that the

optimization process is justifying the theory.

Comparison of the bead parameter received from different sets and single set of process variable.

(1]

(2]
(3]

(4]
(5]

(6]
[7]
(8]
(9]
[10]
[11]
[12]

[13]
[14]

[15]
[16]

[17]

Result obtain for best bead parameters for different sets of Result obtain for optimum bead parameters using single
process variables set of process variables
Penetration Reinforcement Weld width Penetration Reinforcement Weld width
0.463mm 4.29mm 26.58mm 0.640mm 3.135mm 25.768mm
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Abstract: In this paper, we give the Mizoguchi-Takahashi's theorems into intuitionistic fuzzy metric space.
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I. Introduction

The notion of fuzzy sets was introduced by A. Zadeh [11] in 1965. George and Veeramani [5] introduced the fuzzy
metric space. Mihet [7] obtained some new results of modifying the notion of convergences in fuzzy metric space. Park [9]
used the idea of intuitionistic fuzzy sets with the help of t-norm and t-conorm as a generalization of fuzzy metric space and
introduced the notion of Cauchy sequences in an intuitionistic fuzzy metric space and also proved the Baire’s theorem.

Alaca et al. [1] using the idea of intuitionistic fuzzy sets, defined the notion of intuitionistic fuzzy metric space
similar to Park [9] with the help of continuous t-norms and continuous t-conorms as a generalization of fuzzy metric space
due to Kramosil and Michalek [6]. Further, they introduced the notion of Cauchy sequences in intuitionistic fuzzy metric
spaces and proved the well-known theorems of Banach [2] and Edelstein [3]. Many authors have studied the concept of
intuitionistic fuzzy metric space and its applications [4, 10, 12, 13, 14].

The purpose of this paper, is to prove the Mizoguchi-Takahashi’s [6] theorems in intuitionistic fuzzy metric space.
Definition 1.1: A binary operation * : [0, 1] x [0, 1] — [0, 1] is continuous t-norm if * satisfy the following conditions:
(1) *is commutative and associative;

(2) *is continuous;

(3) a*l=aforallae|[0,1];

(4) a*b<c*dwhenevera<candb<dforalla,b,c,de|[0,1].

Definition 1.2: A binary operation ¢ : [0, 1] % [0, 1] — [0, 1] is continuous t-conorm if ¢ satisfy the following conditions:
(1) ©is commutative and associative;

(2) ¢ is continuous;

(3) a¢0=aforallae[0,1];

(4) adb<cOdwhenevera<candb<dforalla,b,c,de[0,1].

Definition 1.3: (Alaca et al.) [1] A 5-tuple (X, M, N, *, 0) is said to be an intuitionistic fuzzy metric space if X is an arbitrary
set, * is a continuous t-norm, ¢ is a continuous t-conorm and M, N are fuzzy sets on X* x [0, ) satisfying the following
conditions:

1) MY t)+N(Xyt<lforallx,y e Xandt>0;

(2) M(x,y,0)=0forall x,y e X;

3) M(x,y,ty=1forallx,y e Xandt>O0ifand only if x =y;

4) Myt =M(yxt)forallx,y e Xand t > 0;

B) MX Y, )*M(y,z,8)<M(x,z,t+s)forall x,y,z e Xand s, t> 0;

(6) forallx,y e Xand M (x,y, .) : [0, ) — [0, 1] is left continuous;

(7) lim_,M(x vy t)y=1forallx,y e Xandt>0;

(8) N(x,y,0)=1forallx,y € X

(9) N(x,y,t)=0 forall x,y e Xand t>0ifand only ifx = y;

(LO)N (x,y,t) =N (y, x, t) forall x,y € Xand t > 0;

(LN XY, ) ON (Y, 2,89 >N (x,z, t+s)forall x,y,z e Xand s, t > 0;

(12)for all x,y € X and N(x, y, .) : [0, o0) — [0, 1] is right continuous;

(13)lim_,, N (x,y,t)=0forall x,y € X

Then (M, N) is called an intuitionistic fuzzy metric space on X. The functions M(x, y, t) and N(x, y, t) denote the
degree of nearness and the degree of non-nearness between x and y with respective to t, respectively.
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Definition 1.4: Let (X, M, N, *, 0) be an intuitionistic fuzzy metric space, then

(a) asequence {x} in X is said to be Cauchy sequence if, for all t >0 and p >0 lim,_... M (Xp4p, Xn, t) = 1 and limy_e N (Xsp,
Xn, 1) =0

(b) asequence {x,} in X is said to be convergent sequence if, for all t >0 and p >0 lim,_.,, M (Xp, X, t) =1 and lim,_,, N (X,
X, t)=0

(c) An intuitionistic fuzzy metric space (X, M, N, *, 0) is said to be complete if and only if every Cauchy sequence in X is
convergent.

(d) An intuitionistic fuzzy metric space (X, M, N, *, 0) is said to be compact if every sequence in X contains a convergent
subsequence.

Example 1.1: Let (X, d) be a metric space. Define t-norm a * b = min {a, b} and t-co-norm a ¢ b = max {a, b} and for all a,
beXandt>0.

Let us define M (x,y, t) =t/ (t + d(x, y)) and N (x, y, t) =d (x, y)/ (t +d(X, ).

Then (X, M, N, *,0) is an intuitionistic fuzzy metric space.

I1. Main Results
In 1989, Mizoguchi and Takahashi [8] proved the following fixed point theorem.

Theorem?2.1: (Mizoguchi and Takahashi) Let (X, d) be a complete metric space and T a map from X into CB(X), where
CB(X) is the class of all nonempty closed bounded subsets of X. Assume that
H (Tx, Ty) < a (d(x, y)) d(x, y)
For all x, y € X, where « is a function from [0,0) into [0, 1) satisfying lim sups_..oo(s) < 1 for all t € [0,00). Then
there exists z € X such that z € Tz.

In fact, Mizoguchi-Takahashi’s fixed point theorem is a generalization of Nadler’s fixed point theorem [13] which
extended the Banach contraction principle to multivalued maps, but its primitive proof is different.

Then above theorem can be proved in an intuitionistic fuzzy metric space as follows.

Theorem 2.2: Let (X, M, N, *, 0) be a complete intuitionistic fuzzy metric space with continuous t-norm * and continuous t-
conorm ¢ defined by t *t >t and

1-t)0(1-t)<(1-t)forallt € [0, 1] and T: X — CB(X) is multivalued map and

¢: [0, ) — [0, 1) is continuous function. There exists 0 < k< 1 such that for all x,y € X

M (T, Ty, k) > M (X, ¥y, ) * M (x, y, t) and N (Tx, Ty, K)< N (x, ¥, t) O N (%, y, t), then T has fixed point in X.

Proof: Let {X,} be a sequence in X and X1 = X, for some m, T has a fixed point X,. Suppose that X,.; # X, then M (X, Xn+1,
kt) =M (Txn+1, TXn+21 kt)

> M (X, Xnsz, UK) * M (Xnet, Xns2, UK) 2 M (Xnat, Xnaz, 1K7)

and N(Xp+1, Xns2, KE) < N (Xna1, Xnsz, tK%)

Hence for any positive integer p

M (Xn, Xnsps KE) = M (Xn1, Xnez, UK)* ... p-times ... * M (Xps1-n, Xps2-n, t/K")

N (Xn, Xnepy Kt) <N (Xnse1, Xnea, k) O ... p-times... O N (Xpr1-n, Xpr2-ns tK")

When n — oo then limp_, M (Xp, Xpag, kKt) 2 1*1* . . *1=1

and lim,_., N(Xq, Xp+1, KE) <0000 ...00=0

It shows that {x,} is Cauchy sequence in X and so, by the completeness of X, {X,} converges to a point x, then M (x,, X, kt) >
M (Xn, X, t/k?)

and N (X, X, kt) <N (q, X, t/k?).

Let y be another fixed point in X and x #y then

M (Xn, ¥, kt) = M (Txq, Ty, kt) > M (x,, y, t/k%)

and N (X, y, kt) = N (Tx, Ty, kt) <N (X,, Y, t/k?) when n — oo gives that M (x,, y, t/k?) = 1 and N (x,, y, t/k%) = 0 for all t > 0,
therefore it shows that x =y so x is the fixed point of T.

Theorem 2.3: Let (X, M, N, *, ¢) be a compact intuitionistic fuzzy metric space with continuous t-norm * and continuous t-
conorm ¢ defined by t *t >t and

1-t)0(1-t)<(1-t)forallt € [0, 1] and T: X — CB(X) is multivalued map and

¢: [0, ©) — [0, 1) is continuous function. There exists 0 < k< 1 such that for all x,y € X

M (TX, Ty, k) > M (X, y, ) * M (x, y, t) and N (Tx, Ty, KD< N (x, ¥, t) O N (X, y, t), then T has fixed point in X.

Proof: Let {X,} be a sequence in X and X,.; = X, for some m, T has a fixed point X,. Suppose that X1 # X, then M (X, Xn+1,
kt) =M (TXn+la TXn+2y kt)

=M (Xn+1, Xn+2, t/k) *M (Xn+1, Xn+2, t/k) >M (Xn+1, Xn+2y t/kz)

and N (Xpe1 Xne2, KO) <N (Xnet Xnsz, 1K)

Hence for any positive integer p

M (Xn, Xneps Kt ) = M(Xpe1, Xnaz, 7K)* ... p-times ...* M (Xpr1-n, Xpr2-ns tK")
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N (Xn, Xn+py Kt) < N(Xpe, Xne2, t7K) O ... p-times ...0 N(Xp+1-n, Xp+2-n, t/K")

When n — oo then limp_,, M (Xp, Xqeg, k) 21 *1* . *1=1

And lim,_., N (X, Xp+1, KB <00 00 ... 00=0.

It shows that {x,} is Cauchy sequence in X, since X is compact so, {X,} has a convergent subsequence {x,i}. Let lim;_., {Xni}
=y. Now we assume thaty, Ty ¢ {x,}. Since T is continuous for all x, y in X, then lim;_.(Txn, Ty, t) 2 lim;i_, M(Xn, ¥, 1) = 1
for each

t>0, hence limi_.., Txy = Ty similarly limi_.. Ty = T%

(Now again assume that Ty # Tx,; for all i). Now we observe that

M (Xnz, TXn1, £) < M (TXnz, Tn1, 1) <.o.< M (TXpis TG0 1) <...< M (TXgiz1, TXpiv, 1) <...< 1 for all t > 0. Thus {M (Xqi, Txqi, )}
and {M (Tx.i, T°Xqi, t )} are convergent sequences to a common limit, i.e. M (y, Ty, t). It shows that {M (Xni, TXqi, )3={M (T,
T, t )} is contradiction. Hence y = Ty, is a common fixed point.
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Abstract: Image processing is a method to convert an image into a digital form and perform some operations on it, in order
to get an enhanced image or to extract some useful information from it. Face recognition is an important concept in image
processing. The input of a face recognition system is always an image or video (movie). The output is an identification or
verification of the subject or subjects that appear in the image or movie. Another important concept in image processing is
facial expression recognition. Human facial expression recognition has attracted much attention in recent years because of
its importance in realizing highly intelligent human machine interfaces. Facial expression plays important role in cognition
of human emotions and facial expression recognition is the base of emotions understanding. In this paper, we propose a
novel method for both face recognition and its facial expression. This is very helpful in situation when users want to identify
human characters in movies and their facial expressions.

Keywords: Face recognition, Facial expression, FCP, Template.

I. INTRODUCTION

There are number of applications where face recognition [1] can play an important role including biometric
authentication, high technology surveillance and security systems image retrieval and passive demographical data collections
.it is observable that the behavior and social interaction are face recognition system could have great impact in improving
human computer interaction systems in such a way as to make them be more user-friendly and acting more human-like. It is
unarguable that the face is one the most important feature that characterizes human beings. By only looking ones faces, we
are not only able to tell who they are but also perceive a lot of information such as their ages, emotions and names. This is
why face recognition has received much interest in computer vision research community over past two decades. Figure 1
shows an example of movie character identification.

There are two main steps involved in recognizing names of humans presented in an image .These are- face detection
and name classification [2], which are applied consecutively. In order to exploit uniqueness of faces in name recognition, the
first step is to detect and localize those faces in the given images. This is the task achieved by face detection systems.

Cast

Anna Scott
William Thacker
Spike
Bella
Max

Figure 1: Example of movie character identification

Sometimes we want to know the facial expression (happy, sad, smiley, fear) of the recognized face. Facial

expression recognition [3][4] is a process performed by humans or computers, which consists of(figure 2):

1. Locating faces in the scene (e.g., in an image- this step is also referred to as face detection),

2. Extracting facial features from the detected face region (e.g., detecting the shape of the facial components or describing
the texture of the skin in a facial area; this step is referred to as facial feature extraction),

3. Analyzing the motion of facial features and the changes in the appearance of facial features and classifying this
information into some facial expression- interpretative categories such as facial muscle activations like smile or frown,
emotion (affect) categories like happiness or anger, attitude categories like (dis)liking or ambivalence, etc. (this step is
also referred to as facial expression interpretation).
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Figure 2: Different facial expressions

Monitoring and interpreting facial expressions can also provide important information to police, lawyers, security,
and intelligence agents regarding person’s identity (research in psychology suggests that facial expression recognition is
much easier in familiar persons because it seems that people display the same, ‘‘typical’’ patterns of facial behavior in the
same situations), deception (relevant studies in psychology suggest that visual features of facial expression function as cues
to deception), and attitude (research in psychology indicates that social signals including accord and mirroring — mimicry of
facial expressions, postures, etc., of one’s interaction partner — are typical, usually unconscious gestures of wanting to get
along with and be liked by the interaction partner). Automated facial reaction monitoring systems could form a valuable tool
in law enforcement, as now only informal interpretations are typically used.

Il. RELATED WORK

In [5], [6], the authors proposed, the faces are clustered by appearance and faces of a particular character are
expected to be collected in a few pure clusters. Names for the identified clusters are then manually selected from the cast list.
In [7], the authors proposed to manually label an initial set of face clusters and further cluster the rest face instances based on
clothing within scenes. In [8], the authors have addressed the problem of finding particular characters by building a
model/classifier of the character’s appearance from user-provided training data. An interesting work combining character
identification with web image retrieval is proposed in [9]. The character names in the cast are used as queries to search the
face images and constitute gallery set. The probe face tracks in the movie are then identified as one of the characters by multi
task joint sparse representation and classification.

In [10], the authors proposed to combine the film script with the subtitle for local face-name matching. Researchers
from University of Pennsylvania utilized the readily available time-stamped resource, the closed captions, which is
demonstrated more reliable than the OCR-based subtitles [11]. They investigated on the ambiguity issues in the local
alignment between the video, screenplay and closed captions. A partially-supervised multi class classification problem is
formulated. Recently, they attempted to address the character identification problem without the use of screenplay [12].

In [13], the authors proposed the facial action coding system (FACS) which represents the facial expression by a set
of facial action units. In [14], the authors proposed an approach for analyzing and representing the dynamics of facial
expression. Their system consists of locating of tracking the prominent facial features, optical flow analysis, and the
classification. In [15], the authors extended the work of [14] by using connectionist architecture. Individual emotion
networks were trained by viewing a set of sequences of one emotion for many of the objects. The trained neural network was
then tested for the emotion recognition. In [16], the authors provided a facial expression representation by characterizing
facial muscle activation. The facial motion estimation is operated by fitting the 3D deformable facial model to the face in an
image for the muscle based representation. In [17], the authors developed a facial expression recognition method by using a
synergetic pattern recognition approach. In [18], the authors proposed a facial expression recognition method to identify the
shape of the mouth feature only. In[19], the authors used simple measurements (0 or 1) of the forehead wrinkle, eye opening,
nostril furrow deepening, mouth opening, and eyebrow motion to recognize human facial expression.

I1l. PROPOSED WORK

The proposed work is shown in Figure 3. Our proposed work for the character recognition was motivated by the
Bag-of-Features method [20]. The Bag-of-Features method extracts the feature points (i.e., image points that are described
not necessarily by their color/intensity values, but by their local neighborhood based on, e.g., gradient information) from a
set of training images. In the feature space, the feature points are grouped by a clustering algorithm. Based on the resulting
clusters (all clusters together are referred to as code book and one cluster is referred to as visual word), occurrence
histograms are then generated for each body part image. A classifier is then trained on the obtained histograms. Occurrence
histograms reflect how many feature points are assigned to each of the visual word. Our approach is build on SIFT- [21] and
CIE L*u*v* color-based code books that are obtained by clustering with k-means. A non-linear multi-class Support Vector
Machine (SVM) is learned on the occurrence histograms.
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The trained Support Vector Machines (or SVM models) are then used to predict the identity of the detected person.
Probabilistic votes of connected body parts (i.e., body parts that belong to one and the same person) are combined for a more
stable prediction. The training data is generated from an annotation data set in which the name of the corresponding
character is noted for each of the body part. Based on the obtained annotation data, codebooks are generated and SVM
models are learned. The codebooks and the SVM models are then applied subsequently on the entire video file. In this way,
particular (human) characters are recognized at different points in time in a given video file. After obtaining a particular
character, we need to identify the facial expression of that character.

To identify facial expression, template matching is being carried out by making use of convolution and correlation
coefficients for the highest and perfect matching. The desired eyes, eyebrows and mouth templates are being excerpt from
the image and the extracted results are shown in the form of bounded rectangles. The Facial characteristics points (FCP’s) is
being computed by knowing the top left coordinate of each template bounded by rectangles. Once we obtained the
parameters from FCP’s we set the threshold value and then proceed for creation of Decision tree. A decision tree is a
classifier in the form of a tree structure. Information gain (I1G) is used to select the most useful attributes for classification:

e The entropy of total data set is calculated

The dataset is then split on the different attributes.

The entropy of each branch is calculated then it is added proportionally to get the total entropy for the split.
The resulting entropy is subtracted from the entropy before the split; with the result is the information gain.
The attribute that have the largest information gain is chosen for the decision node.

A branch set with a entropy of zero is the leaf node.

e  Otherwise, further splitting to classify its data set.

e The ID3 algorithm is run recursively on the non leaf branches until all data is classified.

Movie
Character
vid .| Recognition .| Template R
e Matching
* Y
¥ Smile Face
Extractin Decision
¥| Tro. g o » ¥ Sad Face
b FCP's Tree
.| Fear Face
.| Surprize Face

Figure 3: Proposed Method

IV. CONCLUSIONS

The proliferation of TV and movie provides large amount of digital video data. This has led to the requirement of
efficient and effective techniques for movie or image content understanding and organization. Automatic image or video
annotation is one of such key techniques. In this paper our focus is on annotating characters in the movies, which is called
movie character identification and their facial expressions. The movie character identification is performed based on Bag-of-
Features method extracts the feature points and SIFT and CIE L*u*v* color-based code books that are obtained by clustering
with k-means. To identify facial expression, template matching is being carried out by making use of convolution and
correlation coefficients for the highest and perfect matching. The Facial characteristics points (FCP’s) is being computed by
knowing the top left coordinate of each template bounded by rectangles. Once we obtained the parameters from FCP’s we
set the threshold value and then proceed for creation of Decision tree. After classification, we obtain the required facial
expression of the identified character.
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Abstract: Over the last decade online social networking sites have increased in popularity. This popularity has brought
many users together, increasing their ability to share information. While the general information sharing is desirable, some
users might be concerned with the privacy implications of disclosing so much personal information online. Currently users
have two main options- They can either refuse to enter the information they are uncomfortable disclosing, or they may limit
access to the information via privacy controls provided by the social networking site. It is important to note, however, that in
the second case the information is stored remotely, and thus the control of the data is lost to the user. This paper presents an
access control model for online social networks.

Keywords: Access control, OSN, Privacy.

I. INTRODUCTION

Since its creation, the Internet has spawned many information sharing networks, the most well known of which is
the World Wide Web. Recently, a new class of information networks called “Online Social Networks (OSN)” has exploded
in popularity and now rival the traditional Web in terms of usage [1]. Social networking sites such as MySpace, Facebook,
Orkut, and LinkedIn are the examples of wildly popular networks used to find and organize contacts. Other social networks
such as Flickr, YouTube, and Google Video, are used to share the multimedia content, and others such as LiveJournal and
BlogSpot are used to share blogs.

Unlike the traditional Web, which is largely organized by content, the online social networks embody users as first-
class entities. Users join a network, publish their own content, and then create links to other users in the network called
“friends”. This basic user-to-user link structure facilitates online interaction by providing a mechanism for organizing both
the real-world and virtual contacts, for finding other users with similar interests, and for locating content and knowledge that
has been contributed or endorsed by “friends”. The extreme popularity and the rapid growth of these online social networks
represents a unique opportunity to study, understand, and leverage their properties. Not only can an in-depth understanding
of online social network structure and growth aid in designing and evaluating current systems, it can lead to better designs of
the future online social network based systems and to a deeper understanding of the impact of online social networks on the
Internet. OSNs also offer many useful properties that can be leveraged to enhance information systems, such as
enhancements to controlling information propagation, new directions for information search and retrieval, and new ways of
reasoning about trust.

Users increasingly share content, recommendations, opinions, and ratings using the online social networks.
However, the growing number of users and the increasing variety and volume of shared information on these sites
aggravates two fundamental problems in information sharing- privacy and relevance. Since users are often sharing personal
information, privacy and access control is critical. In particular, almost all privacy mechanisms available to users today are
based on access control- users can specify which other users are able to view the content or information they upload.

Il. NEED OF ACCESS CONTROL IN OSNSs

OSNs have attracted a large amount of users to regularly connect, interact and share information with each other for
different purposes. Users share a tremendous amount of content with other users in OSNs using various services available.
The explosive growth of the sensitive or private user data that are readily available in OSNs has raised an urgent expectation
for effective access control that can protect these data from unauthorized users in OSNs. Access control in the OSNs is
typically based on the relationships among users in the social graph. That is, granting access to an accessing user is subject to
the existence of either direct or indirect relationship of certain types between the accessing user and the controlling users of
the target. Many existing OSN systems enforce a rudimentary and limited relationship-based access control mechanism,
offering users the ability to choose from a pre-defined policy vocabulary, such as “private”, “publlic”, “friend” or “friend of
friend”. Google+[2] and Facebook [3] recently introduced customized relationships, namely “circle” and “friend list”,
providing users richer options to differentiate distinctly privileged user groups.

In OSNs, users are provided to create profiles, add content onto their pages (e.g., photos, videos, blogs, status
updates and tweets), and share these resource objects with other peers. OSNs offer their users various types of user
interaction services, including chatting, private messaging, poking and social games. As OSN systems mature, various types
of resources need to be protected, such as user sessions, relationships among users and resources, access control policies and
the events of users. As shown in Figure 1, users can launch access requests against both resources (e.g., view a photo or
create an access control policy) and users (e.g., invite another user to a game or poke another user).
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Access in OSNs
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Figure 1: Taxonomy based on target

As shown in Figure 2, in OSN, a user can access other users (user as a target) or resources (resource as a target). By
means of U2U(user to user), U2R(user to resource) and R2R(resource to resource) relationships, an accessing user and a
target user can have a direct relationship or indirect relationships with user(s) in between, resource(s) in between or user(s)
and resource(s) in between.

Access in O5Ns
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Figure 2: Access in OSNs

Likewise, an accessing user and the target resource can also be characterized in terms of the entities on the relating
path. In the first two cases of accessing the target user, there is no resource involved. An accessing user should either have a
particular direct U2U relationship (shown as UU) or a particular sequence of U2U relationships with the target user.
Examples of such access to a target user are that Alice’s direct friends can poke her, and Bob’s friends of friends can request
a friendship invitation to him. Similarly, a user may access a resource that directly relates to her (shown as UR), or may find
a resource through one or more users in the network.

IHl. EXISTING WORK

Several access control models for OSNs have been introduced [4] [5]. Early access control solutions for OSNs
introduced the trust-based access control inspired by the developments of trust and reputation computation in OSNs. The D-
FOAF system [6] is primarily a Friend of a Friend (FOAF) ontology-based distributed identity management system for
OSNs, where relationships are associated with a trust level, which indicates the level of friendship between the users
participating in a given relationship. In [4], the authors introduced a conceptually-similar but more comprehensive trust-
based access control model. This model allows the specification of access rules for the online resources, where authorized
users are denoted in terms of the relationship type, depth, and trust level between users in OSNs.

In [7], the authors proposed an access control model that formalizes and generalizes the access control mechanism
implemented in Facebook, admitting arbitrary policy vocabularies that are based on theoretical graph properties. In [12], the
authors described relationship-based access control as one of new security paradigms that addresses unique requirements of
Web 2.0. In [8], the authors proposed a semantic web based access control framework for social networks. The need of joint
management for data sharing, especially photo sharing, in OSNs has been recognized by the recent work [9]. Other related
work includes general conflict resolution mechanisms for access control [10] and learn-based generation of privacy policies
for OSNs [11].

V. PROPOSED WORK

In our proposed work, we present an application called MController for supporting collaborative management of
shared data. It enables multiple associated users to specify their authorization policies and privacy preferences to co-control a
shared data item. Consider the online social network “Facebook”. Facebook server accepts inputs from the users, then
forwards them to the application server. The application server is responsible for the input processing and collaborative
management of the shared data. Information related to the user data such as user identifiers, friend lists, user groups, and user
contents are stored in the MySQL database. Once the user installs MController in her/his Facebook space, MController can
access user’s basic information and contents. In particular, MController can retrieve and list all the photos, which are owned
or uploaded by the user, or where the user was tagged. Then, the user can select any photo to specify the privacy preference.
If the user is not the owner of the selected photo, he can only edit the privacy setting and sensitivity setting of the photo.
Otherwise, if the user is an owner of the photo, then he can further configure the conflict resolution mechanism for the
shared photo.
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The core component of MController is the decision making module, which processes access requests and returns
responses (either permit or deny) for the requests. Figure 3 depicts a system architecture of the decision making module in
MController. To evaluate an access request, the policies of each controller of the targeted content are enforced first to
generate a decision for the Mcontroller. Then, the decisions of all of the controllers are aggregated to yield a final decision as
the response of the request. During the procedure of decision making, policy conflicts are resolved when evaluating the
controllers’ policies by adopting a strategy chain pre-defined by the controllers.
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Figure 3: System Architecture of Decision Making in MController

In addition, multiparty privacy conflicts are also resolved based on the configured conflict resolution mechanism
when aggregating the decisions of controllers. If the owner of the content chooses the automatic conflict resolution, the
aggregated sensitivity value is utilized as a threshold for making a decision. Otherwise, multiparty privacy conflicts are
resolved by applying the strategy selected by the owner, and the aggregated sensitivity score is considered as the
recommendation for the strategy selection. Regarding access requests to the disseminated contents, the final decision is made
by combining the disseminator’s decision and the original controllers’ decision through a deny-overrides combination
strategy.

V. CONCLUSION
The explosive growth of the sensitive or private user data that are readily available in OSNs has raised an urgent
expectation for effective access control that can protect these data from unauthorized users in OSNs. For access control, we
use an application called “Mcontroller”. It enables multiple associated users to specify their authorization policies and
privacy preferences to co-control a shared data item. The core component of MController is the decision making module,
which processes access requests and returns responses (either permit or deny) for the requests.
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Abstract: Wireless networks now enjoy widespread commercial implementation because of their ease of use, low cost and
setup. However, since accessing wireless media is much easier than tapping a wired network, then security becomes a
serious concern when implementing any wireless network. We consider a particular class of Denial of Service (DoS) attacks
called jamming attacks. In the simplest form of jamming, the attacker interferes with the reception of messages by
transmitting a continuous jamming signal, or several short jamming pulses. Jamming results in the loss of link reliability,
increased energy consumption, extended packet delays and disruption of end-to-end routes. The use of distinct, dedicated
communication links to transmit data and control traffic introduces a single point of failure for a denial of service attack, in
that an adversary may be able to jam control channel traffic and prevent relevant data traffic. To prevent such jamming
attacks, in this paper we propose a packet hiding method based on all- or- nothing transforms (AONT).

Keywords: AONT, Cipher text, DOS, Jammer.

I. INTRODUCTION

The broadcast nature of wireless networks makes them particularly vulnerable to the radio interference, which
prevents the normal communications. This interference or jamming can destroy the wireless transmission and may occur
either by means of unintentional interference or collision at the receiver side or intentional attacks. The jamming attack can
be easily launched since it can be implemented by simply listening to the open medium and broadcasting in the same
frequency band as sensor networks.

In order to cope with this kind of Denial-Of- Service (DOS) style attack, many strategies and techniques have been
developed. The traditional method is to use the sophisticated physical layer technologies such as- DSSS (Direct Sequence
Spread Spectrum) and FHSS (Frequency Hopping Spread Spectrum), which have been widely used in military
communication.  However, it can be too costly for the energy and frequency constrained networks. So many kinds of
evasion strategies have been researched, such as wormhole-based anti-jamming techniques [1], channel surfing [2] and
timing channel [3].

This paper presents a packet hiding method based on AONT to prevent jamming attacks. Jamming attack is a kind
of Denial of Service (DOS) attack, which prevents other nodes from using the channel to communicate by occupying the
channel that they are communicating on. We define the jammer in wireless sensor networks as an entity who is purposefully
trying to interfere with the physical transmission and reception of wireless communications. A typical scenario of jamming
attack is shown in the figure 1. The normal nodes C and D has been jammed by the malicious node “X”, so the
communications between the jammed nodes(C, D) and the normal nodes (A, B, E, H, 1) are disrupted.
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Figure 1: An example of Jamming Attack

Il. TYPES OF JAMMERS
Jammers are of five types based on the time of their activity and the mode of attacks:
e  Continuous Jammers
Impersonate Jammers
Unsystematic Jammers
Systematic Jammers
Exacting Jammers
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A. Continuous Jammers

The continuous jammers [4] transmit the jamming or attack signal into the medium at a constant rate. Since the
jamming signal uses the medium or channel, the other users will not sense the medium to be free for their legitimate service.
The packets transmitted by these type of jammers are random meaningless messages. The jammers are small electronic
devices powered by a battery with the limited power resources. Hence after a considerable time, the jammer dries its battery
power and thus the medium is retrieved from the attack. Even an energy efficient jammer could not last for a considerable
time but still for a limited span, the jammer completely blocks the services in a network. The packets could be identified
from the content it stores and thus the attacker. The route could be blocked to prevent the network from the attack.

B. Impersonate Jammers

Impersonate jammers [5] sends the packets which resemble the original packets. The network administrator would
not try to suspect these packets and thus allows the packets into the network. Yet these jammers are not energy efficient and
thus dry out soon after. The only advantage is that it evades the detection mechanisms for a longer period of time.

C. Unsystematic Jammers

Unsystematic jammers [5] are the foundation of energy efficient jammers. These type of jammers extended their life
span by limiting the time of activity. Packets are sent from these jammers at a random time rather than continuously thus
serving for a longer period. The jammers would alternate their activity time that is they would be on for certain period of
time and thus switched on for a certain time. Conserving the power at regular intervals increased their lifetime, causing a
threat to the entire network.

D. Systematic Jammers

Systematic jammers [6] are the intelligent jammers of all other types. Unlike the unsystematic jammers, they follow
a strict order to be switched- on and off. These are highly energy efficient and the most significant in attacking the resources
in the netwrok. This type of jammers waits for the sender and the receiver nodes to start the communication process and then
gets activated. The mode of attack is simplified and then the attack becomes more vulnerable to the network. If there is no
communication between the nodes, then the jammers remains idle, and conserving the energy. Moreover the packets sent
over the medium are similar to the legal data packets raising no different pattern to awaken the defense mechanisms.

E. Exacting Jammers

Exacting jammers are considered to be the critical jammers which have to be spotted immediately before
irrecoverable changes occur in the network. The exacting jammers determine the nature of the packet sent in between the
nodes of a network. Unless those packets are of high importance [7], they are free to move. Packets such as route request or
route response or a packet of either important data or control flow would readily be subjected to the jamming attack. The
source of the jamming attack, being a part of the original network, defines the longer time for suspicion.

I1l. RELATED WORK
Continuous jamming has been used as a denial-of-service (DoS) attack against voice communication since the
1940s [8]. Recently, several alternative jamming strategies have been demonstrated [9], [10]. Intelligent attacks which target
the transmission of specific packets were presented in [11], [12]. In [12], the authors consider an attacker who infers
eminent packet transmissions based on timing information at the MAC layer.

In both [11], [12], real-time packet classification was considered beyond the capabilities of the adversary.
Selectivity was achieved through inference from the control messages already transmitted. Channel-selective jamming
attacks were considered in [13]. It was shown that targeting the control channel reduces the required power for performing a
denial- of- service attack by several orders of magnitude. In [14], the authors proposed a randomized frequency hopping
algorithm, to protect the control channel inside jammers. Finally, in [10], the authors proposed a frequency hopping anti-
jamming technique that does not require the sharing of a secret hopping sequence, between the communicating parties.

IV. ALL-OR- NOTHING TRANSFORM
The concept of an All-or-Nothing Transform (AONT) was introduced by Rivest [15] to increase the cost of brute
force attacks on block ciphers without changing the key length. As defined in [15], an AONT is an efficiently computable
transformation f, mapping sequences of blocks (i.e., fixed length strings) to sequences of blocks, which has the following
properties:

1. Givenall of f(x1,x2,....... xn)= (yl,y2,.....yn), it is easy to compute x1,x2,...... Xn.
2. Given all but one of the blocks of the output, it is infeasible to find out any information about any of the original blocks
Xi.

An AONT itself does not perform any encryption, since there is no secret key information involved in it.. However,
if its output is encrypted, block- by- block, with a block cipher, the resulting scheme will have the following interesting
property- An adversary cannot and out any information about any block of the message without decrypting all the blocks of
the cipher text. Now if the adversary attempts to do an exhaustive search for the key, he will need to perform n' decryptions
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before determining whether a given key is correct. Thus, the attack will be slowed down by a factor of n', without any
change in the size of the secret key. This is particularly important in scenarios where the key length is of constrained to be
insecure or marginally secure.

The use of AONT with encryption can be particularly useful for remotely keyed encryption i.e., applications where
the part of the system that contains the keys is separate, and where bandwidth restrictions prevent us from sending the whole
message from the insecure to the secure component [4]. An example of such a scenario would be the case where the keys are
stored in the smartcard, and the user wishes to encrypt or decrypt large files. Through the use of AONT, we can completely
eliminate any encryption components from the host system, and restrict such operations to the smartcard.

V. PROPOSED METHOD

In the proposed work, the packets are pre-processed by an AONT before transmission but remain unencrypted. The
jammer cannot perform the packet classification until all pseudo-messages corresponding to the original packet have been
received and the inverse transformation has been applied. Packet “m” is partitioned to a set of x input blocks m = {m1, m2,
m3....}, which serve as an input to an The set of pseudo-messages m = {ml, m2, m3,.....} is transmitted over the wireless
link. Recently Rivest motivated by different security concerns arising in the context of block ciphers, introduced an
intriguing primitive called the All-Or-Nothing Transform (AONT). An AONT is an efficiently computable transformation
“T” on strings such that
e Forany string x, given all of T(x), one can efficiently recover “x”
e There exists some threshold such that any polynomial time adversery that learns all but bits of T(x) obtains no

information about “X” (in a computational sense).

The AONT solves the problem of partial key exposure-rather than storing a secret key directly, we store the AONT
applied to the secret key. If we can build an AONT, where the threshold value “is very small compared to the size of the
output of the AONT, we obtain security against almost total exposure. Notice that this methodology applies to secret keys
with arbitrary structure, and thus protects all the kinds of cryptographic systems. One can also consider AONT’s that have a
two-part output- a public output that doesn’t need to be protected, and a secret output that has the exposure-resilience
property stated above. Such a notion would also provide the kind of protection we try to achieve. The AONT has many other
applications, as well, such as enhancing the security of block-ciphers and making the fixed-block size encryption schemes
more efficient.

Figure 2 shows the proposed packet hiding method. The Sender transmits the message, which is divided into blocks
of fixed size. These blocks are given as input to AONT. Then AONT encrypts these message blocks with a shared secret key
and then sends to the receiver. Now the receiver decrypts these blocks with the same key, thus retrieves the original data.

| Message Generate key
Sender M[;soiize > AONT  ¢——

A
Encrypted
Content

Decrypted < Receiver
Message

key
Figure 2: AONT- based packet hiding method

VI. CONCLUSION

Jamming attack is a kind of Denial of Service (DOS) attack, which prevents other nodes from using the channel to
communicate by occupying the channel that they are communicating on. To prevent such attack, we propose a packet
method based on All-or-Nothing Transform (AONT). An AONT itself does not perform any encryption, since there is no
secret key information involved in it.. However, if its output is encrypted, block- by- block, with a block cipher, the resulting
scheme will have the following interesting property- one must decrypt the entire cipher text before one can determine even
one message block. This means that brute force searches against AONT encryption are slow down by a factor equal to the
number of blocks in the cipher text.
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Abstract: In recent years, co- operative networking has received substantial interest from the wireless networking and
communications research communities. Many interesting problems for co- operative networks have been actively
researched, such as throughput-optimal scheduling, network lifetime maximization, distributed routing, and MAC layer
protocol design. Although there have been extensive studies concerning co- operative networks, most works on optimizing
the performance of cooperative networks are limited by- three-node relay scheme and single-antenna systems. In co-
operative networks, it is interesting to explore the idea of deploying multiple antennas at each node. With the multiple
antennas, the source and the relays can multiplex independent data streams by exploiting the inherent independent spatial
channels. In this paper, we consider the power allocation at the source and each relay to maximize the end-to-end
achievable rate of multi relay MIMO-CN.

Keywords: AF, DF, Cooperative network, Relay.

I. INTRODUCTION

Many Interesting problems for co-operative networks (CNs) have been actively researched such as throughput
optimal scheduling [1]; network Maximization [2] distributed routing [3] and MAC layer protocol design [4]. Cooperation
alleviates certain networking problems, such as collision resolution and routing, and allows for simpler networks of more
complex links, rather than the complicated networks of simple links. Therefore, many upper layer aspects of the cooperative
communications merit further research, e.g., the impacts on topology control and network capacity, especially in mobile ad
hoc networks (MANETS), which can establish a dynamic network without a fixed infrastructure. Cooperative
communications typically refers to a system where users share and coordinate their resources to enhance the information
transmission quality. It is a generalization of the relay communication, in which multiple sources also serve as the relays for
each other.

Early study of relaying problems appears in the information theory community to enhance the communication
between the source and destination the basic three node relay scheme is shown in the Figure.1l, where the message is
retransmitted from source S to destination D is relayed by node R, which can overhear the message. A Common cooperative
approach in this situation in relaying assignment i.e. we choose only one of the neighboring nodes as relay for which the
three node relay scheme can be applied, now further improvement the system performance as shown in Figure 2.

In current scenario on cooperative networks with MIMO enabled nods remain limited. In cooperative networks, it is
interesting to explore the idea of deploying multiple antennas at each node. Figure 2 indicates that all single antennas relay
R1...., Rm as single virtual relay node with “M” antennas. Cooperative diversity is a cooperative multiple antenna technique
for improving or maximizing the total network channel capacities for any given set of bandwidths which exploits user
diversity by decoding the combined signal of the relayed signal and the direct signal in wireless multi hop networks.

5 r”'ﬁ ' \. .

Figure 1: The basic three-node relay scheme

Figure 2: A cooperative network with multiple relays
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Note that the user cooperation is another definition of cooperative diversity. User cooperation considers an
additional fact that each user relays the other user's signal while the cooperative diversity can be also achieved by multi-hop
relay networking systems. Actually we investigate that consideration the optimal power allocation at the source and each
relay to maximize the end-to-end achievable rate of multi relay MIMO- CN. Now let us focus on the various relaying
strategies like Amplify forward (AF) and Decode and forward (DF). In amplify forward, the relay nodes simply boost the
energy of the signal received from the sender and retransmit it to the receiver. In decode and forward, the relay nodes will
perform physical layer decoding and then forward the decoding result to the destinations.

Il. RELATED WORK

In [5], the authors first considered the optimal relay amplification matrix for the basic three-node MIMO-CN under
the assumption that the source-relay channel state information (CSI) is unknown. Their main conclusion is that when the
direct link between the source and the destination is not present (i.e., pure relay), then the optimal amplification matrix
adopts a “matching” structure. In [6], the authors independently arrived at the same conclusion via a different proof
technique. Later in [7], the authors generalized the matching result to the three-node MIMO-CN network where the source
has full CSI. In [8], the authors studied MIMO-CN with multiple AF relays, which is similar to our setting. However, their
work differs from ours in that they assumed a sum power constraint across all the relay nodes, which is usually not realistic
since each relay has its own power budget. Thus, a per node power constraint on each relay is more appropriate.

I1l. PROPOSED METHOD

In Proposed method we use Cooperative diversity. It is a cooperative multiple antenna technique for improving or
maximizing the total network channel capacities for any given set of bandwidths which exploits user diversity by decoding
the combined signal of the relayed signal and the direct signal in wireless multi hop networks. A conventional single hop
system uses a direct transmission where a receiver decodes the information only based on the direct signal while regarding
the relayed signal as interference, whereas the cooperative diversity considers the other signal as contribution. The modules
in the proposed system are:
e  Three-node relay transmission
Network Constraints
Relaying Strategies
Cooperative Communications & Optimal Power allocation
Multi-hop Transmission

A. Three-node relay transmission

With physical layer cooperative communications, there are three transmission manners- direct transmissions, multi-
hop transmissions and cooperative transmissions. Direct transmissions and multi hop transmissions can be regarded as
special types of cooperative transmissions. A direct transmission utilizes no relays while a multi hop transmission does not
combine signals at the destination. The cooperative channel is a virtual multiple- input Multiple-output (MIMQ) channel,
where spatially distributed nodes are coordinated to form a virtual antenna to emulate multi-antenna transceivers.

B. Network Constraints

Two constraint conditions need to be taken into consideration in the network connectivity, which is the basic
requirement in the topology control. The end-to-end network connectivity is guaranteed through a hop-by-hop manner in the
objective function. Every node is in charge of the connections to all its neighbours. If all the neighbour connections are
guaranteed, then the end-to-end connectivity in the whole network can be preserved. The other aspect that determines the
network capacity is the path length. An end- to- end transmission that traverses more hops will import more data packets into
the network. Although path length is mainly determined by the routing, MIMO — CN limits dividing a long link into too
many hops locally. The limitation is two hops due to the fact that only two hop relaying are adopted.

C. Relaying Strategies

There are 2types of relaying strategies:
1. Amplify-and-forward (AF)

2. Decode-and-forward (DF)

In amplify-and-forward (AF), the relay nodes simply boost the energy of the signal received from the sender and
retransmit it to the receiver. In decode-and-forward (DF), the relay nodes will perform physical-layer decoding and then
forward the decoding result to the destinations. If multiple nodes are available for co- operation, their antennas can employ a
space-time code in transmitting the relay signals. It is shown that co- operation at the physical layer can achieve full levels of
diversity similar to a MIMO system, and hence can reduce the interference and increase the connectivity of wireless
networks.
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D. Cooperative Communications & Optimal Power allocation

Co- operative transmissions via a cooperative diversity occupying two consecutive slots. The destination node
combines the two signals from the source and the relay to decode the information. Co- operative communications are due to
the increased understanding of the benefits of multiple antenna systems. Although multiple-input multiple-output (MIMO)
systems have been widely acknowledged, it is difficult for some wireless mobile devices to support the multiple antennas
due to the size and cost constraints. Recent studies show that co- operative communications allow single antenna devices to
work together to exploit the spatial diversity and reap the benefits of MIMO systems such as resistance to fading, high
throughput, low transmitted power, and resilient networks.

E. Multi-hop Transmission

Multi-hop transmission can be illustrated using two hop transmission. When two- hop transmission is used, two
time slots are consumed. In the first slot, messages are transmitted from the source to the relay, and the messages will be
forwarded to the destination node in the second slot. The outage capacity of this two hop transmission can be derived
considering the outage of each hop transmission.

IV. CONCLUSION
Co- operative communication has derived an interest for wireless network. Co- operative communication typically
refers to a system where users share and coordinate their resources to enhance the information transmission quality. It is a
generalization of the relay communication, in which the multiple sources also serve as relays for each other. In Proposed
system we use Cooperative diversity. It is a co- operative multiple antenna technique for improving or maximizing total
network channel capacities for any given set of bandwidths which exploits user diversity by decoding the combined signal
of the relayed signal and the direct signal in wireless multi hop networks.
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Analysis of Rollback Recovery Techniques in Distributed
Database Management System

Akanshika

Abstract: As system continue to grow in size and complexity, they pose increasingly greater safety and risk management
challenges. In this paper, we analyzed different methods of rollback recovery techniques and compare their performance.
Idea that are used in the design, development, and performance of rollback recovery have been summarized. Independent
check pointing, coordinate check pointing, communication induced checkpointing.

Keywords: Distributed database management system, rollback recovery, domino effect, checkpointing.

I. Introduction

The database is a collection related data in an organized manner. This is the best way of storing the data .a
distributed system can be visualised as a set of sites, each site consisting of a number of independent transactions. A
distributed database is a database in which storage devices are not all attached to a common CPU. It may be stored in
multiple computers located in the same physical location, or may be dispersed over a network of interconnected computers.
A database state is represents the values of database objects that represent some real world entity. The database state is
changed by the execution of a user transaction. Individual transaction running in isolation are assumed to be correct. When
multiple user access multiple database objects residing on multiple site in distributed database system, the problem of
recovery and keep the system in consistent state arises. This paper presents rollback recovery techniques to restore the
system in most consistent state.

Il. Recovery of Data
Recovery from transaction failures usually means that the database is restored to the most recent consistent state just
before the time of failure. To do this the system must keep information about the changes that were applied to data items by
various transactions.

2.1lssues in Recovery Protocol in ddbms

With distributed databases, guaranteeing atomicity and durability becomes more complicated. Transactions usually
span more than one site, so if a transaction commits, then all the sites that are involved in the transaction have to commit.
Also, if the transaction aborts, then all subtransactions have to abort. The problem is how to restore the data in most recent
consistent state.
Rollback recovery is suitable where system availability requirement can tolerate the outage of computing system during
recovery. It offers a resource efficient way of tolerating failures.

A [checkpoint] entry is recorded in the log periodically, when the system writes out to the database on disk all
DBMS buffers that have been modified Consequence: all transactions whose [commit T] entry appears in the log before the
[checkpoint], do not need to have their WRITE operations redone in case of a system crash (because all these updates have
been recorded to disk during check pointing).

2.2consistency issue in distributed checkpoints

Local checkpoints: a local checkpoint is a snapshot of a process. A local state is not necessarily recorded as a local
checkpoint, so the set of local checkpoints is only subset of the set of local state global checkpoint: a global checkpoint is a
set of local checkpoints, one from each process. A local checkpoint can be part of global checkpoint if it does not contain
any orphan message.
Definition for consistency criteria are provided by [3]:

“Given set of local checkpoints, can this set be extended to a global checkpoint that satisfies the consistency
criterion P?” (Where P is traditional consistency, transitlessness, or storing consistency).

Traditional consistency : a global checkpoint is consistent if all its pairs of local checkpoints are consistent means does
not exhibit any orphan message(a message m sent by a process Pi to a process Pj delivery of mis belong to Cj,y while its
sending event not belong to Ci,x).

transitless global checkpoints: a global checkpoint is transitless if all its pairs of local checkpoints are transitless means a

message m is intransit with respect to an ordered pair of local checkpoints (Ci,x, Cj,y) if send(m) belong to Ci,x and
deliver(m) not belong to Cj,y.
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Strong consistent global checkpoints: a global checkpoint is strongly consistent if all its pairs of local checkpoints are
consistent and transitless.

Acceptability: let (Ci, Cj) be an ordered pair of checkpoints, Ci belonging to Pi and Cj belonging to Pj with i'=j. The
ordered pair (Ci, Cj) is aceeptable if there is no cedge (el, e2) with el issued by Pi, e2 issued by Pj, Cj> el, and e2>Cj.
A cedges( el, e2) is such that el and e2 are two communication events that belong to different processes and concern
the same message. We correspond to different message properties ( orphan or intransit) and lead to different intentions of
this generic graph.

Stable storage: rollback recovery uses stable storage to save checkpoints, event logs, and other recovery related information.
Stable storage must ensure that the recovery data persist through the tolerated failures and their corresponding recoveries.

Garbage collection: checkpoints and event log consume storage resources. As the application progresses and more recovery
information is collected, a subset of stored information may useless for recovery. Garbage collection is the deletion of such
recovery information. A common approach to garbage collection is to identify the most recent consistent set of checkpoints
which is called recovery line and discard all information related to events that occurred before line.

I11.  Checkpoint Based Rollback Recovery
Upon a failure, checkpoint based rollback recovery restores the system state to the most recent consistent state to
the most recent consistent set of checkpoints, i.e. the recovery line. It does not rely on the PWD assumption, and so does not
need to detect, log, or repaly non deterministic events. Checkpoint based protocols are therefore less restrictive and simpler
to implement than log based rollback recovery. Checkpoint based rollback recovery techniques can be classified into three
categories: uncoordinated checkpointing, coordinated checkpointing and communication induced check pointing.

3.1Uncoordinated Checkpointing

Uncoordinated checkpointing allows each process the maximum autonomy in deciding when to take checkpoints.
The main advantage of this autonomy is that each process may take a checkpoint when it is most convenient. A process may
reduce the overhead by taking checkpoints when the amount of state information to be saved is small. In uncoordinated
check pointing possibility of the domino effect , which may cause the loss of large amount of useful work, possibly all the
way back to the beginning of the computation uncoordinated check pointing forces each process to maintain multiple
checkpoints, and to invoke periodically a garbage collection algorithm to reclaim the checkpoints that are no longer useful.
It is not suitable for applications with frequent output commits because these require global coordination to compute
recovery line, negating much of the advantage of autonomy.

If failure occurs, the recovering process initiates rollback by broadcasting a dependency request message to
collect all the dependency in formation maintain by each process. The initiator then calculates the recovery line based on
the global dependency information and broadcasts a rollback request message containing the recovery line. Upon
receiving this message, a process whose current state belongs to the recovery line simply resumes execution otherwise its
rolls back to an earlier checkpoint as indicated by the recovery line.

3.2 Coordinate check pointing

Coordinate checkpointing requires processes to orchestrate their checkpoints in order to form a consistent global
state. Coordinate check pointing simplifies recovery and is not susceptible to domino effect, since every process restarts
from its most recent checkpoint. Also, coordinated checkpointing requires each process to maintain only one permanent
require each process to maintain only one permanent checkpoint on stable storage, reducing storage overhead and
eliminating the need for garbage collection. Coordinate checkpointing is the large latency involved in committing output,
since a global checkpoint is needed before message can be sent to OWP.

A straight forward approach to coordinated checkpointing is to block communication while the checkpointing
executes. A coordinator takes a checkpoint and broadcasts a request message to all processes, asking them to take a
checkpoint when process receive this message, it stop its execution flushes all communication channels, take a tentative
checkpoint, and send an acknowledgement message back to the coordinator. After the coordinator receive the
acknowledgements from all processes, it broadcasts a commit message that completes the two phase checkpointing
protocol. After receiving the commit message, each process removes the old permanent checkpoint and atomically makes
the tentative checkpoint permanent. The process is then free to resume exchange messages with other processes.

Minimal checkpoint coordination: coordinated check pointing requires all processes to participate in every checkpoint.
This requirement generates valid concern about its scalability. It is desirable to reduce the number of processes involved in a
coordinated checkpointing session. This can be done since the processes that need to communicated with the checkpoint
initiator either or indirectly since the last checkpoint. Two phase protocol achieves minimal checkpoint coordination. During
the first phase, the checkpoint initiator identifies all processes with it has communicated since the last checkpoint and send
them a request, and so on, until no more processes can be identified. During the second phase, all processes identified in the
first phase take a checkpoint. The result is a consistent checkpoint that involves only the participating processes.
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3.3 communication induced checkpointing.

Communication induced check pointing (CIC) protocols avoid the domino effect without requiring all checkpoint to
be coordinated. In this protocol processes take two kinds of checkpoints, loc al and forced. Local checkpoints can be taken
independently, while forced checkpoints must be taken to guarantee the eventual progress of the recovery line. CIC protocols
take forced checkpoint to prevent the creation of useless checkpoints, i.e. checkpoints that will never be part of a consistent
global state. Useless checkpoints are not desirable because they do not contribute to the recovery of the system from failures,
but they consume resources and caused performance overhead.

As opposed to coordinated checkpointing, CIC protocol s do not exchange any special coordination messages to
determine when forced checkpoint should be taken: instead, they piggyback protocol specific information on each
application message; the receiver than use this information to decide if it should take a forced checkpoint, this decision based
on the receiver determining if past communication and checkpoint patterns can lead to the creation of useless checkpoint.
CIC proto cols have been classified in one of two types. Model based check pointing and index based checkpointing

Model based protocol: model based check pointing relies on preventing pattern of communication and checkpoints that
could result in Zcycle and useless checkpoints. A model is set up to detect the possibility that such patterns could be forming
within in the system, according to some heuristic. A checkpoint is usually forced to prevent the undesirable pattern from
occurring. The decision to force a checkpoint is done locally using the information piggybacked on the application messages.
Therefore, under this style of check pointing it is possible that multiple processes detect the potential for inconsistent
checkpoints and independently force local checkpoints to prevent the formation of undesirable patterns that may never
actually materialize or that could be prevented by a single forced checkpoint. thus, model based check pointing always
errs on the conservative side by taking more forced checkpoints than is probably necessary, because without explicit
coordination, no process has complete information about the global state.

Index based protocol: index based CIC protocols guarantee, through forced checkpoints if necessary, that (1) if there are
two checkpoints Ci,m and Cj,n such that Ci,m> Cj,n then timestamp of Cj,n >= timestamp of Ci,m, where ts( c) is the
timestamp associated with checkpoint c; (2) consecutive local checkpoints of a process have increasing timestamps. The
time stamps are piggybacked on application messages to help receivers decide when they should force a checkpoint. Protocol
forces a processes to take a checkpoint upon receiving a message with piggy backed index greater than the local index,
and guarantees that the checkpoints having same index at different processes from a consistent state.

IV. comparison
Different rollback recovery protocols offer different tradeoffs with respect to performance overhead latency of
output commit, storage overhead ease of garbage collection, simplicity of recovery freedom from domino effect, freedom
from orphan processes and extent of rollback. Table 1 summarize the different variation of rollback recovery protocols.
Since garbage collection and recovery both involve calculating a recovery line, they can be performed by simple procedures
under coordinate checkpoints. Coordinate check pointing can have unbounded rollbacks, and a process may need to retain up
to N checkpoints if the optimal garbage collection algorithm is used.

Uncoordinated Coordinated Communication
check pointing check pointing induced
Check pointing

checkpoint Several 1 Several
Domino Possible No No
effect
Orphan Possible No No
process
Rollback unbounded Last global Possibly several
Extent checkpoint Checkpoint
Recovery Distributed Distributed Distributed
Protocols
Output Not possible Global coordination Global coordination
Commit required required

Table 1: A comparison between rollback recovery protocols
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Abstract: In WSN the size of sensor node is too small and in future it will become smaller and energy is one of the
constraints in sensor node in WSN. In sensor node energy required to process data, transmitting data and receiving data.
Communication requires more energy than processing data. Tiny OS is embedded operating system in sensor node. In Tiny
OS 2.x there is routing protocol called collection tree protocol. Collection tree protocol finds the route according to link
quality. But residual energy is key factor in sensor node. The proposed routing protocol improves routing mechanism in
collection Tree protocol by energy based routing. The proposed algorithm (ELR) was compared with CTP protocol in terms
of packet reception ratio (PRR) and number of nodes alive ratio of the network. This work was simulated in Castalia 3.2 and
TOSSIM simulator. The results show that our algorithm performs better than CTP in terms of load distribution and increased
lifetime.

Keywords: Collection Tree Protocol, Energy Aware Routing Protocol, Energy Measurement, Tinos, TOSSIM, Wireless
Sensor Networks

I. INTRODUCTION

Wireless sensor network is consisting of potentially large number of tiny sensor node communicating with each
other for performing some task. The task is defined by some application like environmental monitoring, habitat monitoring,
and health monitoring and home automation. The main purpose of sensor node is to sense data, process data and sends the
data to sink node. Sink node is the node which is gathering information from sensor nodes. For doing this task sensor node
requires energy. This energy is provided by battery. The battery has limited battery power. If the battery is gone down then
sensor will not work longer. The nodes are mostly unattended hence the battery power is more precious ™.

WSN nodes require one operating system to work. Tiny OS is one of the operating system for WSN node. Tiny OS
is a free and open source component-based event driven operating system, which addresses these issues of the WSN motes.
Tiny OS is implemented using nes C (Network Embedded System C) language, which supports the event based concurrent
model of Tiny OS . Tiny OS provides components for packet communication, sensing, scheduling, routing and medium
accessing etc. The routing protocols supported by this operating system is Collection Tree Protocol (CTP), it estimates the
quality of the link based on either one of the link estimator protocols such as LEEP or four-bit link estimator.

In CTP protocol decides the parent node merely based on the link quality and thus a node with good link will
always be selected as the parent node. It is apparent that a node with good wireless link will involve in more communication
and be drained out quickly. These nodes will be exhausted soon and the network will be disconnected. Thus the balancing
the traffic among the nodes is necessary and this can be archived by considering the residual energy of the node as one the
metric in the routing strategy. In this paper we proposed a protocol (ELR), will choose the parent by considering link quality
and residual energy of the node so, we can improve the lifetime of network.

The proposed algorithm (ELR) is implemented in TinyOS-2.X and tested with TOSSIM simulator, which can run
the actual Tiny OS code without any real motes.

The rest of the paper is organized as follows: Section 2 gives introduction about Collection Tree protocol, Section 3
is survey of existing routing protocol, Section 4 describes proposed protocol and algorithm, Section 5 is performance
analysis of proposed protocol (ELR), Section 6 gives the conclusion.

Il. COLLECTION TREE PROTOCOL
CTP is routing protocol implemented in TinyOS-2.x. CTP uses routing messages (also called beacons) for tree
construction and maintenance, and data messages to report application data to the sink. The standard implementation of CTP
described in and evaluated in consists of three main logical software components: the Routing Engine (RE), the Forwarding
Engine (FE), and the Link Estimator (LE). In the following, we will focus on the main role taken over by these three
components.

Routing Engine ™. The Routing Engine, an instance of which runs on each node, takes care of sending and receiving
beacons as well as creating and updating the routing table. This table holds a list of neighbors from which the node can select
its parent in the routing tree. The table is filled using the information extracted from the beacons. Along with the identifier of
the neighboring nodes, the routing table holds further information, like a metric indicating the “quality” of a node as a
potential parent.
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In the case of CTP, this metric is the ETX (Expected Transmissions), which is communicated by a node to its
neighbors through beacons exchange. A node having an ETX equal to n is expected to be able to deliver a data packet to the
sink with a total of n transmissions, on average. The ETX of a node is defined as the “ETX of its parent plus the ETX of its
link to its parent”. More precisely, a node first computes, for each of its neighbors, the link quality of the current node-
neighbor link. This metric, to which we refer to as the 1-hop ETX, or ETX1hop, is computed by the LE. For each of its
neighbors the node then sums up the 1-hop ETX with the ETX the corresponding neighbors had declared in their routing
beacons. The result of this sum is the metric which we call the multi-hop ETX, or ETXmhop. Since the ETXmhop of a
neighbor quantifies the expected number of transmissions required to deliver a packet to a sink using that neighbor as a relay,
the node clearly selects the neighbor corresponding to the lowest ETXmhop as its parent. The value of this ETXmhop is then
included by the node in its own beacons so as to enable lower level nodes to compute their own ETXmhop. Clearly, the
ETXmhop of a sink node is always 0.

Routing Layer

« Routing Engine

i
-

s i

. Routing
Forwarding Engine [§ interfaces: Frames

- \

A - i
A  Link Estimator

A

Routing

Frames

Data +

Frames LE header
-

y LE footer

Mac Layer

Fig. 1. Message flow and modules interaction [10]

Forwarding Engine ™. The Forwarding Engine, as the name says, takes care of forwarding data packets which may either
come from the application layer of the same node or from neighboring nodes. The FE is also responsible of detecting and
repairing routing loops as well as suppressing duplicate packets.

Link Estimator " The Link Estimator takes care of determining the inbound and outbound quality of 1-hop
communication links. The LE computes the 1-hop ETX by collecting statistics over the number of beacons received and the
number of successfully transmitted data packets. From these statistics, the LE computes the inbound metric as the ratio
between the total number of beacons sent by the neighbor over the fraction of received beacons. Similarly, the outbound
metric represents the expected number of transmission attempts required by the node to successfully deliver a data packet to
its neighbor.

I1l. RELATED WORK

There are lots of researches done in improving collection tree protocol but only some of the protocols are
addressing real life deployment of wireless sensor network. In literatures we found that routing decision is taken based on
residual energy of only parent node.CTP is a pre-active routing protocol so energy value is not bound to only parent node but
need to consider all the nodes in between sink node and source node. In our work we use min-max battery cost routing © to
select route to sink node. And we used ELQR protocol as based paper for our research, ELQR protocol select parent based
on 1-hop energy metric, we modify ELQR by multi-hop energy metric parameter because CTP is pre-active routing protocol
S0 routing decision must be based on all hops in route.

3.1. RLQ: Resource Aware and Link Quality Based Routing Metric[3]

RLQ is routing protocol, for wireless sensor network. In RLQ routing decision is based on the link cost which is the
sum of normalized energy cost for the transmitter and receiver. The energy cost depends on the energy consumption for
transmission and reception, residual energy and the link quality. The weighing factors x and y are used to change the routing
decision. If both are zero, the routing decision is based on the minimum hop count. If x=1 and y=0, the minimum total
energy consumption path is the shortest path. If both x and y are 1, routing metric is based on both link quality and the
residual energy of the node. This algorithm was tested in the test bed consisting of 21 Tmote sky nodes and the performance
of RLQ is tested with shortest path algorithm, and LQI in terms of PRR, throughput and lifetime of the network.
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3.2. LQER(Link Quality Estimation based Routing Protocol)™

The LQER protocol is a routing protocol with the objective of reliable data delivery in an energy efficient manner.
LQER protocol makes the path selection based on the historical states of link quality after minimum hop field is established.
In this paper, a dynamic window concept (m; k) is used to record the link historical information and which integrates the
approach of minimum hop field. Here ‘m’ is the number of successful transmission over the link for the window size of ‘k’
previous transmissions.®!

It uses Minimum Hop field establishment algorithm to find the minimum hop neighbors using flooding approach
and each node will have the list of forwarding neighbors. Each node chooses its next hop candidate from this list, which are
having best m/k value.

The LQER protocol is simulated in WSNSim for Mica2 platform and the performance parameters considered are
energy efficiency and the packet success rate. The authors claim that the proposed algorithm performs better in terms of
energy efficiency, packet loss rate and scalability.

3.3. Efficient and Multi-path protocol for Wireless Sensor Network [5]

IThis protocol is designed for ensuring the QoS requirement of multimedia transmission such as throughput, delay
etc. It is based on directed diffusion, which is scalable and uses single energy efficient path for data transmission. In
multipath routing, disjoint multiple paths are chosen which are based on the link quality and the delay incurred in the path.
The path cost for the selection of forwarding candidate is based on cumulative path ETX and path_Delay. To get high
throughput and low delay paths, the path cost is defined as
Path_Cost = Path_ETX ® * Path_Dealy °

IThe ETX based link quality is estimated from SNR value of the received packets and is calculated according to
[12] and is given by ETX = 1/ (df * dr) where df and dr are the forward and reverse packet delivery ratio of the particular
link. It is simulated in NS2 and provides high throughput and less delay, which are the requirement for the high quality video
transmission

3.4. Energy And Link Quality Based Routing Tree (ELQR)™

In this paper, a protocol, takes the routing decision based on the link quality and the residual energy of the nodes.
Each node will make one of its neighbours as its parent if the neighbor node has sufficient energy to forward the packet and
the quality of the link to that node is good. A threshold is said for both parameters and the energy threshold is set well above
2V such that the lifetime of the node will be increased by reducing its load. The link quality increases with hop count and the
node with less value will be chosen as the forwarding candidate. In this work, the threshold for the link quality is changed
throughout the lifetime of the network to make the network alive by selecting the longer routes with more energy. Hence the
routes with more energy and adequate wireless link quality will be chosen for the forwarding operation without exhausting
the nodes in the optimal path. This algorithm is simulated on TOSSIM and it is tested on the test bed comprising of IRIS
motes.

IV. ENERGY AWARE AND LINK QUALITY BASED ROUTING PROTOCOL (ELR)

This section outlines a routing protocol based on energy aware and link quality. ELR uses the link quality of
wireless links and residual energy during the routing selection process to increase the system’s reliability and assure QoS. It
also provides mechanism to provide load balancing and avoid premature death of nodes/networks. We can improve current
CTP by broadcasting new parameter called energy and maintaining this parameter to routing table for creation of tree.

The sink node is data gathering node and it broadcasts control packet periodically. It includes link quality parameter called
ETX (Expected transmission) and residual energy.

ETX value is measured by link estimator engine. ETX of sink node is 0, because sink node does not have any parent
node. Initially the energy of node is 100%. We take energy value in percentage because it is simple to carry percentage than
joules value. Joule is unit of energy. To store and carry percentage value required only 2 bytes. This two parameter ETX and
Residual energy is added in control packet. Sink node broadcast the control packet containing ETX value and energy value.
Figure 2 shows the procedure followed by the sink node for broadcasting a control packet. Sink node creates routing frame
with ETX value, Energy value, etc. and broadcast control packet to its neighbor nodes.

ETX™" € 0;
ENERGY ™ € 100;

— L

Generates the Routing Beacon message with
ETX™*=0;
ENERGY =*=100;

L

I Broadcasts the message; l

Fig2.Control Packer Broadcast

WWW.ijmer.com 1359 | Page



International Journal of Modern Engineering Research (IJMER)
WWWw.ijmer.com Vol.3, Issue.3, May-June. 2013 pp-1357-1365 ISSN: 2249-6645

Figure 3 shows upon reception of control packet Sensor node (receiver) node extract control packet and get value of
ETX and energy change their routing table entry to maintain tree. Sensor node(receiver) check the entry of sender node in
routing table if node is present in routing table then only update the entry if node is not present in routing table then sensor
node add entry to its routing table. Then after the sensor node will broadcast control packet to its neighbor nodes by
obtaining new value of energy and ETX. Here energy is set to minimum energy of all nodes in route. This is similar to min-
max battery cost routing 81 Sensor node create control packet which contains information of ETX value and least energy
value of all nodes in between to sink node.

Receives Routing Beacons from sink;

L

Calculate link quality of link to sink node called
ETXEopw and create or edit entry in neighbor table

Il

ETXwd & ETXros+E T Tobureas

ENERGY =% €<Min (ENERGY-="==3% ENERGY");

1

Generates the Routing Beaconmessage with
ETX%=ETXFoo+E TXekToPersat.

ENERGY =% =Min (ENERGY"==>% ENERGY");

Iy

Broadcasts the message to its neighbor nodes;

Fig.3. Control Packet Broadcast by sensor node

The limitations of node hardware and the quality variation of wireless links are great challenges to providing high
service availability, especially in WSN applications, where it is necessary to create mechanisms that can identify and
mitigate or solve the energy hole problem. Energy hole can be caused by congestion or overuse of route leading to the
premature death of nodes. Routing solutions must be employed load balancing mechanisms that are able to divert traffic and
thus increase QoS (less packet loss and delay rate) and reduce energy consumption. We create an algorithm to select parent
based on two metric namely ETX and energy.

The best ETX route is selected by following algorithm:
Algorithm 1 Best ETX Route Selection Route Algorithm bestETXRoute()
1: Let min ETX €<O0xFFFF
for RoutingTabel[i]
if (min ETX > Routing Table[i].ETX) & (Routing Table[i].valid)
Min ETX €< Routing Table[i].ETX
R.< Routing Table[i].nodeid
end if
end for
Return R,
Fig.4. Algorithm for best ETX Route

In CTP route is selected based on only ETX value but we use ETX and residual energy of nodes to select best route.
Algorithm 1 is used in CTP for finding best ETX path. We have used Algorithm 1, 2 and 3 for route selection.
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The best Energy route is selected by following algorithm:
Algorithm 2 Best Energy Route Selection Route Algorithm bestEnergyRoute()

1: Let maxEnergy <0

2: for RoutingTabelli]

3: if (maxenergy < Routing Table[i].energy) & (Routing Table[i].valid)
4: maxEnergy € Routing Table[i].energy

5: Ry, < Routing Table[i].nodeid

6: end if

7 end for

8: Return Ry

Fig.5. Algorithm for best Energy Route

The proposed algorithm (ELR) will select route based on link quality and residual energy of nodes. Algorithm 3 is
proposed ELR protocol which select route to sink node.

In our algorithm, routing table has addition entry of energy which indicates least energy in route and control packet
also carries this information. The algorithm searches for the node with the highest least energy node route among all the
routes with minimum ETX, then that node will be taken as parent node. We used two threshold parameters Ey, and
ETXdiffy,. Ey, is an energy threshold and ETXdiffy, is ETX difference threshold. After selection of best ETX route and best
energy route, algorithm find difference ETX. If difference ETX (ET Xgir) is less then ETXdiffy, then best energy route will be
selected. Otherwise further check for best ETX route has efficient energy to complete cycle of task. If best ETX route has
energy greater then energy thresh hold, then best Energy route is selected otherwise best ETX route is set to invalid and it
will be removed from selection of parent node and repeat cycle till algorithm does select a best route.

Algorithm 3 Selection Route Algorithm of ELR Protocol
1 Let ETXdiffy, € Expected Transmission Threshold
2: Let Ey, €Energy Threshold
3: Let R, € bestETXRoute()

4. Let R, € bestEnergyRoute()
5: ETXir € Rp.ETX — R..ETX
6: if Ra=Rb then
7: SelectedRoute € R,
8: else if ET Xy < ETXdiffy, then
9: SelectedRoute < R,

10: else

11: if R,. energy < Ey, then

12: R.. valid < False

13: Repeat step 3

14: end if

15: end if

Fig.6 Algorithm for ELR

V. IMPLEMENTATION OF ELR ALGORITHM

We implemented this algorithm in Tinyos-2.x in module ~\tos\lib\net\ctp. The energy consumption by sensor node
is very challenging task because there is no tool to calculate energy consumption. We calculate remaining energy of nodes
by software method. The energy used by sensor node is calculated runtime by tracking the time spent by components such as
microcontroller, radio, sensor and memory. Each component consumes current. Energy consumption is calculated as
Energy=Current*Voltage*Time

Current and voltage depends on which mote we are using. In our implementation we take mote users manual ! to
calculate energy. In this manual we get value of current required by different modules (microcontroller, radio, sensor and
memory). Figure 6! will show the system specification of all component of mote. Figure 7 shows the current required by
components with duty cycle. Mote operates on 3V and radio in transmission mode take 12mA. If radio active for 1 ms then
energy consumption is

Energy= (12 *10°%) *(3)*(1*10*3) joule
=36pjoule.
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So like this we calculate energy spent by all components and deduct spent energy from initial energy to get
remaining energy of node. For 2AA type battery capacity is 2000 joules initially.

SYSTEM SPECIFICATIONS

Current (full operation) 8 mA
Current sleep 8 pA 99
Current in receive 8 mA
Current transmit 12 mA 0.25
Current sleep 2 pA 99
Write 15 mA 0
Read 4 mA 0
Sleep 2 pA 100
Current (full operation) 5 mA 1
Current sleep 5 pA 99

Fig. 7. System Specification.®

We add new parameter entry called energy in routing frame as well as in routing table. Figure 8 shows the routing
frame with new parameter added energy.

8 16
PIC| reserved Parent
Parent ETX
ETX Energy
Energy

Fig. 8. Routing Frame.

The CtpRoutingEngine.nc is modified to implement ELR algorithm. We create new method Consumed Energy () to
calculate consumed energy, which returns residual energy of mote and this is called periodically by the routing engine. The
energy value is sent with the control packet and the nodes which receives control packet, will update their routing table with
the updated energy value. The routing decision is modified according to ELR algorithm in the Update Route task.

The energy Threshold is set to 10%. When nodes have battery capacity less than 10% it will not work as
intermediate node but it is able to send its own packet till death. The ETXdiffTh is set to 10.We can also change this
threshold value because it is about link quality.

VI. PERFORMANCE ANALYSIS
We use TOSSIM simulator for test proposed protocol under Linux. TOSSIM is simulator for tiny OS developed by
university of California at Berekely, USA, Which can run the actual tinyOS code without any motes/™® The hardware
components are simulated using software at packet level and code developed for this simulator can be directly fused into the
motes with minimum changes.
The simulation parameter used for creating the network topology is given below. The nodes are placed in uniform topology.

Parameter Value

No. of Nodes 100

Topology Uniform, Random

Size 500*500

Simulation  Time in | 1000,2000,4000,6000,8000,10000
Seconds

Radio Model Indoor

Initial Battery Capacity 100mA-hour

Table 1. Simulation Parameters
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6.1. Simulation Results

The figure 9 shows the PRR value for two protocols with the simulation time from 1000 to 10000 seconds. X-axis
shows the simulation time and Y-axis shows the packet reception ratio. The PRR value of proposed scheme is compared to
the CTP protocol. The PRR value of the CTP protocol is almost same as ELR initially, but decreases as time advances. This
is due to high link quality nodes are dead as time passed. But in ELR protocol load is distributed among all nodes, so we can
get high packet reception ratio than CTP.

100
DT ——a—
60 —
50
40
—— CTP
30
20 —=— ER
10
0 T T T T T 1
1000 2000 4000 6000 8000 10000

Fig. 9. Packet Reception Ratio

The Number of node alive over the simulation time is measured and shown in the figure 10. X-axis shows the
simulation time and Y-axis shows the number of nodes alive. The time at which first node dies, is also calculated for CTP
and ELR which are 2498 and 4596 seconds respectively. This result shows that network life is increased due to load
balancing in ELR protocol.

120
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Fig. 10. Number of nodes alive

Figure 11 shows control packet overhead ratio value for two protocols for the simulation times from 1000 to 10000
seconds. X-axis shows the simulation time and Y-axis shows the control packet overhead ratio. In ELR control packet
overhead is greater than CTP. This is due to receiving more recent updated energy value.
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Fig. 11. Control Packet Overhead Ratio

Figure 12 shows the data packet retransmission ratio. X-axis shows the simulation time, Y-axis shows the
retransmission ratio. The data packet retransmission increases as time is increased. The data packet retransmission ratio of
CTP is almost same as ELR initially, but increases as time advances. This is because the node dies as time passes. Due to
increased retransmission ratio delay increased in reception. Quality of service decreases if delay is increased.

CTP

ELR

1000 2000 4000 6000 8000 10000

Fig. 12. Data Packet Retransmission Ratio

VII. CONCLUSION

Energy is an important resource in WSN. To increase network lifetime, the traffic load should be distributed among
the forwarding nodes in such a way that they could be alive for a long time. In this paper, we proposed a protocol, which
take the routing decision based on the link quality and the energy of nodes. Every node contains energy entry in routing table
which indicates least energy node in route. We got this idea from min-max battery cost routing. Each node will make one of
its neighbors as its parent if the parent has route to sink having efficient energy and good link. We found in our result that
ELR protocol increases network lifetime by load balancing among forwarding nodes. The result shows that PRR is
increased, Data packet retransmission is decreased and more number of nodes are alive than CTP with some overhead of
control packet. The limitation of ELR and CTP is that PRR decreases if nodes are mobile.
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Abstract: This work investigated the compressive strength of binary and ternary blended cementsandcrete and
soilcreteblocks containing Afikpo rice husk ash (RHA) and corn cob ash (CCA). 135 solid sandcrete blocks and 135 solid
soilcrete blocks of 450mm x 225mm x 125mm were produced with OPC-RHAbinary blended cement, 135with OPC-
CCAbinary blended cement, and 135with OPC-RHA-CCAternary blended cement, each at percentage OPC replacement
with pozzolan of 5%, 10%, 15%, 20%, and 25%.Three sandcrete blocks and three soilcreteblocks for each OPC-pozzolan
mix and the control were crushed to obtain their compressive strengths at 3, 7, 14, 21, 28, 50, 90, 120, and 150 days of
curing. Binary and ternary blended cement sandcrete and soilcrete block strength values were found to be higher than the
control values beyond 50 days of hydration at 5-20% OPC replacement with pozzolan. The 150-day strength values for
OPC-RHA-CCA ternary blended cement sandcreteand soilcrete blocks were respectively 6.10N/mm?and 5.30N/mm? for 5%
replacement,  6.00N/mm’and  5.20N/mm®  for  10%  replacement, 5.85N/mm?and  5.00N/mm%or  15%
replacement,5.70N/mm?and 4.95N/mm?for 20% replacement, and 5.35N/mm?and 4.85N/mm?for 25% replacement; while the
control values were 5.20N/mm? and 4.80N/mm? Thus, OPC-RHA and OPC-CCA binary blended cements as well as OPC-
RHA-CCA ternary blended cement could be used in producing sandcrete and soilcrete blocks with sufficient strength for use
in building and minor civil engineering works where the need for high early strength is not a critical factor.

KeyWords: Binary blended cement, corn cob ash, pozzolan, rice husk ash, sandcrete block, soilcrete block, ternary blended
cement.

I. Introduction

Sandcrete and soilcrete blocks are cement composites commonly used as walling units in buildings all over South
Eastern Nigeria and many other parts of Africa. The major constituents of sandcrete are water, cement, and sand while those
of soilcrete are water, cement, and natural soil, especially laterite. These important construction materials have been greatly
investigated by many researchers. Mama and Osadebe (2011) developed a mathematical model for optimizing the strength of
laterizedsandcrete blocks. Joshua and Lawal (2011) successfully replaced sand with laterite in suitable optimal percentages
to produce laterizedsandcrete blocks with adequate strength and more cost effectiveness than the traditional sandcrete blocks.
Wenapereand Ephraim (2009) found that the compressive strength of sandcrete blocks increased with age of curing for all
mixes tested at the water-cement ratio of 0.5. Their findings showed that the strength at ages 7, 14, and 21 days were 43%,
75%, and 92% of the 28-day strength respectively. Baiden and Tuuli (2004) confirmed that mix ratio, materials quality, and
mixing of the constituent materials affect the quality of sandcrete blocks.

Within the past decade researchers in this field have focused largely on finding ways of reducing the cost of cement
used in sandcrete and soilcrete block production so as to provide low-cost buildings in the suburbs and villages of South
Eastern Nigeria and other places. For this reason agricultural by-products regarded as wastes in technologically
underdeveloped societies are increasingly being investigated as partial replacement of Ordinary Portland Cement (OPC) in
binary blended cement systems. Manasseh (2010) carried out an elaborate review of some of the commonest agro wastes that
have been experimented as cement replacement in sandcrete making and found some of them such as rice husk ash (RHA)
suitable. Apata and Alhassan (2012) recently evaluated locally available materials as partial replacement for cement and
concluded that partial replacement of these local materials with 10% OPC can be adopted for low cost housing. Okpala
(1993) had partially substituted cement with RHA in the percentage range of 30-60% at intervals of 10% while considering
the effect on some properties of sandcrete blocks. His results revealed that up to 40% cement replacement would still be
suitable for a sandcrete mix of 1.6 (cement/sand ratio) while up to 30%replacement would be suitable for a mix of 1:8.
Aribisala and Bamisaye (2006) reported the successful use of bone powder as partial replacement for cement in concrete.
Marthong (2012) used sawdust ash (SDA) as partial replacement of cement in sandcrete. Ganesan, Rajagopal, and Thangavel
(2008) assessed the optimal level of replacement of OPC with RHA for strength and permeability properties of blended
cement concrete. Nair, Jagadish, and Fraaij (2006) found that RHA could be a suitable alternative to OPC for rural housing.

Cisse and Laquerbe (2000) reported that sandcrete blocks obtained with unground Senegalese RHA as partial
replacement of OPC had greater mechanical resistance than 100% OPC sandcrete blocks. Their study also revealed that the
use of unground RHA enabled production of lightweight sandcrete block with insulating properties at a reduced cost.
Agbede and Obam (2008) investigated the strength properties of OPC-RHA blended sandcrete blocks. They replaced various
percentages of OPC with RHA and found that up to 17.5% of OPC can be replaced with RHA to produce good quality
sandcrete blocks. Oyekan and Kamiyo (2011) reported thatsandcrete blocks made with RHA-blended cement had lower heat
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storage capacity and lower thermal mass than 100% OPC sandcrete blocks. They explained that the increased thermal
effusivity of the sandcrete block with RHA content is an advantage over 100% OPC sandcrete block as it enhances human
thermal comfort. Wada et al. (2000) demonstrated that RHA mortar and concrete exhibited higher compressive strength than
the control mortar and concrete. Mehta and Pirtz (2000) investigated the use of rice husk ash to reduce temperature in high
strength mass concrete and concluded that RHA is very effective in reducing the temperature of mass concrete compared to
OPC concrete. Sakr (2006) investigated the effects of silica fume and rice husk ash on the properties of heavy weight
concrete and found that these pozzolans gave higher concrete strengths than OPC concrete at curing ages of 28 days and
above. Malhotra and Mehta (2004) reported that ground RHA with finer particle size than OPC improves concrete properties
as higher substitution amounts result in lower water absorption values and the addition of RHA causes an increment in the
compressive strength. Cordeiro, Filho, and Fairbairn (2009) investigated Brazilian RHA and rice straw ash (RSA) and
demonstrated that grinding increased the pozzolanicity of RHA and that high strength of RHA, RSA concrete makes
production of blocks with good bearing strength in a rural setting possible. Their study showed that combination of RHA or
RSA with lime produces a weak cementitious material which could however be used to stabilize laterite and improve the
bearing strength of the material. Rukzon, Chindaprasirt, and Mahachai (2009) studied the effect of grinding on the chemical
and physical properties of rice husk ash and the effects of RHA fineness on properties of mortar and found that pozzolans
with finer particles had greater pozzolanic reaction. Habeeb and Fayyadh (2009) also investigated the influence of RHA
average particle size on the properties of concrete and found that at early ages the strength was comparable, while at the age
of 28 days finer RHA exhibited higher strength than the sample with coarser RHA. Cordeiro, Filho, and Fairbairn (2009)
further investigated the influence of different grinding times on the particle size distribution and pozzolanic activity of RHA
obtained by uncontrolled combustion in order to improve the performance of the RHA. The study revealed the possibility of
using ultrafine residual RHA containing high-carbon content in high-performance concrete.

Some researchers have also investigated the possibility of ternary blended cement systems whereby OPC is blended
with two different pozzolans. The ternary blended system has two additional environmental and economic advantages. First,
it enables a further reduction of the quantity of OPC in blended cements. Second, it makes it possible for two pozzolans to be
combined with OPC even if neither of them is available in very large quantity. Fri“as et al. (2005)studied the influence of
calcining temperature as well as clay content in the pozzolanic activity of sugar cane straw-clay ashes-lime systems. All
calcined samples showed very high pozzolanic activity and the fixation rate of lime varied with calcining temperature and
clay content. Elinwa, Ejeh, and Akpabio (2005) investigated the use of sawdust ash in combination with metakaolin as a
ternary blend with 3% added to act as an admixture in concrete. Tyagher, Utsev, and Adagba (2011) found that sawdust ash-
lime mixture as partial replacement for OPC is suitable for the production of sandcrete hollow blocks. They reported that
10% replacement of OPC with SDA-lime gave the maximum strength at water-cement ratio of 0.55 for 1:8 mix ratio.Fadzil
et al. (2008)studied the properties of ternary blended cementitious (TBC) systems containing OPC, ground Malaysian RHA,
and fly ash (FA). They found that compressive strength of concrete containing TBC gave low strength at early ages, even
lower than that of OPC, but higher than binary blended cementitious (BBC) concrete containing FA. Their results suggested
the possibility of using TBC systems in the concrete construction industry and that TBC systems could be particularly useful
in reducing the volume of OPC used. Rukzon and Chindaprasirt (2006) investigated the strength development of mortars
made with ternary blends of OPC, ground RHA, and classified fly ash (FA). The results showed that the strength at the age
of 28 and 90 days of the binary blended cement mortar containing 10 and 20% RHA were slightly higher than those of the
control, but less than those of FA. Ternary blended cement mixes with 70% OPC and 30% of combined FA and RHA
produced strengths similar to that of the control. The researchers concluded that 30% of OPC could be replaced with the
combined FA and RHA pozzolans without significantly lowering the strength of the mixes.

Most of the previous researches on ternary blended cements were based on the ternary blending of OPC with an
industrial by-product pozzolan such as FA or silica fume (SF) and an agricultural by-product pozzolan, especially RHA.
Tons of agricultural wastes such as rice husk and corn cobare generated in Afikpo district and some othercommunities in
South Eastern Nigeria due to intensified food production and local economic ventures. Not much has been reported on the
possibility of binary combination of these Nigerian agricultural by-products with OPC in developing blended cements and no
literature exists on the possibility of ternary blending of two of them with OPC. This work is part of a pioneer investigation
of the suitability of using two Nigerian agricultural by-products in ternary blend with OPC for sandcrete and soilcreteblock
making. The compressive strength of binary and ternary blended cementsandcrete and soilcreteblocks containing Afikpo rice
husk ash and corn cob ash was specifically investigated. It is hoped that the successful utilization of Afikpo rice husk ash and
corn cob ash in binary and ternary combination with OPC for making sandcrete and soilcreteblocks would help in reducing
the cost of building and minor civil engineering projects that make much use of sandcrete and soilcrete blocks as well asadd
economic value to these wastes.

I1. Methodology

Rice husk was obtained from rice milling factories in Afikpo district ofEbonyi Stateand corn cob from Aba district
in Abia State, both in South East Nigeria. These materials were air-dried, pulverized into smaller particles, and calcined into
ashes in a locally fabricated furnace at temperatures generally below 650°C. The rice husk ash (RHA) and corn cob ash
(CCA) were sieved and large particles retained on the 600um sieve were discarded while those passing the sieve were used
for this work. No grinding or any special treatment to improve the quality of the ashes and enhance their pozzolanicity was
applied.The RHA had a bulk density of 760 Kg/m®, specific gravity of 1.81, and fineness modulus of 1.40. The CCA had a
bulk density of 800 Kg/m?, specific gravity of 1.90, and fineness modulus of 2.02. Other materials used for this work are
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Ibeto brand of Ordinary Portland Cement (OPC) with a bulk density of 1650 Kg/m? and specific gravity of 3.13; river sand
free from debris and organic materials with a bulk density of 1590 Kg/m®, specific gravity of 2.68, and fineness modulus of
2.82;laterite also free from debris and organic materials with a bulk density of 1450 Kg/m?, specific gravity of 2.30, and
fineness modulus of 3.30; and water free from organic impurities.

A simple form of pozzolanicity test was carried out for each of the ashes. It consists of mixing a given mass of the
ash with a given volume of Calcium hydroxide solution [Ca(OH),] of known concentration and titrating samples of the
mixture against H,SO, solution of known concentration at time intervals of 30, 60, 90, and 120 minutes using Methyl
Orange as indicator at normal temperature. For each of the ashes the titre value was observed to reduce with time,
confirming the ash as a pozzolan that fixed more and more of the calcium hydroxide, thereby reducing the alkalinity of the
mixture.

A standard mix ratio of 1:6 (blended cement: sand (or laterite)) was used for both the sandcrete and the soilcrete
blocks. Batching was by weight and a constant water/cement ratio of 0.6 was used. Mixing was done manually on a smooth
concrete pavement. For binary blending with OPC, each of the ashes was first thoroughly blended with OPC at the required
proportion and the homogenous blend was then mixed with the sand in the case of sandcrete blocks and with laterite in the
case of soilcrete blocks, also at the required proportions. For ternary blending, the two ashes were first blended in equal
proportions and subsequently blended with OPC at the required proportions before mixing with the sand or laterite, also at
the required proportions. Water was then added gradually and the entire sandcreteor soilcreteheap was mixed thoroughly to
ensure homogeneity.

One hundred and thirty-five (135) solid sandcrete blocks and one hundred and thirty-five (135) solid soilcrete
blocks of 450mm x 225mm x 125mm were produced with OPC-RHADbinary blended cement, one hundred and thirty-five
(135) with OPC-CCADbinary blended cement, and one hundred and thirty-five (135) with OPC-RHA-CCAternary blended
cement, each at percentage OPC replacement with pozzolan of 5%, 10%, 15%, 20%, and 25%. Twenty seven (27)
sandcreteblocks and twenty seven (27) soilcrete blocks were also produced with 100% OPC or 0% replacement with
pozzolan to serve as control. This gives a total of 432 sandcrete blocks and 432 soilcrete blocks.All the blocks were cured by
water sprinkling twice a day in a shed. Three sandcrete blocks and three soilcreteblocks for each OPC-pozzolan mix and the
control were tested for saturated surface dry bulk density and crushed to obtain their compressive strengths at 3, 7, 14, 21,
28, 50, 90, 120, and 150 days of curing.

I1l. Results and Discussion

The pozzolanicity test confirmed both the RHA and the CCA as pozzolans since they fixed some quantities of lime
over time. The particle size analysis showed that both ashes were much coarser than OPC, the reason being that they were
not ground to finer particles. This implies that the compressive strength values obtained using them could still be improved
upon if the ashes are ground to finer particles. The compressive strengths of the OPC-RHA and OPC-CCA binary blended
cement sandcrete and soilcrete blocks as well as the OPC-RHA-CCA ternary blended cement sandcrete and soilcreteblocks
are shown in tables 1, 2, and 3 for 3-14 days, 21-50 days, and 90-150 days of curing respectively.

Tables 1, 2, and 3 show that the strength values for OPC-RHA and OPC-CCA binary blended cement sandcrete and
soilcrete blocks as well as those of OPC-RHA-CCA ternary blended cement sandcrete and soilcrete blocks were all less than
the equivalent control values at 3-28 days of hydration for all percentage replacements of OPC with pozzolans. The strength
values of the binary and ternary blended cement sandcrete and soilcrete blocks were the same with the equivalent control
values at about 50 days of hydration and greater than the control values at curing ages beyond 50 days. The 150-day strength
values for OPC-RHA-CCA ternary blended cement sandcreteand soilcrete blocks were respectively 6.10N/mm?and
5.30N/mm? for 5% replacement, 6.00N/mm®and 5.20N/mm? for 10% replacement, 5.85N/mm“and 5.00N/mm?for 15%
replacement, 5.70N/mm?and 4.95N/mm*for 20% replacement, and 5.35N/mm?and 4.85N/mm?for 25% replacement; while
the control values were 5.20N/mm? and 4.80N/mm?. The lower strength values of blended cement sandcrete and soilcrete
blocks at earlier days of hydration show that pozzolanic reaction was not yet much at those earlier periods; the pozzolanic
reaction became higher at later curing ages and this accounts for the much increase in strength of blended cement sandcrete
and soilcrete blocks compared to the control specimens.

Table 1. Compressive strength of blended OPC-RHA-CCA cement sandcrete and soilcreteblocks at 3-14
days of curing

OPC Compressive Strength of sandcrete blocks Compressive Strength of soilcrete blocks
Plus (N/mm?) (N/mm?)
0% 5% 10% | 15% |20% | 25% | 0% 5% 10% | 15% | 20% | 25%
Poz. Poz. Poz. Poz. Poz. Poz. Poz. Poz. Poz. Poz. Poz. Poz.
Strength at 3 days
RHA |09 (070 |060 |055 |[050 |[045 |080 |060 |050 |045 |035 |0.30
CCA 090 |065 |060 |050 |[045 |[040 |080 |0O55 |050 |040 |035 |0.30
RHA |09 |065 |060 |050 |050 |040 |080 |060 |055 |045 |035 |0.30

CCA

Strength at 7 days
RHA [150 [130 [120 [115 [1.00 [090 [130 [110 [100 [090 [0.80 [0.65
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CCA 150 |1.25 1.20 1.10 | 095 | 0.90 1.30 1.05 1.00 | 080 |0.75 |0.60
RHA 150 |1.25 1.20 1.10 |1.00 | 0.90 1.30 1.10 1.00 |0.85 |0.80 |O0.60
&
CCA
Strength at 14 days
RHA 270 | 2.40 230 |220 | 2.05 190 |230 | 2.00 190 |1.80 1.65 1.50
CCA 270 | 2.35 225 210 | 2.00 190 | 230 1.90 1.80 |1.75 1.60 1.50
RHA 270 | 235 225 |215 | 2.00 190 |230 1.95 190 |1.75 1.60 1.55
&
CCA

Table 2. Compressive strength of blended OPC-RHA-CCA cement sandcrete and soilcreteblocks at 21-50
days of curing

OPC Compressive Strength of sandcrete blocks Compressive Strength of soilcrete blocks
Plus (N/mm?) (N/mm?)
0% 5% 10% | 15% | 20% |25% | 0% 5% 10% | 15% | 20% | 25%
Poz. Poz. Poz. Poz. Poz. Poz. Poz. Poz. Poz. Poz. Poz. Poz.
Strength at 21 days
RHA |350 |325 |315 |310 |300 |280 |310 |28 |270 |260 |255 |240
CCA 350 [315 |[305 |300 |290 |270 |310 |270 |265 |250 |240 | 230
RHA |[350 |320 |310 |300 |29 |275 |310 |270 |265 |250 |245 |230
&
CCA
Strength at 28 days
RHA 440 |420 |410 |405 |390 |375 |39 |370 |355 |350 |340 |3.30
CCA 440 | 410 |390 |380 |[375 |360 |[390 |350 |345 |335 |330 |3.25
RHA |[440 |410 |390 |39 |38 |365 |39 |360 |350 |340 |335 |3.25
&
CCA
Strength at 50 days
RHA |470 |470 |460 |455 |450 |430 |430 |450 |4.45 |430 |4.10 |4.00
CCA 470 | 460 |450 |440 |435 |420 |430 |440 |430 |425 |4.05 |3.95
RHA 4.70 4.60 4.55 4.40 4.40 4.30 4.30 4.40 4.30 4.25 4.10 4.00
&
CCA

Table 3. Compressive strength of blended OPC-RHA-CCA cement sandcrete and soilcreteblocks at 90-150
days of curing

OPC Compressive Strength of sandcrete blocks Compressive Strength of soilcrete blocks
Plus (N/mm?) (N/mm?)
0% 5% 10% | 15% | 20% |25% | 0% 5% 10% | 15% | 20% | 25%
Poz. Poz. Poz. Poz. Poz. Poz. Poz. Poz. Poz. Poz. Poz. Poz.
Strength at 90 days
RHA |490 |525 |510 |500 |490 |480 |450 |490 |480 |465 |460 |4.45
CCA 490 |510 |500 |490 |480 |465 |450 |485 |475 |460 |455 |4.30
RHA |[490 |520 |510 |490 |485 |470 |450 |490 |475 |460 |455 |4.30
&
CCA
Strength at 120 days
RHA |510 |595 |570 |560 |545 |525 |470 |530 |510 |500 |495 |4.80
CCA 510 |580 |560 |550 |540 |515 |470 |5.10 |5.00 |495 |480 |4.65
RHA |510 |590 |560 |550 |540 |520 |470 |520 |500 |500 |485 |4.70
&
CCA
Strength at 150 days
RHA |520 |625 |6.10 |590 |575 |545 |480 |550 |530 |510 |5.00 |4.90
CCA 520 |6.00 |[590 |58 |570 |530 |480 |525 |515 |500 |4.90 |4.85
RHA |520 |6.10 |6.00 |58 |570 |535 |480 |530 |520 |500 |495 |4.85
&
CCA
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It can also be seen from tables 1-3 that the strength values of OPC-RHA binary blended cement sandcrete and
soilcreteblocks were consistently greater than those of OPC-CCA binary blended cementsandcrete and soilcreteblocks for all
percentage replacements of OPC with pozzolans at all curing ages. This shows that RHA has a higher pozzolanic reactivity
than CCA. The strength of the OPC-RHA-CCA ternary blended cement sandcrete and soilcreteblocks was consistently in-
between the values of the OPC-RHA and OPC-CCA binary blended cement sandcrete and soilcrete blocks. Therefore, more
RHA than CCA should be utilized if the two pozzolans are to be used in unequal proportions to optimize the strength of the
OPC-RHA-CCA ternary blended cement sandcrete and soilcrete blocks. However, the closeness in strength values of OPC-
RHA and OPC-CCA binary blended cement sandcrete and soilcrete blocks and the fact that the strength of the OPC-RHA-
CCA ternary blended cement sandcrete and soilcreteblocks was in-between these values suggests that the two agricultural
by-product pozzolans could be combined in any available proportions individually in binary blending or together in ternary
blending with OPC in making blended cement sandcrete and soilcrete blocks.

The results in tables 1 to 3 further show that the values of soilcreteblock strength are consistently less than the
corresponding values of sandcrete block strength for all percentages of OPC replacement with pozzolans and at all curing
ages. This confirms that sand is better than laterite as fine aggregate material in making cement composites. However, a
close examination of the results shows that the values of the soilcrete block strengths are not much different from those of
sandcrete block strengths. For example, the 50-day strengths are 4.70N/mm? for sandcrete block and 4.30N/mm? for soilcrete
block at 100% OPC and 4.55N/mm? for sandcrete block and 4.30N/mm? for soilcrete block at 10% replacement of OPC with
RHA-CCA in ternary blending. This also confirms that laterite could be used as sole fine aggregate in making cement
composites for low-cost houses in communities where sharp sand is difficult to obtain at affordable prices.

IV. Conclusions

OPC-RHA and OPC-CCA binary blended cement sandcrete and soilcreteblocks as well as OPC-RHA-CCA ternary
blended cementsandcrete andsoilcreteblocks have compressive strength values less than those of 100% OPC sandcrete and
soilcreteblocks for 5-25% replacement of OPC with pozzolans at 3-28 days of hydration. The blended cement sandcrete and
soilcreteblock strength values become equal to the control values at about 50 days of curing and greater than the control
values beyond 50 days of hydration. Thus, OPC-RHA and OPC-CCA binary blended cements as well as OPC-RHA-CCA
ternary blended cement could be used in producing sandcrete and soilcreteblocks with sufficient strength for use in building
and minor civil engineering works where the need for high early strength is not a critical factor.

The strength of OPC-RHA binary blended cement sandcrete and soilcreteblocks is consistently greater than that of
OPC-CCA binary blended cement specimens for all percentage replacements of OPC with pozzolansand at all curing ages.
The strength values of OPC-RHA-CCA ternary blended cement sandcrete and soilcreteblocks were consistently in-between
the values of OPC-RHA and OPC-CCA binary blended cement sandcrete and soilcrete blocks. This suggests that more RHA
should be used than CCA if the two pozzolans were to be used in unequal proportions to optimize the strength of the OPC-
RHA-CCA ternary blended cementsandcrete and soilcrete blocks.

Moreover, the closeness in strength values of OPC-RHA and OPC-CCA binary blended cement sandcrete blocks
(this closeness was also observed for soilcrete blocks) and the fact that the strength of the OPC-RHA-CCA ternary blended
cement sandcrete blocks was in-between these values suggests that the two agricultural by-product pozzolans could be
combined in any available proportions individually in binary blending or together in ternary blending with OPC in making
blended cement sandcrete and soilcrete blocks for use in various Nigerian communities.

The strength values of soilcrete blocks were found to be less than those of sandcrete blocks for all percentages of
OPC replacement with pozzolans and at all curing ages. Therefore, sand should be used in preference to laterite for making
cement blocks. However, since the soilcrete block strengths were not much less than the equivalent sandcrete block
strengths, good quality laterite could still be used for block making in the various communities where sand is scarce and
unaffordable to the rural populace.
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Abstract: In this paper area-power efficient modulo 2"+1 multiplier is proposed. The result and one operand for the new
modulo multipliers use weighted representation, while the other uses the diminished- 1. By using the radix-4 Booth recoding,
the new multipliers reduce the number of the partial products to n/2 for even and (n+1)/2 for odd except for one correction
term. According to our algorithm, the resulting partial products are added through inverted end around carry save adder
into two operands, which are finally adder by a 2-stage n-bit adder containing 2:1 multiplexer. By using the purposed adder,
the new multipliers reduce the area and power. The analytical and experimental result indicates that the new modulo 2"+1
multipliers, offer reduced power and more compact area among all the existing structures.

Keywords: 2-Stage n-Bit Adder, Modulo Multiplier, Residue Number System (RNS).

I. INTRODUCTION
Residue number systems (RNS) reduce the delay of carries propagation, thus suitable for the implementation of
high-speed digital signal processing devices. Some arithmetic operations, such as addition and multiplication, can be carried
out more efficiently in RNS than in conventional two’s complement systems. RNS has been adopted in the design of Digital
Signal Processors (DSP), Finite Impulse Response (FIR) filters], image processing units, Discrete Cosine Transform (DCT)
processors, communication components, cryptography, and other DSP applications . In recent years, efficient schemes for
modulo multipliers have been studied intensively. Generally, modulo 2"+1 multipliers can be divided into three categories,
depending on the type of operands that they accept and output:
i the result and both inputs use weighted representation;
ii. the result and both inputs use diminished-1 representation;
iii. The result and one input use weighted representation, while the other input uses diminished-1.

For the first category, Zimmermann et al. [1] used Booth encoding to realize, but depart from the diminished-1
arithmetic, which leads to a complex architecture with large area and delay requirements. For the second category, Wang et
al. [2] proposed diminished-1 multipliers with -bit input operands. The multipliers use a non-Booth recoding and a zero
partial-product counting circuit. The main drawback in this architecture was handling of zero inputs and results were not
considered.

Curiger et al. [3] proposed new modulo multipliers by using the third category. This architecture use ROM based
look-up methods are competitive. The main drawback in this architecture increasing n-bit, they become infeasible due to
excessive memory requirements.

Jian et al. [4] also proposed for the third category architecture and reduce the memory requirement and speed up.
The new architecture is based on n-bit addition and radix-4 booth algorithm, which is efficient and regular. We are replaced
diminished-1 modulo 2"+1 adder by 2-stage n-bit adder.

The remainder of the paper is organized as follows: mathematical formulation of Diminished-1 number
representation computation of modulo multiplier is presented in Section II. The proposed structures are presented in Section
I11. Hardware and time complexity of the proposed structures are discussed and compared with the existing structures in
Section IV. Conclusion is presented in Section V.

Il. DIMINISHED -1 NUMBER REPRESENTATION
The modulo 2"+1 arithmetic operations require (n+1) bit operands. To avoid (n+1)-bit circuits, the diminished-1
number system [15] has been adopted. Let d[A] be the diminished-1 representation of the normal binary number

A<[0,2"], namely
A =|A-1,, 0

In (i), when A = 0,d[A] €[0,2" —1] ,is an n -bit number, therefore (n+1) -bit circuits can be avoided in this case.
However,

A=0,d[A] =d[0] =|-1 2" (ii)

T
Is an (n+1) -bit number. This leads to special treatment for d [0]. The diminished-1 arithmetic operations [15] are defined as
d[-A] = d[A],ifd[A] €[0,2" —1] (iii)
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d[A+B]=|d[A]+d[B]+1, , (iv)
d[A-B]=|d[A]+d[B]+1 v)

d[AB] =|d[A]xd[B]+d[A]+d[BlI. ,
=|d[A]xB+B-1, (vi)
d[2*, A] = iCLS (d[A], k) (vii)
d[-2%, A] =iCLS (d[A],k) (viii)

Where d[ A] represents the one’s complement of d[A]. In (vii) and (viii) iCLS (d[a], k) is the k -bit left-circular
shift of in which the bits circulated into the LSB are complemented.

I1l. PROPOSED ARCHITECTURE
In the new modulo 2"+1 multiplication, the result and one input use weighted representations, while the other input
uses diminished-1 representation. Let d[A]=(anan:...a180), be the diminished-1 representation of weighted A , B=(b,b,.

1...bibg); and P =|A>< B g = (Pr1Pys---Py),all be weighted one. According toradix-4 booth recording [15] the
product can be written as

K-1

> PR +C+K

(ix)

2"+1

P=|AxB

241

Where
-1
C=>c

i
i=0

n/2,even
And K=
{(n +1)/2,0dd

From (ix) it is clear that the architecture consists of the partial products generator (PPG), the correction tern
generator (CTG), the inverted end-around-carry carry save adder (EAC CSA) and 2-stage n-bit adder. Based on this
architecture, a solution which is more effective is proposed.

The encoding scheme accordant with the radix-4 Booth recoding [4], the partial product generator (PPG) can be
constructed with the well-known Booth encoder (BE) and Booth selector (BS). The different blocks used in PPG and EAC
CSA are taken from [4].

In this paper, we modified BE block which take successive overlapping triplets (b,; ,0,,0,;.,) and encodes each as

an element of the set {-2,-1, 0, 1 2}. Each BE block produces 3 bits: 1%, 2x and Sign. The 3 bits along with the multiplicand
are used to form partial products.
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| |
8-bit inverted
EACCSA
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! |

8-bit inverted
EACCSA

o oo v ' wlew e

2-Stage 8-bit Adder with Mux

!

output

The CTG produces which has the form (...... (0)8

i+l

0X;......0x,0%,) with X; € {0,1} . Since the 2i-th bit X, is 1
when the BE, block encodes 0, otherwise X; is 0, one XNOR gate accepting the 1x and 2x bits of the block can generate

the 2i-th bit X, .

The inverted EAC CSA tree can reduce the Partial Products to two numbers. The CSA tree is usually constructed
with full adders (FA).Then the final two numbers from the tree is passed through the 2-stage n-bit adder. The 2-stage n-bit
adder is consisting of two ripple carry adder with C;,=0 and Cj,=1and one 2:1 multiplexer. The C, of first n-bit ripple carry
adder is act as control signal to the multiplexer. The two n-bit sum of the ripple carry adder is given to the multiplexer. If
Cout=0 then the final sum is the sum where the C;, =1 as shown in fig.(3).

bajs)

Figure 2(a): Booth encoder
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Input Output Code
Diss | bai b1 Slgn 2X 1x
0 0 0 0 0 0 0
0 0 1 0 0 1 1
0 1 0 0 0 1 1
0 1 1 0 1 0 2
1 0 0 1 1 0 -2
1 0 1 1 0 1 -1
1 1 0 1 0 1 -1
1 1 1 1 0 0 -0

Figure 2(b): Truth table
[ i
Cour 8-bit Ripple carry adder -
Cin=0
L% N *)
8-bit Ripple carry dder <
Cin=1
Sum-2 \ Sum-1
v
Example: When, n=8Let!l A="77V~. R=(157);, then

d[A}226Va. |4x Bl.. . = (1 FinjlSom

X Y. Sum-1. Sum-2 and Final Sum are 8-bit data

Figure 3: 2-Stage8-bit adder with Multiplexer

Example: When, n=8 ,Let A=(227)15, B=(157)s, then d[A]=(226),, |Ax B o, =73,
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IV. RESULT AND SIMULATION

The proposed architecture has very low hardware complexity compared to [4], which consist of modulo 2"+1 adder.
In the proposed architecture, we use the 2-stage inverted n-bit adder. And calculate the output for 8, 12, 16-bit. To estimate
the timing, area and power information for ASIC design, we have used Synopsys Design Compiler to synthesize the design
into gate Level.

Comparison of Synopsys result in the proposed architecture and diminished-1 modulo 2"+1 architecture is given in
Table 1 and Table 2 respectively.

These improvements are reasonable. When compared with Diminished-1 modulo 2"+1 multipliers for weighted
representation; the blocks of the new multipliers are based on inverted n-bit adder architecture and use area-power efficient
in n-bit adders.

Table 1: Synopsys Result for Area

Area(um?)
Multiplier 8 bit 12 bit 16 bit
Proposed 4755.2651 8984.3446 15124.7143
Jian et al[4] 4901.5240 9127.5707 15370.098

Table 2: Synopsys Result for Power

Power at 50Hz(UW)
Multiplier 8 bit 12 bit 16 bit
Proposed 13.6532 15.6768 29.0434
Jian et al[4] 14.2816 16.2569 30.0773

V. CONCLUSION

In this paper, we proposed the area-power efficient a modulo 2"+1 multiplier. This architecture uses 2-stage n-bit
adder, Booth recoding which reduces the number of the partial products to n/2 for even and (n+1)/2 for odd, this is the least
number of the partial products among all modulo multipliers published. The reduction scheme uses the well-known inverted
EAC CSA tree and the final 2-stage inverted n-bit adder generates the result. The circuit to handle the zero-input case is
merged into the first Booth encoder and there is no extra delay to be added. The new multipliers, compared to existing
implementations, offer better power while being more compact and their regular structure allows efficient VLSI
implementations.
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Abstract: Most of automobiles these days are using two suspension systems namely: double wishbone suspension system
and McPherson suspension due to their good dynamic performance and higher passenger comfort. The MacPherson strut
setup is still being used on high performance cars such as the Porsche 911, several Mercedes-Benz models and
lower BMW models due to its light weight, design simplicity and low manufacturing cost. This paper proposes a systematic
and comprehensive development of a two-dimensional mathematical model of a McPherson suspension. The model
considers not only the vertical motion of the chassis (sprung mass) but also rotation and translation for unsprung mass
(wheel assembly). Furthermore, this model includes wheel mass and its moment of inertia about the longitudinal axis. The
paper offers an implementation of the model using Matlab- Simulink, whose dynamics have been validated against a realistic
two dimensional model developed with the Ansys software.

Keywords: Simulink, ANSYS, suspension, active and passive system

I. INTRODUCTION

Some common types of independent suspensions are: Swing axle, Sliding pair, McPhersonstrut, Upper and lower
A-arm (double wishbone), Multi-link suspension, Semi-trailing arm suspension, Swinging arm, Leaf springs.
The McPherson strut is a type of car suspension system which uses the axis of a telescopic damper as the upper steering
pivot. It is widely used in modern vehicles and named after Earlie S. MacPherson, who developed the design. MacPherson
struts consist of a wishbone or a substantial compression link stabilized by a secondary link which provides a bottom
mounting point for the hub or axle of the wheel. This lower arm system provides both lateral and longitudinal location of the
wheel. The upper part of the hub is rigidly fixed to the inner part of the strut proper, the outer part of which extends upwards
directly to a mounting in the body shell of the vehicle.

Fig. 1.1:Model of MacPherson

To be really successful, the MacPherson strut required the introduction of unibody (or monocogue) construction,
because it needs a substantial vertical space and a strong top mount, which uni bodies can provide, while benefiting them by
distributing stresses. The strut will usually carry both the coil spring on which the body is suspended and the shock absorber,
which is usually in the form of a cartridge mounted within the strut. The strut also usually has a steering arm built into the
lower inner portion. The whole assembly is very simple and can be preassembled into a unit; also by eliminating the upper
control arm, it allows for more width in the engine compartment, which is useful for smaller cars, particularly
with transverse -mounted engines such as most front wheel drive vehicles have. It can be further simplified, if needed, by
substituting an anti-roll bar (torsion bar) for the radius arm. For those reasons, it has become almost ubiquitous with low cost
manufacturers. Furthermore, it offers an easy method to set suspension geometry.

The McPherson suspension is widely used in small and medium size vehicles due to its light weight, compact size
and low cost. Fig 1.1 shows a McPherson suspension system which consists of a suspension arm or control arm plus a
spring-damper assembly (strut) firmly attached to the wheel assembly. Large and systematic changes in kinematic
parameters, such as camber angle and track width are a major problem in modeling and controlling this type of suspension.
The quarter-car linear model is commonly used to analyze the suspension dynamic behavior. However, this model does not
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consider the suspension system structure, which affects significantly the system dynamic behavior. It has been shown in
other research papers that two types of suspension geometries produce different responses in real systems and equivalent
parameters have been proposed to improve the linear model. In the case of the McPherson suspension, its variable geometry
provokes a nonlinear behavior, which can be analyzed with two dimensional linear models. This work proposes a systematic
and comprehensive development of a linear two-dimensional ANSY'S model of McPherson suspension. The model considers
that sprung mass (chassis) moves vertically, and that the unsprungmass (wheel assembly) experiments a two-dimensional
motion of rotation and translation. In addition, the model includes the wheel mass and its inertial moment about the
longitudinal axis. Generalized coordinates Z; and Z, are used to see the transient response. The model also takes into account
the geometric structure, as well as tyre damping and lateral stiffness, which have not been considered in other related works.
Furthermore, the paper also describes the implementation of model using Matlab-Simulink. Simulation allows analyzing the
system dynamic behavior versus road obstacles and depressions. Moreover, to validate the results, these have been compared
with the realistic two-dimensional model of the McPherson suspension developed using Ansys software.

The rest of the paper is organized as follows. The brief literature review is given in section 2. In section 3 the results
of simulation of Simulink model and ANSYS models are presented. Section 4 draws the conclusions.

Il. Review of Literature

Survey of advanced suspension developments and related control applications can be seen [4]. The synthesis and
analysis of suspension mechanisms various suspension systems are covered in [9]. All models of suspension systems are
classified as active and passive systems. In passive systems are analyzed by many others with the spring and dampers [2, 6,
7]. All these studies are concentrated to see the effect of the suspension structure on equivalent suspension parameters like
stiffness and damping ratios.[6].The modern Fuzzy control of semi active automotive suspensions is being studied by A.
AbuKkhudair, R.muresan and S.Yang,[3].The dynamic models of MacPherson suspension are developed with all geometric
parameters [1,3,7]; but all models involves non linear terms therefore the complicated mathamtical methods are required to
obtain responses. In this paper two simulation models of Mac Pherson suspension developed in ANSYS and Simulink
Softwares by eliminating no linearity. This will leads the solution easy with little compromise on the accuracy.

I1l. Simulation Results
The kinematic model of MacPherson suspension is developed in [1] and the same is shown in the Fig.3.1.

T 4o

Fig.3.1:Kinematic model of MacPherson suspension

The key points are defined at Q, P, N, T, M, C as shown in Fig.3.1 and elements are generated in ANSY'S software.
The coordinates of these points are shown in Table.3.1. Model parameters are taken from earlier in the mathematical model
[1] and shown in Table 3.2. Using the above parameters, the Ansys model is generated and transient analysis is carried out.
The steps adopted for transient analysis are from the manual [10].The input considered is a square wave signal of 50mm
amplitude,40s period with a phase shift of 15 sec. This disturbance is made as a road bump on which the wheel of
automobile is passing over it. The response of the displacement sprung mass i.e the chasis of automobile and the response of
acceleration of unsprung mass are extracted from the transient simulation studies in ANSY'S. These responses are shown in
Figures 3.2 and 3.3.
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Table 3.1: Coordinates of key points
Key X Y
point | coordinate(m) | Coordinate(m)
1 0 0
2 0.5791 -0.214
3 0.5588 0
4 0.5368 0.351
5 0.500 0.468
6 0.621 0
7 0.621 -0.351
Table 3.2: Model parameters
Particular Variable value
Mass of the chassis(sprung mass) Kg m¢=439.4
Mass of the tyre (unsprung mass)Kg my=42.3
Suspension stiffness N/m K=38404.0
Suspension damping Ns/m B,=3593.4
Tyre vertical stiffness N/m K=310000.0
Tyre lateral stiffness Ky=190000.0
Tyre damping Ns/m B=3100
Tyre effective radius m R=0.3
Wheel inertia moment in x-axis Kg m? 1.=1.0
(x10%*-2)
1.1257
75
VALU =
.25
125
2 ‘ & : 10 o 14 o 18
TIME
Fig.3.2: Response of displacement of chassis
&0y
30
10
20
20
VALT

z i g 10 14
TIME
Fig.3.3 Response of Acceleration of the chassis
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Now that the Simulink block diagram is completed [see Fig.3.4] based on the dynamics equations developed in the
research worn in [1]. The dynamic response of the suspension system is carried out with similar disturbance generated by
the road Z, in the ANSYS Model The disturbance is modeled as a square wave signal of 50mm amplitude,40s period with a
phase shift of 15 sec.

N
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Fig.3.4: Simulink Block Diagram of Suspension System.

The response of displacement and acceleration of chassis obtained from block diagram are shown in Figures 3.5 and
3.6. The two simulation studies are showing almost same maximum values of displacement and acceleration of chassis. The
acceleration experienced by the chassis is less than 10g m/s .It indicates the designed MacPherson suspension giving
satisfactory passenger comfortable acceleration.

x 10
11

101 1

Unsprung mass displacement(m)
[}
L

1 1 1 1 1 1 1 1 1 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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Fig.3.5: Displacement response of Chassis
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Fig.3.5: Acceleration response of Chassis

IV. CONCLUSIONS

In this paper, McPherson suspension system has been modeled after studying dynamic equations to study vibration
characteristics of sprung mass of the automobile system with the inclusion of various design parameters such as stiffness,
damping, masses, moment of inertia, etc. The commercial simulation software Simulink is used to implement dynamic
equations to attain the acceleration and the displacement of the chassis of the automobile during the period in which the
vehicle passes through various road conditions.

Due to the complexity involved in the mathematical expressions and executing them into the Simulink software, the
model has been simplified with a two-dimensional approach. The Ansys software is used to implement a simplified two
dimensional practical model of McPherson suspension.

The results obtained from Ansys model are compared with the mathematical model implemented on Simulink. It is
observed that the displacement and acceleration of the chassis of the automobile obtained in Ansys are nearer to the values of
mathematical model. With these developed models, the influence of suspension system parameters can be studied on the
performance of passenger comfort.
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Abstract: To achieve high data rates, speed and simultaneous increase in range and reliability without consuming extra
radio frequency requires MIMO-OFDM for wireless broadband communication.

This paper investigates the performance of MIMO-OFDM using different modulation schemes are used to encode
and decode the data stream in wireless communication over AWGN channel for unknown transmitter and known receiver. In
this paper first we integrate OFDM to MIMO. In particular; we apply MIMO detection methods based on VBLAST (Vertical
Bells Lab Layered Space Time) architecture to improve spectral efficiency.

Keywords: Orthogonal Frequency Division Multiplexing (OFDM); (Vertical Bells Lab Layered Space Time) VBLAST;
Multiple Input Multiple Output (MIMO); Bit Error Rate (BER).

I. Introduction

Now-a-days, wireless communication systems are playing crucial role. Initially, wireless systems were mainly
designed to support voice. Later these are used to transfer the data, they gain popularity because of their ease of use and
mobility .All wireless technology face the challenges of signal fading, multipath, increasing interference and limited
spectrum. Orthogonal Frequency Division Multiplexing (OFDM) plays a crucial role and reduce receiver complexity in
wireless broadband systems but in this case synchronization and channel estimation are very important, and it is replaced by
Multiple Input Multiple output-Orthogonal Frequency Division Multiplexing (MIMO-OFDM) which is a multi-user OFDM
that allows multiple accesses that scheme that combines TDM and FDM on the same channel, widely for the next generation
wireless communication systems such as WLAN,WMAN, WiMAX and 3G-LTE standard in order to accommodate many
users in the same channel at the same time. The use of MIMO technology in combination with OFDM, i.e., MIMO-OFDM is
therefore seems to be an attractive solution for future broadband wireless systems. But this MIMO system having fast
framing rate of the order of 1-2 us will be polluted by ISI when operational in an environment having a typical time delay
Spread of 200 ps. Thus an ISI value of 200/2 = 100 is an undesirable multi-path effect for the real MIMO system. Therefore
MIMO cannot achieve zero 1SI and hence cannot be utilized alone. OFDM based multi-carrier approach may be enabler for
the MIMO broadband operation So the fast frames are slowed down first and converted to several slow sub frames and
modulated to multiple carriers of OFDM. OFDM-MIMO is, therefore, useful technology which can be explored both for
communication and remote sensing (radar).

MIMO concept was first introduced by Jack Winters in 1987 for two basic communication systems. The first was
for communication between multiple mobiles and a base station with multiple antennas and the second for communication
between two mobiles each with multiple antennas.MIMO systems in spatial multiplexing have two architectures namely
Diagonal BLAST (D-BLAST) and Vertical BLAST (V-BLAST). D-BLAST uses diagonal approach which suffers from
certain implementation complexities which make it inappropriate for initial implementation. Its main motivation is to
increase diversity, and thus improve the robustness of the communication link. V-BLAST uses vector encoding process. Its
main objective is to increase the capacity data rate in a constrained spectrum and spectral efficiency of the communication
link.

Recently, IEEE 802.11n task group was formed with goal of increasing the application throughput by making
changes in the PHY and MAC layer. The major challenge in the physical layer is the uses of multiple transmit and receive
antennas and OFDM modulation, which comprises of OFDM modulation as well as subcarrier allocation. Therefore, it is
significant to focus more attention on wireless communication technology. OFDM typically uses a higher FFT size, and
divides the available sub-carriers into logical groups called sub-channels. Unlike OFDM that transmits the same amount of
energy in each subcarrier, OFDM may transmit different amounts of energy in each sub-channel i.e., users may also occupy
more than one sub channel depending upon their Quality of Service (QoS).

The rest of the paper is organized as follows: Section-1l details V-BLAST Architecture. Section-111 illustrates the
overall design of OFDM-MIMO (V-BLAST). The implementation and simulation will be detailed in section-I1V. Finally,
section-V gives the main conclusions of the work.

1. V-Blast Architecture
The structure of the V-BLAST systems is described in fig.1Notation: Vector symbol a: (a;, a2, a3, a4
of Tx = M+, No. of Rx = M.

am) T, No.
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Fig.1. V-BLAST Architecture

A single data stream is demultiplexed into M sub streams, and each sub stream is then encoded into symbols and
fed to its respective transmitter. Transmitters 1-My operate co-channel at symbol rate 1/T symbols/sec, with synchronized
symbol timing. Each transmitter is itself an ordinary QAM transmitter. The collection of transmitters comprises, in effect, a
vector —valued transmitter, where components of each transmitted M+ -vector are symbols drawn from a QAM constellation.
We assume that same constellation is used for each sub stream, and that transmissions are organized into bursts of L
symbols. The power launched by each transmitter is proportional to 1/M; g, that the total radiated power is constant and
independent of M.

In V-BLAST, however, the vector encoding process is simply a demultiplex operation followed by independent bit-
to-symbol mapping of each sub stream.

I11. Exper Imental Setup for Ofdm- Mimo (V-Blast) Systems
The experiment is simulated as shown in fig.2. Assuming a AWGN channel with a maximum delay spread of 75ns, perfect
channel knowledge at the receiver and perfect synchronization, no knowledge of the channel at the transmitter and employ
interleaving. The modulation schemes employed are BPSK, QPSK and 16 QAM. The bandwidth of an IEEE 802.11a system

is 20MHz.There are 256 sub-carriers in each OFDM symbol. These mark for an inter-carrier spacing Af of 20X108 /256 =
781.25 KHz.

b
it By Diwezity Comnlutioral Diti a - ¥
Dt | Ereoder Encoding Trterbeaving = - _[_—I

Transmitter

Channel | Renoving |7 FFT || Debodulstion Data de- ) Diversity Ly| Titerti | Computing
Y_ Estimator [ . intetleaving || Decoder Decoder BER

Reciever

Fig.2. Block Diagram of OFDM-MIMO (V-Blast) System

The binary input data is initially sent to the diversity encoder. In diversity encoder spatial multiplexing is applied it
prevents from long sequence of 0’s and 1’°s .This splits the data into orthogonal streams. In the figure we are considering
2x2, 2x3, 2x4, 4x4 systems. The first stream is to the top, second stream to the second and it is continued to other streams
likewise respectively. Here they are converted from serial to parallel. Thus the subcarriers are obtained. The subcarriers are
then given to the convolution encoder. It is used for real time error correction. It is done by combining the fixed number of
inputs. The input bits are stored in a fixed length shift registers and they are combined with the help of mod-2 adders. An
input sequence and contents of shift registers perform modulo-two addition after information sequence is sent to shift
registers, so that an output sequence is obtained. It is used to improve BER and to reduce high peak to average power ratio
which is present in OFDM. . The de facto standard for thisencoder is (2,1,7). Theother rate%2 is achieved by
puncturing the output if this encoder. Puncturing involves deleting coded bits from output data sequence, such
that ratio of un-coded bits to coded bits is greater the mother code. The signal is then sent to the data interleaving. The
idea of interleaving is to disperse a block of data in frequency so that the entire block does experience the deep fade in the
channel. This prevents the burst errors at the receiver .Otherwise the convolution decoder will not perform very well in
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presence of burst errors. The interleaved are grouped together to form symbols. The symbols are then modulated using
BPSK, QPSK and 16QAM schemes. They are given to IFFT and append to the CP. Hence the information is transmitted in
packets. The receiver is the exact inverse process after the incoming packets are received. Diversity decoder converts
parallel sub streams to serial form. The serial form is given to Viterbi decoder and is mostly applied to convolution encoder
and it uses maximum likelihood decoding technique. Noisy channels cause bit errors at the receiver. Viterbi algorithm
estimates actual bit sequence using trellis diagram. Then the BER is computed.

IV. Simulation

The above system was simulated in the MATLAB.As we know that the system is known receiver and unknown
transmitter the information from transmitter to receiver was received in the form of packet or frame. The received packets
may be lost or include errors because of noisy channel. Performance analysis is done for different Modulation schemes and
for different transmit and receive elements. We transmit our data by using OFDM technique in which large number of
closely spaced orthogonal subcarriers is used to carry data. Each Carrier is modulated and demodulated with a modulation
schemes. The encoded data is passed through Gaussian where Additive White Gaussian noise (AWGN) is added. There are
some restrictions and disadvantages in digital wireless communication systems between transmitter and receiver where
received signals arrive at receiver with different power and time delay due to reflection, diffraction and scattering effects.
For this reasons Bit Error Rate (BER) value is relatively high. In this condition the digital wireless communication systems
will not perform well.BER is the fundamental parameter to access the quality.BER is simply defined as: Number of error
bits/Number of total bits. Noise in transmission medium disturbs the signal and causes data corruptions. Relation between
signal and noise is described with SNR (signal-to-noise ratio).SNR is defined as: signal power/Noise power. SNR is
inversely proportional with BER. The less the BER result is higher the SNR and the better communication quality. We note
that as the diversity order increases the performance of V-Blast improves, which is to be expected. The diversity order at
the receiver is more than MR—MT+1 and less than M. By using FFT approach as the number of subcarrier increases the

better is accuracy due to high number of points. The data rate will also increase.

i) In comparison with three modulation schemes QPSK, BPSK and 16 QAM with keeping the transmitting elements fixed
and varying receiving elements are shown in fig 3, 4, 5. BER is varied slightly due to its receiving diversity technique.

ii) Performance of BPSK can improve BER and data rate, at small value of SNR. It operates between 4 and 6dB.

iii) Performance of QPSK is better than BPSK for the same bandwidth but the data rate will be doubled. It operates between
8 and 10dB

iv) Performance of 16QAM has better SNR when compared with QPSK; BPSK .It operates between 10 and 14dB.

Bit gyror probability curve for 16-QAM,QPSK and BPSK Modulation using OFDM Tx=2 Rx = 2
10 I 1

Eﬁ:’@%\fﬁ—ﬂ\g\f —&— 16-QAM
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m
-5

10 .
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Fig.3. Performance of 2x2.Parameters: No. of FFT points=256; Channel=AWGN; Number of Data Carriers=256.

Bit gror probability curve for 16-QAM,QPSK and BPSK Modulation using OFDM Tx= 2 Rx = 3
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Fig.4. Performance of 2x3.Parameters: No. of FFT points=256; Channel=AWGN; Number of Data Carriers=256.

Bit gyror probability curve for 16-QAM,QPSK and BPSK Modulation using OFDM Tx=2 Rx = 4
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Fig.5. Performance of 2x4.Parameters: No. of FFT points=256; Channel=AWGN; Number of Data Carriers=256.
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V) The 4x4 transmit and receiving elements as shown in fig 6 has better SNR in 16QAM when compared to other SNR.

Bit gyror probability curve for 16-QAM,QPSK and BPSK Modulation using OFDM Tx=4 Rx = 4
10

i
—5—16-QAM
—5— QPSK
% 100 b }\E BPSK
3\E
5 \]
10

0 2 4 6 8 10 12 14 16
SAR (dB)
Fig.6. Performance of 4x4.Parameters: No. of FFTpoints=256; Channel=AWGN; Number of Data Carriers=256.

V. Conclusion
In this paper, we compare the performance of OFDM-MIMO (V-BLAST) in terms of BER using different

modulation schemes by varying both transmitting and receiving elements on AWGN channel. It is found that by using
VBLAST technique we can improve spectral efficiency.

(1]
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(3]
(4]
(5]

References
WiMAX Forum, Krishna Ramadas and Raj Jain, “WiMAX System Evaluation Methodology” version 2.1 July 2008
Foschini, G. J., “Layered space-timearchitecture for wireless communication in a fading environment when using
multi-element antennas”, Bell Labs Technical Journal, 1996.
IEEE 2009 Nirmalendu Bikas Sinha “Hybrid Technology using OFDM for Next Generation Broad band Mobile Radio
Communications”.
Zhangyong Ma and Young-il-Kim,”A Novel OFDM receiver in Flat Fading Channel”, IEEE Confrence on advanced
Communication technology, ICACT, Vol..2, pp.1052-54, 2005.
H.B olcskei, D.Gesbert, and A.J.Paulraj,”On the capac ity of OFDM-based spatial multiplexing systems, IEEETrans.Commun”
vol.50, no.2, pp.225-234, Feb.2002

WWW.ijmer.com 1385 | Page



International Journal of Modern Engineering Research (IJMER)
WWW.ijmer.com Vol.3, Issue.3, May-June. 2013 pp-1386-1388 ISSN: 2249-6645

A General Framework for Building Applications with Short
and Sparse Documents

Syed Jani Basha, * Sayeed Yasin?
'M.Tech, Nimra College of Engineering & Technology, Vijayawada, A.P., India
?Asst.Professor, Dept.of CSE, Nimra College of Engineering & Technology, Vijayawada, A.P., India

Abstract: with the explosion of e-commerce and online communication and publishing, texts become available in a variety
of genres like Web search snippets, forum and chat messages, blogs, book and movie summaries, product descriptions, and
customer reviews. Successfully processing them, therefore, becomes increasingly important in many Web applications.
However, matching, classifying, and clustering these sorts of text and Web data pose new challenges. Unlike normal
documents, these text and Web segments are usually noisier, less topic-focused, and much shorter, that is, they consist of
from a dozen words to a few sentences. Because of the short length, they do not provide enough word co- occurrence or
shared context for a good similarity measure. Therefore, normal machine learning methods usually fail to achieve the desire
accuracy due to the data sparseness. To deal with these problems, we present a general framework that can discover the
semantic relatedness between Web pages and ads by analyzing implicit or hidden topics for them.

Keywords: Classification, Clustering, Hidden topic, Sparse.

I. INTRODUCTION

In contextual advertising, ad- messages are delivered based on the content of the Web pages that users are surfing. It
can therefore provide Internet users with the information they are interested in and allow advertisers to reach their target
customers in a non-intrusive way [1] [2]. In order to suggest the “right” ad- messages, contextual ad matching and ranking
techniques are needed to be used. This has posed new challenges to the Web mining and IR researcher. Firstly, as words can
have multiple meanings and some words in the target page are not important, they can lead to mismatch in the lexicon-based
matching method. Moreover, a target page and an ad can still be a good match when they share no common terms or words
but belong to the same topic.

To deal with these problems, we present a general framework that can discover the semantic relatedness between
Web pages and ads by analyzing implicit or hidden topics for them. After that, both Web pages and the advertisements are
expanded with their most relevant topics, which helps reduce the sparseness and make the data more topic-focused. The
framework can therefore overcome the limitation of word choices, deal with a wide range of Web pages and ads, as well as
processes future data, that is, previously unseen ads and Web pages, better. It is also easy to implement and general enough
to be applied in different domains of advertising and in also different languages.

Il. RELATED WORK

“Text categorization by boosting automatically extracted concepts” by Cai & Hoftmann in [3] is probably the study
most related to our framework. This attempts to analyze topics from data using pLSA and uses both the original data and
resulting topics to train two different weak classifiers for boosting. The difference is that they extracted topics only from the
training and test data while we discover hidden topics from the external large-scale data collections. In addition, we aim at
dealing with the short and sparse text and Web segments rather than normal text documents. Another related work is the use
of topic features to improve the word sense disambiguation by Cai et al. [4].

In [5], the author Bollegala use search engines to get the semantic relatedness between words. Sahami & Heilman
[8] also measure the relatedness between text snippets by using search engines and a similarity kernel function. Metzeler et
al. [6] evaluated a wide range of similarity measures for short queries fromWeb search logs. Yih & Meek [7] considered this
problem by improving Web-relevance similarity and the method in [8]. Gabrilovich & Markovitch [9] computing semantic
relatedness for texts using Wikipedia concepts. Prior to recent topic analysis models, word clustering algorithms were
introduced to improve text categorization in various different ways. Baker & McCallum [10] attempted to reduce
dimensionality by class distribution-based clustering.

Bekkerman et al. [11] combined distributional clustering of words and SVMs. And Dhillon & Modha [12]
introduced spherical k-means for clustering sparse text data. Clustering Web search has been becoming an active research
topic during the past decade. Many clustering techniques were proposed to place search results into topic— oriented clusters
[13].

I1l. PROPOSED FRAMEWORK
The proposed work consists of the document classification and the online contextual advertising. The first and
foremost step is to analyze the hidden topics based on the semantic similarity. Once the topics are analyzed, then the
classifier is built upon the hidden topics by integrating them with the available training data. For advertising, the web pages
and the page ads will be matched and ranked based on their similarity.
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A. Analysis with the Hidden Topics

Latent Dirichlet Allocation [14] [15] is a method to perform the latent (hidden) semantic analysis (LSA) to find the
latent structure of topics and concepts in a text corpus. LSA is well known technique which partially addresses the synonymy
and the polysemy issues. LDA is a probabilistic model for collection of discrete data and has been used in the text
classification. The Latent Dirichlet Allocation (LDA) is similar to the Latent Semantic analysis (LSA) and Probabilistic LSA
(pLSA), since they share some common assumptions such as, the documents having semantic structure, can infer topics from
word-document and its co-occurences and the words related to the topic. In this classification of hidden topics process, the
universal data set is collected and the topic analysis is done and then the training set data and the test set data are separated
and then the training is performed on this set of data so that when the new data is inserted, then it could classify the given
data under a specific domain or category.

B. Building Classifier with the Hidden Topics

Now- a- days, the continuous development of Internet has created a huge amount of documents which are difficult
to manage, organize and navigate. As a result, the task of automatic classification, which is to categorize textual documents
in to two or more predefined classes, has been received a lot of attentions. Several machine learning methods have been
applied to text classification including decision trees, neural networks, support vector machines, etc. In the typical
applications of machine learning methods, the training data is passed to a learning phrase. The result of the learning step is
an appropriate classifier, which is capable of categorizing new documents. However, in the cases such as the training data is
not as much as expected or the data to be classified is rare, learning with only training data can not provide us a satisfactory
classifier. Inspired by this fact, we propose a general framework that enables us to enrich both training and new coming data
with hidden topics from available large dataset so as to enhance the performance of text classification.

Classification with hidden topics is described in Figure 1. We first collect a very large external data collection
called universal dataset. Next, a topic analysis technique such as pLSA, LDA, etc. is applied to the data set. The result of this
step is an estimated topic model which consists of the hidden topics and the probability distributions of words over these
topics. Upon this model, we can do topic inference for training dataset and the new data. For each document, the output of
topic inference is a probability distribution of the hidden topics — the topics analyzed in the estimation phrase — given the
document. The topic distributions of the training dataset are then combined with training dataset itself for learning classifier.
In the similar way, the new documents, which need to be classified, are combined with their topic distributions to create the
so called “new data with hidden topics” before passing to the learned classifier.

e — r
Moderate | [ Training A_ Cass 1 |
training dataset with -

dataset Universal /| hidden topics
Dataset A Cclass z J

Training

,
o Class 3
Ce=)
,

Topic inference /
Estimated Mew data
Mew data —_— Topic Model | with hidden

Tl Topic infarance — I - topics 1 classa
Figure 1: Classification with Hidden Topics

C. Building Clustering with the Hidden Topics

Text clustering is to automatically generate groups or clusters of documents based on the similarity or distance
among documents. Unlike Classification, in clustering, the clusters are not known previously. Users can optionally give the
requirement about the number of clusters. The documents will later be organized in to clusters, each of which contains
“close” documents. Web clustering, which is a type of text clustering specific for the web pages, can be offline or online.
Offline clustering means, it is to cluster the whole storage of available web documents and does not have the constraint of
response time. In online clustering, the algorithms need to meet the real-time condition, i.e. the system need to perform
clustering as fast as possible. For example, the algorithm should take the document snippets instead of the whole documents
as input since the downloading of the original documents is time-consuming. The question here is how to enhance the quality
of clustering for such document snippets in “online web clustering”. Inspired by the fact those snippets are only small pieces
of text (and thus poor in content) we propose the general framework to enrich them with hidden topics for clustering (Figure
2).
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Figure 2: Clustering with Hidden Topics
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D. Matching and Ranking of Contextual Advertisements

In matching and ranking of ads with the hidden topics, web pages ands the ads are matched based on their similarity.
The similarities between those are measured using the cosine similarity. The ad- messages are arranged based on their
similarity for each page. The keywords are also taken into consideration for ranking of the ads. The web pages and ad
messages are considered and the topic inference is carried out for the both to identify under which category the web pages
and the ad messages fall. The topic inference is very similar to the training process. Once the inference is done, then the new
set of web pages and the ad messages are taken and then a contextual matching of those is done. The similarity is measured
based on the context of the web pages and with ad messages. After identifying the contextual similarity, it is measured using
the cosine similarity method, where the ranking process is done based on the similarity measure value. The web page related
to the keyword that has the highest similarity value is ranked highest and given more preference while displaying the web
search results. The similarity of the web page “p” and ads “a” is defined as follows:

Sim 5 (p, a)=similarity (p, a) &
SIM 5 4y (p, @)=similarity (p, a U KWs)

Where KW is a set of keywords associated with the ad message “a”.

IV. CONCLUSION
The proposed frame work presents a general framework for building classifiers that deal with short and sparse text

& Web segments by making the most of hidden topics discovered from large scale data collections. The main motivation of
this frame work is that many classification tasks working with short segments of text & Web, such as search snippets, forum
& chat messages, blog & news feeds, product reviews, and book & movie summaries, fail to achieve high accuracy due to
the data sparseness. We, therefore, come up with an idea of gaining external knowledge to make the data more related as
well as expand the coverage of the classifiers to handle future data better. The underlying idea of the general framework is
that for each classification task, we collect a large-scale external data collection called “universal dataset”, and then build a
classifier on both a (small) set of labeled training data and a rich set of hidden topics discovered from that data collection.
The framework is general enough to be applied to different data domains and genres ranging from Web search results to the
medical text. The advantages of the general framework are:
e The general framework is flexible and general enough to apply in any domain/language. Once we have trained a

universal dataset, its hidden topics could be useful for several learning the tasks in the same domain.
e This is particularly useful in sparse data mining. Spare data like snippets returned from a search engine could be

enriched with the hidden topics. Thus, enhanced performance can be achieved with this.
e Due to learning with the smaller data, the presented methods require less computational resources than semi-supervised

learning.
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Abstract: Present part of the structure of a buildings are found everywhere and is monitored using wireless sensor networks
is one of the most emerging technologies for a risk mitigation. Buildings are subjected to natural risks such as earthquakes,
strong winds and manmade risks such as fire and crimes. So we have to monitor different measurable factors such as aging
of structural performance, fatigue, damage, gas leak, fire etc. To monitor these parameters by using different kinds of
sensors which are placed in different parts of the building and provide risk control of the buildings from these hazards. In
this paper a smart sensor based on the “Berkley Mote” platform is used for the monitoring of building and the “MICAz
OEM Edition Mote” was proposed for the testing of building.

Keywords: Structural Performance, Fatigue, Damage, Gas leak, Fir.

I. Introduction

Risk of buildings and civil engineering structures from natural hazards is large and growing. The 1995 Kobe
earthquake in Japan killed over 6,400 people and the number of completely destroyed buildings and houses was over
100,000. The 2004 and 2007 Niigata earthquake in Japan, tsunami by the 2004 Indian Ocean earthquake, and the 2005
Hurricane Katrina in New Orleans caused heavy damage.Wireless sensor network (WSN) is key technology to realize the
present computing and networking environment and it is expected that such an advanced technology will play an important
role for natural hazard mitigation[3,8].A research on present part of the structure of buildings are monitored by using
wireless sensor networks is discussed and actual application to high-risk buildings are described[4].

Role of sensor networks:

A wireless sensor network plays an important role in such strategies and can be connected to the internet so that this
information can be used to monitoring future risks. Wireless sensors [2] are easy to install, remove, and replace at any
location, and are expected to become increasingly smaller by using MEMS technology. They will provide a present,
networked sensing environment in buildings.For example, the acceleration and strain at numerous locations on each beam
and column, temperature and light in each room, images and sounds in desired regions can be obtained by the “smart dust”
sensors [1, 3]. Additionally, a single type of sensor such as a condenser microphone can be used for multiple purposes, for
example, to detect earthquake, fires and intrusions. Furthermore, a fiber optic network is not only utilized as infrastructure
for information technology, but also as a “wired” sensor network.The following table shows the various kinds of hazards,
and possible applications and combinations of sensors.

Sensor Application

Hazard Application Sensor
observation acceleration
experiment acceleration,

strain

Earthqu- structural acceleration

ake /Wind | control
health acceleration,
monitoring strain
damage acceleration,
detection strain
fire detection temperature,

smoke,acoustic,
olfactory
gas leak | olfactory

Fire detection
alarm, warning | sounder
evacuation temperature,
control smoke, acoustic,

olfactory
surveillance acceleration,
smoke, acoustic,

Crime light, camera
Security alert sounder

WWW.ijmer.com

1389 | Page



International Journal of Modern Engineering Research (IJMER)
WWW.ijmer.com Vol.3, Issue.3, May-June. 2013 pp-1389-1392 ISSN: 2249-6645

1. Berkeley Mote
The Berkeley motes are a family of embedded sensor nodes sharing roughly the same architecture.Let us take
the MICA mote as an example. The MICA motes have a two-CPU design. The main microcontroller (MCU), an Atmel
ATmegal28L, takes care of regular processing. A separate and much less capable coprocessor is only active when the MCU
is being reprogrammed.The ATmegal03L MCU has integrated 512 KB flash memory and 4 KB of data memory. Given
these small memory sizes, writing software for motes is challenging [5].

MICAz OEM EDITION MOTE:

MICAz OEM EDITION Mote

*  OEM Module for Battery-Powered Mesh Network Sensor Nodes

« Postage Stamp Form Factor.

« ltisalEEE 802.15.4, 2.4 GHz Radio for up to 250 kbps Data Rate [6, 8].
¢ XMesh™ Mesh Networking Protocols.

» Analog and Digital I/O Interface for Easy Sensor Integration [6, 8].

Internal Architecture of MICAz OEM MOTE:

Y
Processor

Analog VO

Digital I!O
4

Y
802.15.4 RF

Transceiver

MICAz OEM Mote Powerful design features include:

*  Optimized processor/radio module integration based on MEMSIC’s extensive Mote development and deployment.

»  Flexible onboard hardware interface for both standard and custom sensing devices.

e Comprehensive software support, including sensor board drivers and algorithms, via MEMSIC’s industry leading
XMesh™ software technology.

The MICAz OEM Edition is the functional equivalent of MEMSIC’s popular MPR2400 MICAz Mote in a postage
stamp form factor. This inherent design continuity makes the MICAz OEM Edition an ideal solution for next-generation
mesh networking products and designs [7, 9, 12].

The MICAz OEM Edition is offered in a 68-pin LCC form factor for high-volume surface-mount integra-tion.By
utilizing open platform, standards based interfaces the OEM Module offers users an attractive value proposition consisting of
easily differentiated, low-power 2.4 GHz IEEE 802.15.4 compliant radio modules that can be rapidly designed and
built[7,9,12].

Processor & Radio Platform:

» |EEE 802.15.4 compliant/ZigBee capable RF transceiver.

e 2.4 GHz globally compatible ISM band.

»  Direct sequence spread spectrum radio for RF interference resistance and inherent data security.

» 250 kbps high data rate radio.

»  68-pin package designed for easy sensor integration including light, temperature, RH, barometric pressure, acoustic,
magnetic, acceleration or seismic, etc.
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Software support:

*  Optimized, industry proven, XMesh™ networking stack for low-power, self forming, high reliability wireless networks.

»  Open interfaces for integration and customization of sensor node applications and works with operating system called
TinyOS.

Specifications

Processor/radio MICAz Remarks
Mote
Processor
Performance
Program Flash | 128k bytes
Memory
Measurement Flash 512k bytes | >100,000
Measurements
Configuration 4K bytes
EEPROM
RAM 4k bytes
0-3v
Serial UART transmission
Communications levels
10 bit ADC | 8 channel, 0-
Analog to Digital 3v input
Converter
Other Interfaces Digital
1/0,12C,SPI
Current draw 8 mA Active mode
<15uA Sleep mode
RF Transceiver
Frequency band 2400MHz ISM band
o
2483.5MHz
Transmit(TX)  data | 250 kbps
rate
RF Power 3 dbm
(max), 0
dbm (typ)
Receive Sensitivity -90 dbm
(min),-94
dbm(typ)
Current Draw 19.7mA Receive mode
11ImA TX, -
10 dbm
14mA TX, -
5 dbm
17.4mA
TX, 0 dbm
1uA Sleep  mode,
voltage

regulator OFF

Electromaechanical

External Power 2.4V - 3.6V
Size (in) 0.95x0.95 | LCC68
(mm) 24.13 X
24.13

OEM Design Kit:

For prototyping and development, MEMSIC provides Mote Works™, a fully integrated software platform and a
complete OEM Design Kit, consisting of pre-programmed OEM Edition Reference Designs, OEM Edition Modules, sensor
or data acquisition boards and an Ethernet base station. The Mote Works™ software platform is optimized for low-power
battery-operated networks providing an end-to-end platform across all tiers of wireless sensor networking applications [6].
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TinyOS:

TinyOS is an open-source operating system designed for embedded systems with very limited resources, like the
Mica series of motes. TinyOS uses the NesC language, an extension to C, with similar syntax, that attempts to embody the
structuring concepts and execution model. As an embedded operating system, it responds to hardware events with handlers,
while also allowing tasks, which are equivalent to functions in other programming languages.TinyOS does not implement
object sharing[10,11].

1. Conclusion
The feasibility of structural monitoring of buildings using the smart sensors was discussed and the MICAz OEM
EDITION Mote was proposed as a wireless sensor to check the performance of the building. Further research on more
effective modes of communication is needed to achieve a wireless sensor network for building risk monitoring.
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Abstract: Agile development methodologies are helping software companies and development teams to align to the new
evolving economy. Agile gainsay and hampers our notion of software engineering practices and project management
techniques and methodology, and the way we lead our project teams. The Agile movement impacts each role on a project
team in a different way and creates a lot of chances to learn new skills and develop new ways of working and gaining
success together. Agile introduces a major shift in the way teams look at software requirements gathering and when they are
defined in the process. Agile Business Analysts are an unified part of the team throughout the life of the software project
development cycle and alleviate collaboration across a broader cross section of the project team and the business.
Collaboration, management, facilitation, leadership, coaching and team building become significant new skills required for
BA on Agile projects. Leadership and management are key components critical to their success.

Keywords: Conventional requirement, Agile management techniques, Collaborative requirement, New Business Analysis
skills, Agile on conventional project

I. INTRODUCTION

Moving from old project work to agile project work will impact all functional role on a project team separately:

* For Business Analysts (BA), successfully managing an agile project depends on defining requirements in smaller
increments and working more collaboratively with the team through the life of the project.

»  For Project Managers, success moving to Agile development methodologies depends on acquiring the skills necessary to
progressively plan a project through its lifecycle rather than at the onset. Project Managers will also need to acquire new
ways of intellect project control and risk.

«  For Quality Testers, evolving to an agile framework will mean developing the skills necessary to write tests and validate
code in parallel with development.

This paper will explore the impact agile development methodologies are having on the BA community, what new
skills are required, and what BAs can do to ease the changeover.

II. CONVENTIONAL REQUIRMENT
The BA’s are learned to believe that they can and should define detailed requirements at the starting of a project.
Built in this philosophy there are several challenging assumptions. Conventional requirements analysis assumes that:
«  Customer can definitively know, enounce, and functionally define what the system or software should do at the end of
the project
«  Once documented, the requirements will not change — at least not without potential project delays, budget overruns, or
scrawny feature sets
» Requirements process is captive to a single product owner who sits apart from the development team picturing the
product
«  Does not acknowledge the inherited uncertainty in software development that agile methodologies seek to embrace

Experience shows us that these assumptions are wrong. As we learn more about the evolving system, our
knowledge will impact the system we want to build. The process of creating the system helps the team learn more about
what is possible. The act of creating the requirements will cause them to change. Agile methodologies boost us to embrace
this kind of work to adopt in our projects. We start realizing that change really is nice, it helps us to deliver greater value to
our customers and attempting to define everything up front results in continuous change management. To fully
understanding the impact that Agile has on the BA role, it is helpful and required to understand how agile projects are
running.

I1l. AGILE PROJECT MANAGEMENT

According to Agile Project Management the processes need to create good software in today’s world are not
predictable. Requirements with technologies change and as individual team member productivity is highly varying. When
processes are not fixed and results cannot be predicted, we cannot use planning methods that based on only predictability.
Instead of it, we need to adjust and change the processes and guide them to give our required outcomes. Agile project
management does this by maintaining and keeping progress highly visible, inspecting project outcomes regularly, and
maintaining an ability to adapt to changing circumstances as required.

Benefits of Agile Project Management are produced in incremental part by having an enormous amount of
accountability and responsibility on team members. Great teams build great software and those should be trusted and
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appointed and charge to deliver. The Agile Project Manager helps the team to always stay focused on the several business
issues and help them to correct and removes obstacles that hinders the team’s ability to deliver final product. The focus is on
the team because they are who ultimately going to deliver.

As agile teams are self-organizing, agile project manager focuses much on leadership as compared to a conventional
development environment. Several skills like coaching, facilitation and team building are important components for project
success. The project manager is creating a trust and an environment where each individual are motivated to contribute to the
team’s success for project. Project Managers focus little on assigning tasks and managing plan and much on maintaining the
solid structure and discipline of the agile team. By trusting that through visibility, regular inspection, and proper adaptation
the team will deliver the noticeable and desired results. This philosophy change the role of the BA for how requirements are
gathered, distilled, and managed [1].

IV. COLLABORATIVE REQUIRMENTS
1. Introduction

As opposed to conventional requirements gathering, where the BA major works with the client is only to gather
requirements, here agile team members are involved in gathering and defining all product requirements. Domain specific
technical team members and testing team or QA team collaborate with the product owner and the BA to develop and
maintain the project specifications by bringing their all technical skills and experience into this collaborative and collective
process. Increasing interaction enables and ensures team to develop requirement document and specifications that can be
created and tested under the all project constraints.

To deal with scope on an agile project, specifications and requirements must be considered in two dimensions
which are breadth first and then depth. It is necessary to understand the breadth of what we want to build early in the project
cycle. Working with breadth of the solution helps team to understand scope and cost that will facilitate them estimating,
release and planning. The breadth of a project starts to frame the boundaries of the product and helps to manage and cope the
organization’s expectations. Breadth of the requirements is a much little investment of time and resources as compared with
dealing with the entire depth. The details are likely to evolve when we progress through the project so defining it early has
little value. To have a good understanding of the breadth of project requirements early in the project lifecycle helps
development team start to define the set of all possible solutions. The BA plays a major role in alleviate the conversation
between the product owner, managers, the technical team with QA team. BA ensures that the full scope of requirements has
been defined and balanced by technical and domain understanding of the solution.

Once the team has created the breadth of the solution, then they begin incrementally looking at depth of it. The BA
take the lead in helping the team by bring requirements to this next level of detail. For this we have to abandon our
conventional notions of the Marketing, Product Requirements Document and the list of the system specifications. Instead,
we have to focus only on how the system will behave in future.

To manage requirements effectively in a conventional and traditional environment, Business Analysts sort through
many-to-many (M-to-M) relationships [2] between business design, and specifications elements. Because of complex
interactions among these M-to-M relationships, requirements management industry had created tools to trace their
interdependence among them. BA will track the impact of any requirement change to its corresponding design element or
from a change in design element back to requirement. This process can get even more complex when one traces into the
software component and test results.

1.1. Agile Requirements

Based on the level of process required by an company, BAs will use either use cases or user stories. Agile methods
basically tend to be light weight specifications and requirements are documented as user stories. User story is a high level
description of system behavior and it is not a full specification of the requirement but a placeholder for conversation about
the requirement of system. The user story will be fully documented and specified as it is brought into a development cycle.
After delivered, a user story represents a fully functional slice of the overall system. Here are the suggested guidelines to
determine what makes a good user story. Bill Wake defined the INVEST model for definition of requirements [3]:

Independent

*  Avoid dependencies among stories

*  Write to establish foundation

»  Combine them if possible in a single iteration

Valuable
»  Each story should show some value to the Users and Stakeholders

Estimable

»  Enough detail should be provided to allow the team to estimate

+  Team will only encounter problems estimating if the story is very big, or if insufficient information is given, or if there
is lack of domain knowledge about it
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Sized Appropriately

»  Every story should be small enough so it should be completed in a single iteration

»  Stories that needed to be worked on in near future should be smaller with more detailed and big stories are acceptable if
planned further out

Testable

«  Acceptance criteria should be written in customer terms

»  Tests should be automated if possible

«  Every team members should demand a clear acceptance criterion for it.

V. NEW ANALYSIS SKILLS FOR BA

Agile BA will basically depend on facilitation skills of people instead of on conventional projects. BA’s role is to
conduct a discussion between product owner and software development team. BA will bring a tremendous amount of system
and domain knowledge to the discussion and is positioned to get functional requirements from product owner. BAs help to
translate user requirements into more technical language for the development team. Apart from coaching, facilitation and
team building, agile BA needs to think about the software development process in new and non conventional ways. Agile
helps us to decouple breadth of the solution from the depth of the solution to deliver smaller increments of production-ready
code. This can cause a difficulty for some analysts making the transition to Agile from traditional way and will create
opportunities to learn about how to write feature (functional) driven requirements [4]. BA can be asked to work on an agile
project as the project has a high need for written functional specifications and design documents. In both case, BA primary
role is to conduct understanding and communication.

While it is ideal is to have a product owner or an on-site customer, for many teams this is not possible. For those
teams, the BA may have to fill the role of a customer proxy. Having the role of the customer proxy puts a significant amount
of additional responsibility on the role of the BA. In this scenario, the BA is asked to understand the needs of the customer
and translate those needs to the development team. This model introduces risk because the true end customer is not directly
involved with the people developing the product. The BA can mitigate this risk by encouraging the product owner to review
the evolving system as frequently as possible.

VI. AGILE ON CONVENTIONAL PROJECT

Moving to agile is not usually the decision of the Business Analyst. However, given the BA’s critical role on the
project, there is often quite a bit they can do to help set the stage for an agile transition. The BA can encourage collaboration
between the product owners and the technical teams. This will ensure that requirements are balanced and feasible[5]. This
will tend toward managing expectations and helping the project owner to understand the cost of the solution they are
spending. The BA can begin to demonstrate the value of loosely coupled functional specifications and begin introducing use
cases or user stories to the team members. When the specifications are completed, the development team will derive value
from a functionally-driven specification. System will be easy to develop and test and traceability will be a non-issue. If
software team has dedicated QA members, agile requirements will enable functional testing process. Test plans should be
derived from functional organized specifications.

VII. CONCLUSION

Success in present economy needs us to react quickly to always changing software market conditions. Traditional
and conventional products delivery methodologies alone cannot deliver quick enough in such highly uncertain project
domains. Software agile processes allow BA and development teams to meet changing demands of their customers while
developing nice environments where all team members want to work.

BA can play a major role on an agile team success, by shift their traditional and conventional thinking about
requirements. Secondly, Business Analyst’s need to consider learning new skills for understanding and writing requirement
documents and new techniques for managing them. Success for result will depend mainly on how well BAs learn and adapt
to these new ways of working with all kinds of requirements, using group collaboration and setting up functional and
technical teams.
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Abstract: Cloud Computing is a subscription based service where you can obtain the networked storage space and
computer resources. In cloud computing model, the customers plug into the cloud to access IT resources which are priced
and provided on demand services. This cloud computing model composed of five essential characteristics, three service
models and four deployment models. Users can store their data in the cloud and there is a lot of personal information and
potentially secure data that people store on their computers, and this information is now being transferred to the cloud. Here
we must ensure the security of user’s data, which is in stored in the cloud. This paper presents the secure outsourcing
mechanism for linear programming in the cloud computing environment. Linear programming is an algorithmic and
computational tool which captures the first order effects of various system parameters that should be optimized, and is
essential to the engineering optimization. It has been widely used in various engineering disciplines that analyze and
optimize real world systems, such as - packet routing, flow control, power management of data centers, etc.

Keywords: Cloud, Linear programming, Security.

I. INTRODUCTION

The end of this decade is marked by a paradigm shift of the industrial information technology towards the
subscription based or pay-per-use service business model known as cloud computing [1]. This paradigm provides users with
a long list of advantages, such as- provision computing capabilities; broad, heterogeneous network access; resource pooling
and rapid elasticity with measured services [2]. Huge amounts of data being retrieved from the geographically distributed
data sources, and non-localized data-handling requirements, creates such a change in technological as well as business
model. One of the prominent services offered in the cloud computing is the cloud data storage, in which subscribers do not
have to store their data on their own servers, where instead their data will be stored on the cloud service provider’s servers.

In cloud computing, the subscribers have to pay the service providers for this storage service. This service does not
only provides flexibility and the scalability for the data storage, it also provide customers with the benefit of paying only for
the amount of data they need to store for a particular period of time, without any concerns for efficient storage mechanisms
and maintainability issues with large amounts of data storage. In addition to these benefits, the customers can easily access
their data from any geographical region where the Cloud Service Provider’s network or Internet can be accessed. An
example of the cloud computing is shown in Figure 1.

Along with these unprecedented advantages, the cloud data storage also redefines the security issues targeted on
customer’s outsourced data (data that is not stored/retrieved from the costumers own servers). Since the cloud service
providers (SP) are separate market entities, data integrity and privacy are the most critical issues that need to be addressed in
cloud computing. Even though the cloud service providers have standard regulations and has powerful infrastructure to
ensure customer’s data privacy and provide a better availability, the reports of privacy breach and service outage have been
apparent in last few years [3] [4] [5].
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Figure 1: Cloud Computing Architecture Example

This paper presents the secure outsourcing mechanism for linear programming (LP) in the cloud computing
environment. Linear programming is an algorithmic and computational tool which captures the first order effects of various
system parameters that should be optimized, and is essential to the engineering optimization. It has been widely used in
various engineering disciplines that analyze and optimize real world systems, such as - packet routing, flow control, power

management of data centers, etc.
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Il. RELATED WORK

General secure computation outsourcing that fulfills all the aforementioned requirements, such as input/output
privacy and correctness/soundness guarantee has been shown feasible in theory by Gennaro et al. [6]. However, it is
currently not practical due to the huge computation complexity. Atallah et al. explore a list of work [7][8] for securely
outsourcing specific applications. The customized solutions are expected to be very efficient than the general way of
constructing the circuits. In [7], they give the first investigation of secure outsourcing of numerical and scientific
computation. Later on in [8] and [9], Atallah et al. give two protocol designs for both secure sequence comparison
outsourcing and the secure algebraic computation outsourcing. However, both protocols use heavy cryptographic primitive
such as homomorphic encryptions [10] and/or oblivious transfer [11] and do not scale well for large problem set.

Hohenberger et al. [12] provide protocols for secure outsourcing of modular exponentiation, which is considered as
prohibitively expensive in most public-key cryptography operations. Recently, Atallah [13] et al. give a provably secure
protocol for secure outsourcing matrix multiplications based on secret sharing [14]. Another large existing list of work that
relates to ours is Secure Multi-party Computation (SMC), first introduced by Yao [15] and later extended by Goldreich et al.
[16] and many others. Very recently, Wang et al. [17] give the first study of secure outsourcing of linear programming in
cloud computing. Their solution is based on the problem transformation, and has the advantage of bringing customer savings
without introducing substantial overhead on cloud. However, those techniques involve cubic time computational burden
matrix-matrix operations, which the weak customer in our case is not necessarily able to handle for large-scale problems.

I1l. PROPOSED WORK
Our proposed mechanism consists of three phases:

A. Problem Transformation
In this phase, the cloud customer would initialize a randomized key generation algorithm and prepare the LE

problem into some encrypted form ¢, via key K. Transformation and encryption operations will be needed when necessary.

The customer who has coefficient vector “b” and seeks solution “x” satisfying Ax = b cannot directly starts the
ProbSolve with cloud, since such interaction may expose the private information on final result x. Thus, we still need a
transformation technique to allow the customer to properly hide such information first. The customer picks a random vector r

€ R" as his secret keying material, the new LE problem is written as:
Ay=b 1)

Wherey =x + r and b =b+Ar. Equation (1) can be rewritten as follows:

WhereT=D™*".R,c =D*'.b’,and A=D +R.
The whole procedure of “ProbTransform” is summarized in the following Algorithm 1.

Algorithm1:
Data: original problem d =(A,b)
Result: transformed problem as shown in Equation (2)

Step 1: Pick randomr € R"
Step 2: Compute b'=b+Ar, and c'=D*.b’

Step 3: Replace tuple (x,c) in Equation (2) with (y=x+r, Cl)
Return transformed problem as Equation (2).

B. Problem Solving
In this phase, the cloud customer would use the encrypted form @, of LE to start the computation outsourcing

process. In case of using the iterative methods, the protocol ends when the solution within the required accuracy is found.
After the problem transformation step, now we are ready to describe the phase of “ProbSolve”. The purpose of the
protocol is to let the customer securely harness the cloud for the most expensive computation, i.e., the matrix-vector

multiplication T. y(K) in Eq. (2) for each algorithm iteration, k = 1, 2,...... L. assume without loss of generality that our

main protocol of solving LE works over integers. All arithmetic is modular with respect to the modulus “N” of the
homomorphic encryption, and the modulus is large enough to contain the answer. For the first iteration, the customer starts
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the initial guess on the vector y(o) = (yl(o) , y2(°), ........ yn(o))T, and then sends it to the cloud. The cloud server, in

possession of the encrypted matrix Enc (T), computes the value Enc (T. y(o)) by using the homomorphic property of the
encryption:

Enc(T -y )] = Enc(> Tlij] ")
j=1

After receiving Enc (T. y(o)) the customer decrypts and gets value T. y(O) Using his private key. He then updates

the next approximation y(l): T. y(o) + C via Equ (2). The protocol execution continues until the result converges, as
shown in the following Algorithm 2.

Algorithm 2:

Data: Transformed problem with input c'and Enc m
Result: Solution x to the original problem @ = (A, b)

% L: Maximum number of iterations to be performed;
% € : Measurement of convergence point;

Step 1: Customer picks Y e (Z )"
For (k<-0to L) do
Step 2:  Customer sends y(k) to cloud

Step 3:  Cloud computes Enc (T y(k)) via Equation (3)
Step 4: Customer decrypts T y(k) via his private key

1]y -y ) <= € then

Step 5: break with convergence point y(k“)

(k+1)

Step 6: return x= Y r

C. Result Verification
In this phase, the cloud customer would verify the encrypted result produced from the cloud server, using the
randomized secret key K. A correct output “x” to the problem is produced by decrypting the encrypted output. When the

validation fails, the customer output L, indicating the cloud server was cheating.

IV. CONCLUSION

Cloud Computing provides convenient on demand network access to a shared pool of configurable computing
resources that can be rapidly deployed with the great efficiency and minimal management overhead. Focusing on the
engineering and scientific computing problems, this proposed work investigates secure outsourcing for widely applicable
large-scale systems of linear equations (LE), which are among the most popular algorithmic and computational tools in
various engineering disciplines that analyze and optimize real-world systems. Our proposed work has three phases- problem
transformation, problem solving and result verification. In problem transformation, the cloud customer would initialize a
randomized key generation algorithm and prepare the LE problem into some encrypted form ¢, via key K. Transformation
and encryption operations will be needed when necessary. In problem solving, the cloud customer would use the encrypted
form @, of LE to start the computation outsourcing process. In case of using the iterative methods, the protocol ends when

the solution within the required accuracy is found. In result verification, the cloud customer would verify the encrypted result
produced from the cloud server, using the randomized secret key K.
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Abstract: Skyline is used in a distributed database, because the database will not be in one system. It will be stored in
multiple systems reside at different locations, if it is connected using internet. A Query is called as “Skyline”, which query
works or execute based on data points. “Skyline” query returns many multidimensional points. It extracts the information
from different places of distributed database at different sites. Skyline query returns all the interesting points that are not
dominated by any other points. Skyline queries play an important role in multi criteria decision making and the user
preference applications. For example, a tourist can issue a skyline query on a hotel relation to get those hotels with high
stars and cheap prices. This paper presents the skyline query processing in distributed environment using filtering.

Keywords: Data sites, Distributed environment, Filtering, Query.

I. INTRODUCTION

Developments in the past couple of years have revealed a trend towards distributed data management and the
storage systems. In the presence of the huge amounts of data that today’s systems are providing access to, it is a tedious task
for a user to find the most interesting available data without using the advanced query types, such as skyline queries.
Whereas the problem is known as the skylines in database research, in other areas it was already known before as the
maximum vector problem or the Pareto optimum [1] [2]. The popularity of the the skyline operator is mainly due to its
applicability for decision making applications; skyline queries help users make intelligent decisions over complex data,
where different and often conflicting criteria are considered.

Skyline gqueries have originally been proposed for centralized environments [3], i.e., single-database environments.
As now- a- days data is increasingly stored and processed in a distributed way, skyline processing over distributed data has
attracted much attention recently. Skyline query processing in the distributed environments poses inherent challenges and
requires non-traditional techniques due to the distribution of content and the lack of global knowledge. There are various
different distributed systems with a different requirements and unique characteristics that have to be exploited for efficient
skyline processing. Peer-to-peer (P2P) systems can be considered as an example of the distributed system architecture for
which several distributed skyline approaches have been proposed. Other architectures, such as the Web information systems,
parallel shared-nothing architectures, distributed data streams, or wireless sensor networks have different requirements.

The variety of existing distributed systems leads to the variety of existing distributed skyline approaches. Moreover,
the fact that several skyline variants, beyond the traditional skyline operator, have also been proposed in the past decade [4]
[5] leads to various distributed approaches that support different skyline variants. The most important variants are- subspace
skylines (only some attributes of a tuple are considered for evaluation), constrained skylines, and dynamic skyline queries
(the skyline is not executed in the original data space but the data points are transformed into another data space before
evaluating the skyline). The characteristic of the skyline variants requires sophisticated and specialized algorithms for
efficient processing. Depending on the underlying network and the communication architecture, these variants allow for
different optimizations.

Il. RELATED WORK
A distributed skyline query can be processed by evaluating multiple constrained skyline queries on the different
servers. A framework, called SkyPlan [6] has been proposed that maps the dependencies between the queries into a graph
and generates cost-aware execution plans. The one of the possible ways to deal with geographically scattered data has been
studied using a framework called PadDSkyline [7]. The theme of incomparability for skyline computation has also been
explored. The authors have proposed and compared skyline computation based on dominance and incomparability through
algorithms BSkyTree-S and BSkyTree-P [8]. The progressive skyline computations using DSL [9] and other algorithms [10]
have also been proposed for query load balancing. The advent of the multi-core processors is making a profound impact on
software development.
In [11] , the authors have modified the basic skyline computation algorithms SFS (Sort Filter Skyline), BBS
(Branch and Bound Skyline) and SSkyline (Simple Skyline) to induce the possible parallelism in them and have proposed a
new algorithm PSkyline (Parallel Skyline). In [12], the authors have proposed an algorithm called as SSP (Search Space
Partitioning) which exploits features of BATON -Balanced Tree Overlay network for indexing the dataset so that in
structured peer to peer network, the peers will be accessed to the minimum and exact data sub space to compute the skyline
can be searched efficiently. Other aspects of the parallel skyline computation like rank-aware queries, constrained skyline
queries and progressive skyline computation in P2P networks have been proposed in [13] respectively. Proper data sub space
partitioning is another aspect of the parallel skyline computation. The related approaches have been discussed in [14].
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1. PROPOSED WORK

In our proposed work, given a distributed environment without any overlay structures, our main objective is
efficient query processing strategies that shorten the overall query response time. We first speed up the overall query
processing by achieving parallelism of the distributed query execution. Given a skyline query with some constraints, all
relevant sites are partitioned into incomparable groups among which the query can be executed in parallel. Within each
group, specific plans are proposed to further improve the query processing involving all intra- group sites. On a processing
site, multiple filtering points are deliberately picked based on their overall dominating potential from the “local skyline”.
They are then sent to the other sites with the query request, where they help identify more unqualified points that would
otherwise be reported as false positives, and thus, reducing the communication cost between data sites.

Filtering points are selected from the local skyline result that initially obtained. Suppose that the initial skyline
result is SKinit = {s1; s2; . . . ; sl}, we need to select K (<I) points from it as the “multiple” filtering points. We study two
heuristics that guide the selection of K filtering points from 1(>k) skyline points. The first heuristic for selecting the multiple
filtering points maximizes the sum of the values of all possible choices. To accomplish this, we need to sort points in SKinit
in a non- ascending order and then pick the top-K ones. We call this heuristic MaxSum. It actually simplifies the
computation by ignoring the overlapping between different “skyline” points dominating regions. The smaller the
“overlapping” regions are, the more accurate the method will be. In the second heuristic, we intend to take into account the
topology between the filtering points, to reduce the overlapping faced by the first heuristic. “Distance” is a simple metric to
help consider this. Intuitively, the farther two “skyline” points are apart, the less their dominating regions overlap. Hence, we
propose a greedy heuristic, called “MaxDist”, which maximizes the distance between filtering points. The algorithm of this
heuristic is shown in Algorithm 1.

Algorithm 1:
Maxdist (SKinit, K)

Input: SK,;; is the initial skyline;

K is the number of filtering points needed;
Output: a set of multiple filtering points.

Step 1: Fy =D

Step 2: Pick S;and S from SK satisfying|Si,Sj|>|Sil,S}|
V 1<= Sil,S}<:I;

step3: Fy={S;,S;} SK'=SK,,{S;,S;}

Step 4: While | F 4, |<K do

Step 5: Pick S, from SK*! satisfying
> 18..8;P= D) IS/.5,V S} e SK*

sieFqq sieFqq
Step6: Fy=Fg U{S;} SK*'= SKiie {Sih
Step 7: return Fy,

Initially, it picks from “SKinit” two points between which the distance is the largest among all pairs (line 2). Then,
it incrementally selects points from “SKinit” and adds them to the filtering set, until K filtering points are obtained. In every
incremental step, the point with the maximal sum of the distances to all current filtering points is selected (line 5).

The idea behind “MaxDist” heuristic is good, but it is difficult to implement strictly due to its computational
complexity. Therefore, we count the sum of distance between a point and all the current filtering points in MaxDist, and then
pick the one with the maximum sum as a new filtering point. The improved version of the basic heuristic “MaxDist”, called
“MaxDist2”, is shown in Algorithm 2.

Algorithm 2:
Maxdist2(SKinit, K, A)

Input: SK, ;. is the initial skyline;
K is the number of filtering points needed;

Ais the distance threshold
Output: a set of multiple filtering points.
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Step 1: Fy =D

Step 2: Pick S;and S from SK

, satisfying|S;,S;|> S}, S]]

ini

Y 1<= Sil,S}cI;

Step3: Fy ={S;.S; ¥ SK'=SK, {S;,S %
Step 4: While | F, |<K do

Step 5: Pick S, from SK* satisfying

> 1S,.S;P= D] 1S/.5,V S} e SK*

sieFqq sieFq,

Step 6: and dist(S;,S ;) > A;
Step 7: Fy =F, U{S;}; SK'=SK, . {S,};

Step 8: return Fy,

V. CONCLUSION
In this paper, we have addressed the problem of constrained skyline query processing in distributed environment.

Given a skyline query with some constraints, all relevant sites are partitioned into incomparable groups among which the
query can be executed in parallel. Within each group, specific plans are proposed to further improve the query processing
involving all intra- group sites. On a processing site, multiple filtering points are deliberately picked based on their overall
dominating potential from the “local skyline”. They are then sent to the other sites with the query request, where they help
identify more unqualified points that would otherwise be reported as false positives, and thus, reducing the communication
cost between data sites.
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Abstract: Among the factors that are far important to improve traffic safety is knowing the degree of interaction of the road
users with reducing these accidents and trying to share their opinions and persuasions about such issues as breaking the law
and their perception of the effectiveness of various countermeasures. A survey was carried out on a sample of road users in
Kuwait from various nationalities, ages and cultures. The study aims at investigating the road user’s opinion of the
effectiveness of selected countermeasures in reducing the number of hazardous accidents in Kuwait. The study also
investigates the potential level of support the road users would give to these measures if implemented.
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I. INTRODUCTION

Effective safety remedial measures constitute a main concern for both road safety authorities and the public.
Information gained from the public regarding their attitudes towards remedial measures can be an important tool for use by
politicians and decision makers to decide where they consider an overall framework for effective remedial measures, as well
as when and how they introduce these measures [1]. Reported that the likely response of the public will often be an
important factor in assessing the road safety solutions.

Introducing efficient road safety solutions and, hence, expecting encouraging results depends on the level of
support by the government and the positive interaction by the road users [2]. For instance, introducing seat-belt legislation
was not received by road users with an equal degree when comparing between the different societies (i.e., countries) of the
world. Different societies means different cultures and, hence, different attitudes towards any safety application. Safety
culture can be assessed by observing what value and priority the society gives through its policies and action [3].

Earlier work [4] indicated that the introduction and eventual effectiveness of many road safety initiatives often
depend on the level of support offered - and likely to be given-by the road using public. One of the main factors related to
the attitudes of road users towards introducing new road safety initiatives and countermeasures is their perception of such
solutions. The public perception is explained by their belief "of how successful or effective a countermeasure might be in
terms of making roads safer for themselves and other road users [5]". Subsequently, this study was based on surveying the
road users' attitudes towards specific road safety measures for Kuwait.

I1. METHOD

The survey investigates what the road users in Kuwait think about potential accident-reducing solutions. The
attitudes of road users in Kuwait towards specific measures were investigated through distributing a pre-designed
questionnaire. The measures were selected at the discretion and using the experience of the researchers of the measures being
the most adequate and acceptable to the road-using public in Kuwait. A list of these measures is given in the Appendix.

The survey questionnaire included in the Appendix was based on 'how effective any of the suggested solutions
would be in reducing the number of accidents on the roads (effectiveness). Also, responders were asked to indicate the level
of support that he/she offers and likely to give to each measure (favourability). A total of 26 potential countermeasures
were selected which tackled different areas and issues, covering, for example, road monitoring techniques, police
enforcement, driver education and training, increasing or reducing speed limits, punishment and retribution legislations, and
engineering.

Perceived effectiveness of the different countermeasure was obtained using standard Likert scale technique with a
ive point rating scale having a verbal label as follows:
Increases accidents
Do not know
No effect
Reduces accidents little
Reduces accidents so much

—h

SR A

The level of support likely to be given by the respondents was measured using a 2-point scale; either in favour (2) or not in
favour (1).

I1l. THE SAMPLE
The questionnaire was distributed to a random sample of 748 road users covering the various areas of Kuwait
(which is a small country with a population of about 3.6 millions). Tablel shows the characteristics of the sample. It can be
seen that the highest group of respondents were male (65%), Kuwaiti (65.9%), 18-25 years of age (33%), residents of
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Hawalli governorate (26.7%), university level (44%). Most of the respondents (53%) were owners of a private car. These
percentages are expected as they match the general characteristics of the total population of Kuwait. Male drivers in Kuwait
constitute about 70% of total drivers, Kuwaiti population is about 77% of total, population of age between 18 and 25 years
constitute 34 % of total, about 20% of total population reside in Hawalli governorate and private cars are 51 % of total
registered vehicles in the country These results indicate that the sample, besides being random is a representative sample.

Table 1: Sample Characteristics

Road User Category Group (Class) Total Respondents Percent
Gender Male 487 65.11
Female 261 34.89
Age (years) 18-25 246 32.89
26-35 212 28.34
36-45 152 20.34
46-55 82 10.96
Over 55 56 7.49
Nationality Kuwaiti 493 65.91
Arabian 164 21.93
Asian 50 6.68
Western 41 5.48
Education Level Less than high-school 27 3.61
High-school 186 24.87
Diploma 111 14.04
Graduate (University) 330 44.17
Post-graduate 94 12.57
Area (Governorate) Capital 167 22.33
Hawalli 201 26.87
Farwania 153 20.45
Mubarak Kabeer 69 9.22
Ahmadi 105 14.04
Jahra 53 7.09
Vehicle Type Saloon 395 52.81
Van 16 2.14
Jeep 264 35.29
Pickup 17 2.27
Truck 22 2.94
Bus 21 2.81
Motorcycle 13 1.74
IV. RESULTS

Two indices were introduced to obtain the ranking scores for each of the studied countermeasures. The first is the
“influence index” defined in terms of how effective the respondents thought a measure would be in reducing the number and
severity of accidents. The second index is the “approval index” which is defined in terms of how much the respondents
would be in favour of the measure actually being introduced.

The two averages (i.e., the Influence Index, Il and Approval Index, Al) of the total responses for each measure were
considered to obtain the overall average-point for that measure indicated by the letter S. The results of the data analysis for
all studied measures are shown in Table 2 and depicted in Figs 1 and 2. The higher point average for a measure means more
of the surveyed respondents perceive that measure likely to be effective or that they are in favour of its implementation.

Table 2 Arithmetic Means of the Perceived Effectiveness and Favourability of the Countermeasures

Countermeasure Influence Index (1) Approval Index (Al)
S1 3.638 1.461
S2 4.283 1.900
S3 4417 1.928
S4 4.172 1.785
S5 4.380 1.767
S6 3.541 1.452
S7 4.202 1.704
S8 2.092 1.275
S9 4.135 1.856
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S10 3.175 1.512
S11 4.191 1.809
S12 4.179 1.885
S13 3.821 1.584
S14 4.396 1.929
S15 4.398 1.886
S16 4,531 1.921
S17 4.361 1.925
S18 3.683 1.545
S19 3.983 1.714
S20 4.529 1.918
S21 4.365 1.855
S22 4.360 1.876
S23 4.469 1.861
S24 4.266 1.870
S25 4.210 1.838
S26 4.285 1.800

It can be seen that 19 out of 26 readings of the Il values were above 4 meaning that the majority of the respondents
believe that these measures are likely to be effective in reducing accidents.

The level of support to the measures (i.e., in favour or not) was almost similar to that for the effectiveness
perception. Referring to Table 2 and Fig. 2, it can be seen that most of the point averages (i.e., Al values) are closer to the
value of 2. (20 out of 26) are above 1.7 with only one measure,(increase the maximum speed limit from 120 to 140 km/h)
was found close to 1 point, indicating that the measure would not be supported by the public.
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Figure 2: Approval Index Histogram
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The two indices were used to obtain the ranking scores for each safety measure. As the indices represent the
arithmetic mean of all the rating responses, then the higher indices are given a lower ranking indicating that the measure was
perceived as being likely to result in a greater accident reduction or that its introduction would be more welcome. Table 3
shows the ranking of the studied measures in a descending order according to their effectiveness and according to their
favourability. Hence, suggesting measure number S16 was seen to be the most likely to reduce accidents than the rest, and
measure number S8 was the least effective.

Table 3 shows a reasonable agreement between public perception and support. If the top six measures in the table (
S16, S20, S23, S3, S15 and S14) are taken into consideration, then they, with the exception of measure S23, represent the
top-ranking measures for favourability as well. This parallel agreement is even more clear at the lower ranking programmes.
The six least effective measures considered by the road users (S13, S18, S1, S6, S10 and S8) were also the least favoured by
them, in almost similar ranking order. This agreement is illustrated in Fig.3.

Table 3: Ranking the Studied Measures According to Their Influence and Favourability Indices

Suggested Solution Influence Index (1) Rank I Approval Index (Al) Rank Al
S16 4.531 1 1.921 4
S20 4.529 2 1.918 5
S23 4.469 3 1.861 11
S3 4.417 4 1.928 2
S15 4.398 5 1.886 7
S14 4.396 6 1.929 1
S5 4.380 7 1.767 18
S21 4.365 8 1.855 13
S17 4.361 9 1.925 3
S22 4.360 10 1.876 9
S26 4.285 11 1.800 16
S2 4.283 12 1.900 6
S24 4.266 13 1.870 10
S25 4.210 14 1.838 14
S7 4.202 15 1.704 20
S11 4.191 16 1.809 15
S12 4.179 17 1.885 8
S4 4.172 18 1.785 17
S9 4.135 19 1.856 12
S19 3.983 20 1.714 19
S13 3.821 21 1.584 21
S18 3.683 22 1.545 22
Sl 3.638 23 1.461 24
S6 3.541 24 1.452 25
S10 3.175 25 1.512 23
S8 2.092 26 1.275 26

5
45 N_’_H_H—N—Q—N_,_‘_‘_‘_\A
4
» 35 v\\‘\‘
S 3 B
< —— ||
2 25 \\ = Al
; 2 W
15 ——
1
0.5
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Suggested Solutions
Figure 3: 2-lines Chart for the Influence and Approval Indices
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Table 4 shows the top seven measures according to their favourability. It can be seen that five of those were also
ranked among the top seven effective measures,

Table 4: The Top Seven Measures According to Approval Index

Suggested Solution Influence Index (1) Rank Il Approval Index (Al) Rank Al
S14 4.396 6 1.929 1
S3 4.417 4 1.928 2
S17 4.361 9 1.925 3
S16 4531 1 1.921 4
S20 4.529 2 1.918 5
S2 4.283 12 1.900 6
S15 4.398 5 1.886 7

V. DISCUSSION

The main findings of the survey can be grouped into two categories: the suggested countermeasures that received
high priority in terms of effectiveness and approval by the road users; and those received the lowest interest and welcome by
the road users. The top seven suggestions that produced higher index scores (II and Al) and the lowest four suggestions in

terms of index scores (Il and Al) are presented in Table 5.

Table 5: Highest and Lowest Measures Considering Both Indices

Suggested Solution | Measures | Il-rank | Al-rank |
Highest
Make sure that foreign chauffeurs for private homes are really eligible for driving
license. S16 1 4
Forbid truck and big-vehicle drivers from using middle lanes without necessity. S20 2 5
Increase & improve road safety education in schools S3 4 2
Put warning signs at usual accident sites. S14 6 1
Improve driving test and be firm with it S15 5 7
Increase the punishment against those who use mobile phones while driving. S23 3 (11)
Improve traffic signs and put them in a reasonable distance before desired
location S17 (9) 3
LOWEST
Increase speed limit to 140km/hr instead of 120 km/hr on express-ways. S8 26 26
Apply roundabouts more than traffic signals at intersections. S10 25 23
Make legal age for having license 20 instead of 18. S6 24 25
Reduce speed limit to 100km/hr on express-ways S1 23 24

Three out of four measures that received lowest scores in Table 5 (S8, S10 and S1), whether in their effectiveness or
in their approvals, are mainly linked with traffic engineering. The least of these (S8) was about increasing the speed limit,
while S1 was the suggestion for reducing the speed limit. Both suggestions have been viewed by the public as irrelevant to
reducing the number of accidents and were not supported. Also, switching the roundabout junctions into signal junctions did
not interest the road users. S6, which suggests changing the legal age for having a driving license from 18 to 20, was not
seen as a good solution and was not welcomed.

In contrast, the more welcomed solutions and thought to be effective in reducing the number of accidents were
distributed between three main categories: Engineering, Education, and Legislation. More strict in licensing the Asian house
drivers, prohibiting the big vehicles from using the middle lane (unless necessary), improve road safety education in schools,
and Improve driving test are all related to driver behavior Issues. Whereas installing warning signs away in advance of the
black-spot locations, and improving the design and the of traffic signals location, are related to traffic engineering.

The respondents’ interest in educating the road users and improving their experience was obvious in the scores for
suggestions S16, S3 and S15. Emphasizing upon the traffic administration in the Kuwaiti government to be much more strict
in licensing the Asian house drivers exhibits the importance of education and experience. School education comes next
indicating that the road users in Kuwait insist on establishing a good road-safety education in schools. S15, which calls for
improving the vehicle driving test by the Kuwaiti authorities and strictly applying it also received a high score in terms of
effectiveness and approval.

Legislations and punishment were also the concern of the public. Previous studies show that the drivers in Kuwait
accept enforcement in terms of more strict and increase police presence on the road [6]. Suggestion coded S23 raise the issue
of chastising or penalizing those who use the mobile phones while driving. This suggestion scored the 3™ highest value of
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the Il readings. For the approval by the respondents, it reached level 11 from 26 in the Al values. However, the Al reading
for it (1.861) was very high and was towards a strong support by the public.

It should be noted that the majority of the studied measures have been welcomed by the road users and were viewed
as effective which may dictate the need for an integrated programme that incorporate the most successful safety measures as
perceived by the road users rather than prioritizing their implementation as separate measures.

VI. Conclusion

The study reveals that the road safety issue is of concern to road users in Kuwait and all respondents were keen to
participate in finding appropriate solutions. The analysis of 748 responses regarding the road user perception towards the
effectiveness and favourability of 26 carefully selected potential countermeasures produced a list of seven measures which
are seen both effective and favourable. The majority of these measures are mainly linked with driver behavior issues. This
may indicate that the road using public of Kuwait places the responsibility/blame on the concerned authorities.

It is recommended that a further and more comprehensive study be carried out to reach more definite conclusions
regarding the identification of the most effective and favourable countermeasures which should then be implemented on a
small scale to evaluate their performance before full scale application is launched.
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APPENDIX
_':—‘—,5~ COLLEGE OF TECHNOLOGICAL STUDIES u\w@
Dear Sir/Madam

This form of survey is a tool towards understanding some of road traffic activity and safety issues in Kuwait. This should lead to

improving road safety. We are hoping that you participate in finding out solutions for reducing road accidents. Would you please, kindly
and sincerely, fill this form so that the results would reflect the reality. The information here will only be used for research purposes.

In the back of this paper is a table of suggestions for improving road safety in Kuwait. We ask you kindly to give
your opinion (what you think or believe) about each suggestion. All suggestions carry one main guestion: Do you think that
the suggestion will reduce the number of accidents? The answer will be a choice of 5. You are requested to draw a circle
around one of the five choices for each suggestion. In addition, for each suggestion, we need your opinion (content): Do you
support it or not? Put v under one of the 2 choices: In-favor or Not in-favor.

For example: If you think that jail sentence for those who transgress traffic laws will reduce the number of
accidents significantly (so much) but you do not favor this suggestion of jail sentence then you should circle number 5 and
put \ under Not in-favor.

Look at the examples:-

Suggestion Reduces Reduces No Do not Increases In- Not
Accidents | Accidents Effect Know Accidents favor In-
So Much Little favor
1- Jail penalty for who break the traffic law @ 4 3 2 1 N
2- Unlimited Speed on highways 5 4 3 2 (D N
3- Strict penalty for taxi drivers 5 @ 3 2 1 N
Needed information about you:
Age: -------- years; Male o Female o; Profession: ---------------
Nationality: --------------------- Area of residence: -------------------
Education level: Below secondary o Secondary o Diploma o

University O
Marital status:

Type of vehicle you use: Saloon o

Married o
Van o

Higher Degree 0

Single o

WWW.ijmer.com

Jeep o Pick-up o
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Truck o Bus O Motorcyclen  Other: ------------
Suggestion Reduces Reduces No Do not | Increases In- Not
Accidents | Accidents | Effect | Know | Accidents favor In-
So Much Little favor

1- Reduce speed limit to 100km/hr on 5 4 3 2 1
express-ways.
2- Increase pedestrian crossing facilities 5 4 3 2 1
(pedestrian bridge, tunnel, signals).
3- Increase & improve road safety education 5 4 3 2 1
in schools.
4- Increase traffic police patrol on roads. 5 4 3 2 1
5- More seriousness in enforcing speed limit 5 4 3 2 1
(such as hidden cameras, points against
driver's license).
6- Make legal age for having license 20 5 4 3 2 1
instead of 18.
7- Increase punishments against law-breakers 5 4 3 2 1
(increase fine, more points against driver's
license, hold license for a time).
8- Increase speed limit to 140km/hr instead of 5 4 3 2 1
120 km/hr on express-ways.
9- Improve junction design (For instance, 5 4 3 2 1
enlarge the intersection area to reduce conflict
or confusion).
10- Apply roundabouts more than traffic 5 4 3 2 1
signals at intersections.
11- Make it compulsory for driving learners to 5 4 3 2 1
pass training courses before driving test.
12- Increase traffic awareness programs (such 5 4 3 2 1
as ads, flyers and, radio and TV).
13- Increase road humps in residential areas. 5 4 3 2 1
14- Put warning signs at usual accident sites. 5 4 3 2 1
15- Improve driving test and be firm with it. 5 4 3 2 1
16- Make sure that foreign chauffeurs for 5 4 3 2 1
private homes are really eligible for driving
license.
17- Improve traffic signs and put them in a 5 4 3 2 1
reasonable distance before desired location.
18- Make traffic police-men wear civilian 5 4 3 2 1
clothes and use ordinary cars to monitor.
19- Intensify the punishment against those 5 4 3 2 1
who drive very slow on middle lanes.
20- Forbid truck and big-vehicle drivers from 5 4 3 2 1
using middle lanes without necessity.
21- Intensify the punishment against truck and 5 4 3 2 1
goods-vehicle drivers who break the law.
22- Intensify the punishment against those 5 4 3 2 1
who use road shoulders without necessity.
23- Increase the punishment against those who 5 4 3 2 1
use mobile phones while driving.
24- Be firm in approving the vehicle safety 5 4 3 2 1
and eligibility before renewing the registration
25- Making a traffic violation campaign 5 4 3 2 1
against faulty vehicles (such as broken lights
or bad tires).
26- Increase monitoring-cameras on main 5 4 3 2 1
roads and at traffic-signal intersections.

Suggestions and Comments:
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Lossy Transmission Lines Terminated by Parallel Connected
RC-Loads and in Series Connected L-Load (1)

Vasil G. Angelov, * Andrey Zahariev®
'Department of Mathematics, University of Mining and Geology” St. I. Rilski”, 1700 Sofia, Bulgaria
?Faculty of Mathematics and Informatics, University of Plovdiv, Plovdiv, Bulgaria

Abstract: The present paper is the first part of investigations devoted to analysis of lossy transmission lines terminated by
nonlinear parallel connected GC loads and in series connected L-load (cf. Fig. 1). First we formulate boundary conditions
for lossy transmission line system on the base of Kirchhoff’s law. Then we reduce the mixed problem for the hyperbolic
system (Telegrapher equations) to an initial value problem for a neutral system on the boundary. We show that only
oscillating solutions are characteristic for this case. Finally we analyze the arising nonlinearities.

Keywords: Fixed point theorem, Kirchhoff’s law, Lossless transmission line, mixed problem for hyperbolic system, Neutral
equation, Oscillatory solution

I. INTRODUCTION

The transmission line theory is based on the Telegrapher equations, which from mathematical point of view
presents a first order hyperbolic system of partial differential equations with unknown functions voltage and current. The
subject of transmission lines has grown in importance because of the many applications (cf. [1]-[9]).

In the previous our papers we have considered lossless and lossy transmission lines terminated by various
configuration of nonlinear (or linear) loads — in series connected, parallel connected and so on (cf. [10]-[16]). The main
purpose of the present paper is to consider a lossless transmission line terminated by nonlinear GCL-loads placed in the
following way: GC-loads are parallel connected and a L-load is in series connected (cf. Fig. 1).

The first difficulty is to derive the boundary conditions as a consequence of Kirchhoff’s law (cf. Fig.1) and to
formulate the mixed problem for the hyperbolic system. The second one is to reduce the mixed problem for the hyperbolic
system to an initial value problem for neutral equations on the boundary. The third one is to introduce a suitable operator
whose fixed point is an oscillatory solution of the problem stated. In the second part of the present paper by means of by
fixed point method [17] we obtain an existence-uniqueness of an oscillatory solution.

The paper consists of four sections. In Section II on the base of Kirchhoff’s law we derive boundary conditions and
then formulate the mixed problem for the hyperbolic system or transmission line system. In Section I11 we reduce the mixed
problem to an initial value problem on the boundary. In Section IV we analyse the arising nonlinearities and make some
estimates which we use in the second part of the present paper.

i(x.t)

Ro L Co | R1 1

= u (x,t)

}_

AL
Wy

Fig. 1. Lossy transmission line terminated by circuits consisting of RC-elements in series connected to L-element

I1. DERIVATION OF THE BOUNDARY CONDITIONS AND FORMULATION OF THE MIXED PROBLEM
In order to obtain the boundary conditions we have to take into account that if A is the length of the transmission

line then, T = A/(1/J/LC)=AVLC where L is per unit length inductance and C — per unit-length capacitance
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In accordance of Kirchhoff’s V-law (cf. Fig. 1) we have to collect the currents of the elements G, and C, after

that to collect the voltage of G,C, with the voltage of L, (p=01). But we deal with nonlinear elements, that is,

Rp(i)zirn(p)i”,(pzo,l) and Lp(i)zilgmi“ L Ly()=i.Ly(0) = i.ﬁlgmi“, C,o(U)=uC,y(u);
n=1 n=0 n=0

diy()  dGLy) dif L dhp®)
d  dt _dt(Lp(l)H di J,(p—O,l),
dC,(u) duC,(u) du dC, (u) ~
. dt _dt[cp(u)+u du j (p=0D).

One can formulate boundary conditions corresponding to Fig. 1: for x=0 (ig, +ic, =igyc, =1(0,1))

duGOCO

dt

dCo (Ugycy ) .
l: GoCo — :_I(Olt)_GO (UG()CO)I

+Co(Ugycy)
dug,c, 0~0

(1)

{i(o,t)M (0, )~ Ugyey 0+ Eo (1)

di(0,1)
digyc, dt

+Lo(i(0, t))}

And forx=A (ig, +ig, =igg =i1(A1)):

duGlCl
dt

dC, (ug,,) .
l: G1C1 & =|(A,t)—G1(UGlC1)

+Cy(Ugyc,)
dug,c, 1

@)
dL, (i(A, 1))

lete]

di(A,t)

[i(A,t) +L, ((A, t))} = U(A D) g ()~ Ey (1),

Here we consider the following lossy transmission line system:

c Y A0 | ayix =0
ot 2 ?
aY , U | pik =0
OX ’

L +
ot

(1) e ={xt)e 12 (x,t)e [0,A]x[0,00)}

Where u(x,t) and i(x,t) are the unknown voltage and current, while L, C, R and G are prescribed specific

parameters of the line and A > 0 is its length.
For the above system (3) might be formulated the following mixed problem: to find u(x,t) and i(x,t) in IT such

that the following initial conditions
u(x0) =ug(x), i(x0) =is (x), x & [0,A] @
And boundary conditions (1) and (2) to be satisfied.

I1l. REDUCING THE MIXED PROBLEM TO AN INITIAL VALUE PROBLEM ON THE BOUNDARY
First we present (3) in the form:
ou(x,t) +1 aJi(x,t) G

+—=u(x,t)=0
ot C ox C (5)
oi(x,1) +£ ou(x,t) +Bi(x,t):0
ot L ox L

And then write it in a matrix form
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VY AU L pyxty=0 (6)
ot X
Where
ou(x,t) ou(x,t) 0 i E 0
C C
U(x,t) = P(X't) ) Y _ _at , VXY _ _ax VA= , B= .
i(x,1) ot Bi(x,t) ox Bi(x,1) 1 0 0 R
ot X L L
. . . - . -4 1/C
In order to transform the matrix A in a diagonal form we have to solve the characteristic equation; L alT 0 whose
rootsare A4, =1/+/LC, 1, =-1/+/LC . For the eigen-vectors we obtain the following systems:
1 1 1 1
— L+—&,=0 ——&+=&,=0
’_LC 1 L 2 ’_LC 1 L 2
1 1 And 1 1 .
Sh-F=5=0 Sht =6 =0
C 1 LC 2 C 1 LC 2
Hence (59,20 )= (VS VL) (£@.&2)=(-vC VL)
B
Denote by A the matrix formed by eigen-vectors H = Ve L and its inverse one H 1 = 2 2Jc . It is known
-Jc L 1 1
r NN
1/4JLC 0
that A®" = HAH %, where A®" = .
0 -1/4JLC
Introduce new variables Z = HU, (or U = H'Z)
, _[V(x,t)} H Jo VL 0 _{u(x,t)}
1(xt) [ ~Jc JLl i(x,t) |
Then
(x,t) =vCulxt) +JLi(xt)
_ ()
1(x,t) = —/C u(x,t) + VL i(x,t)
or
1 1
u(x,t)=——=V(x,t)———=1(x,t)
2Jc 2Jc -
. 1 1
i(x,t)=——=V (X, t)+——= 1 (x,1).
2JL 2L
Replacing U (x,t) = H *Z(x,t) in (6) we obtain
-1 -1
a(Hat Z)+ Aa(H Z)+ B(H ‘1z)= 0.

Since H ! is a constant matrix we have
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H—l%JAH )8Z(x 0 (BH ‘1)Z(x t)=0.

After multiplication from the left by H we obtain % +H (AH ‘1)Z—§ +H (BH ‘1)2 =0,ie.

oz oz
AP 4 (HBH Mz =0. 9
Ao e ©)
But
vy o Jrllc Ol 2/ __zf 2lC L) 20 C L
Ve VL[ R 2 JY_G.R E(EJ
L1 241 zJ_ 2 C L) 2\Cc L

Applying Heaviside condition % :% we obtain

vyl L oV (x,t)

R0
at JLC x |,|L {V(X,t)}_ﬂ
R
0 —
L

+ =| . (10)
ol (x,t) 0 1 a(xt) 1(x,t) 0

ot JLC OX

The new initial conditions we obtain from (4):
V(x,0) = v/C u(x,0) + /L i(x,0) = VC ug(x) + /L ig(x) =V (x), x [0,A] (11)

1(%,0) = —/C u(x,0) + /L i(x,0) =—JC Uy (x) + VL ig(¥) = 15(x), x[0,A]. (12)

One can simplify (10) by the substitution:

R
W(x,t) = eftV(x,t)

R
It)=el 1(x 1)

Or
_R
V(x,t)=e L W(x,t)
R '
I(x,t)=e L J(x,t)
Substituting in (8) we obtain
R R

u(x,t) = ie_ftW(x,t) —Le_ftJ (x,1)

2Jc 2Jc
Ry 1 R
e LW t)+—=e L J(xt).

1
2JL 2L

Then with respect to the variables W(x,t) and J(x,t) (10) looks like:

(13)

(14)
i(x,1) =

OW (x,t) . 1 OW(x,t)
a  Jlc
a(xt) 1 alxt) _

ot JLC  OXx

:0,

(15)
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The mixed problem for (1) - (4) can be reduced to an initial value problem for a neutral system. The neutral system
is a nonlinear one in view of the nonlinear characteristics of the RGLC-elements.
From now on we propose two manners to obtain a neutral system for unknown voltage and current functions.

First manner: The solution of (15) is a pair of functions W (x,t) = ®y, (x—vt) and J(x,t) = @, (x+vt), where ®,, and ®,
are arbitrary smooth functions. From (14) we obtain

_Ry

u(x,t) :L[d)w (x=vt)— D, (x+vt)]

NRE (16)
-t
i(x,t):%[@w (x=vt)+ @ (x+vt)]
Hence
R
Oy (x-vt) e (JC u(x )+ JLi(x.) -
R
o, (x+vt)=eb (VL i(x,t)—C u(x.b)
For x=A we obtain
R
Dy (A—vt) =gl [JE U(A, 1) +4/L i(A,t)] )

R
O, (A+vt) =gl [JI i(A,t)—\/C_u(A,t)]

Letusput A—vt=—-vt'=>t=t+A/v=t4+T (T = A/v) and then replacing t by t'+T in the first equation of (18) we get

B('('+T)
D, (—vt') =el [JE u(A,t'+T)+\/L_i(A,t'+T)].

For the second equation of (18) we put
A+vt=vt"=t=t"-A/v=t"-T (T =A/v) And then we have

R
o, ) =et O WLIAL-T)Cu(At=T)].

So we obtain
R
D, (—vt) = el™? [JE U(At+T)+ /L (At +T)] (19)
R
<DJ(Vt)=eE(H)[x/Ii(A,t—T)—\/C_u(A,t—T)]. (20)

From (16) by x = 0 we have

R

00 =& [0y (-v1)-, ()]

2J/Cc

_Ry

i(0,t) = % [y (—vt)+ @, ()]

Substituting ®,,, (—vt) and @, (vt) from (19) and (20) into (21) we obtain:

(21)

u(o,t) =%[eRﬁLﬂ)(\/€ u(At+T)+VL i(A,t+T))—e@(\/t i(At-T)-/C u(A,t—T))]
i(0,1) =ﬁ[eR(th(\/E u(A,t+T)++/L i(A,t+T))+eR(t[T)(JI i(At-T)-~C u(A,t—T))].
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Substitute the above expressions into the boundary conditions (1), (2) we have
R(t+T) R(t-T)
Qugey () e & (u(At+T)+Zpi(At+T))+e & (Zoi(At-T)-u(At-T)) GolUgycy)
dt 27 dCyq (Ugyc,) dCyq (Ugyc,) ,
) ————00C B
dugyc, dugyc,

1 d R(t+T) R(t-T)
——[e Lo (u(At+T)+Zg i(At+T))+e L (Z, i(A,t—T)—u(A,t—T))]:

R(t+T) R(t-T)
[e Lo (u(At+T)+Zgi(At+T))-e L (Z, i(A,t—T)—u(A,t—T))}zuGO%(t)+250(t)

2dL, (i(0,1)) / dig,c,

duG]_Cl (t) _ I(A’ t) - Gl (uG]_Cl)
dt dC, (Ugyc, )/ dugyc, ,

di(A,t) _ ~U(A D +ugc, (1) - El(t)
dt dLy (i(A, 1)/ digye,

Letus put z=t+T .Then we arrive at a system that we cannot formulate an initial value problem.

Second manner
We proceed from (14) and obtain

R R R R
1 —t 1 —t 1 —t 1 —t
u(0t)=——=e L W(0,t)———=e - J(0,t) u(A,t)=——=e LW(At)———=e L J(AL)
2JC 2Jc And 2Jc 2Jc
R R R R
i(0,0) =——e LW(O,t)+——e L'3(0,1) (A ) = ——e CW(AD)+——e L I(AL).
2JL 2L 2JL 2JL
Substituting in (2.1) and (2.2) we obtain
R R
dugyc, (1) _e W) +e L I(0,t)—24JL LGy (Ugye, (t))
dt 2L dCy(Ugyc, )/ gy,
R R,
R R
R L Zoe LW(0,t)—Zpe L J(0,t) — 2v/Lug o, () + 2/ LE, (t
d e LW(O,0)+e L J(0,0) = 0 0.t)-2, _ .( ) i Goco (1) o();
t dLo (i(0,1))/ dig,c,
R R
dug, (1) _e WA +e L IA D) -2/ Gl(uGlcl(t))
dt 2JL dC, (Ug,c, )/ duge,
R R
R R —Zpe CW(AD +Zge U I(A)+ 2 ug e (8) - 24/LE,(t
da e '—tW(A,t)+e '—tJ(A,t) 0 (A1) (A1) Lugyc, (t) - 1()
dt dLy (i(A, 1)/ dig,

But

W(O,t) =W(A,t+T), JO,t+T)=J(A,t) = W(O,t-T)=W(A,1), J(0,t) =I(A,t-T).
We choose W(0,t) =W(t), J(t) = J(A,t) to be unknown functions and then the above system becomes
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R
Qlyey ® € “W(D+e L I(t-T)~2vLGo (U, )

dt 2L dCy(Ugyey )/ dugye,

R R
& Rien 3¢ T)J Zye LW()-Ze L 3(t-T)- zquOCO(t)+2J_EO(t)
dt -

d e LW(t) +e L
dL0 (i(0,1))/ digyc,
(22)

R R
Qe ® € & W(E-T)+e & I()-2VL 64U, )

dt 2JL dCy (ugc,)/ dugye,

)
—le Lt W(E-T)+e L J()|=
dLl(l(A t))/dlGlcl

R

—=(t-T)
d { Rt L J ~Zse b W(t-T)+Zee b J(t)+2fuelcl(t) 2\/_El(t)
dt

We notice that if (22) has a periodic solution
(oo W (). gy, (1,3 ®)

R R
-t -t
Then functions e - W(t), e L J(t) are oscillatory ones and vanishing exponentially at infinity. Therefore we put

R R
~ ——t —~ ——t
W(t)=e LW(t), J(t)=e L J(t) and then we can state the problem for existence-uniqueness of an oscillatory solution

vanishing at infinity of the following system (we denote by W (t), J (t) again by W (t), J(t)) and obtain:
dugycy () _ W ()+3(t-T)~2VLG (Ugye, (1)

L e[T;0);
dt 2JL dCy(Ugyc, )/ dugyc,
W) dIE-T)  ZoWO-ZoI(-T) =2V ugye, )+ 2VLE, () U
dt dt dL (i(0, 1))/ digyc, Y )
dugc, (1) W(-T)+J(t)-2/L RACTAC)NSN
dt 2JL dCy (uge,)/ dugye,
dI) __dW(E-T) ~ZoW(E-T)+ZpI(0+2VLuge, (- 2J_E1<t) LT
dt dt dL, (i(A, 1)/ dig,c, C
T T dW(@)  dW,(t) di(t) dI, ()
erco(T)zueoco, Uge, (T) =Uge,, WB=Wo (1), I (1) =30 (). el dot Ry c;)t te[0T].
IV. ANALYSIS OF THE ARISING NONLINEARITIES
First we precise the definition domains of the functions:
dC,(u) d(C,(u).u)
= (p=0))
dt dt
c Co P, .
Where C , (u) = d , ¢,>0,0,>0,he[23] are constants and|u| < g, < min{®,,®,}. We have to

\/1 u/®, \/q> —u

show an interval for u Where

ép(u)zu.Cp(u)zc h/®d

u

Has a strictly positive lower bound.
First we calculate the derivatives
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dCp(u) Ccpy@ C1h d2C,(u)  CpR®, 14 Li2h
dpu _ ph p(d)p—u) o dup2 _ ph P ; ( —u) =
s S

Since |u| < ¢y < min{®,, @, } < min LU S dép(u) >0
- o h—1 °h—1 '[thederivative du
|} Vb s g

‘ \/q) + & P

Then min{ép(U)ZUE[—% ¢o} m'n{cprﬂ’ pV®_p§VQ_¢i¢O
p

Further on we have

|d6p(u)| 2c,H®, ||1+h20h ) ZCPQ/_[h( )|u|1+h)]S
e S e N h? @, —go "

_ 20,4, [n (@, ¢0)+¢01+h] 2¢, 0@ (hed , + g ) <o

h2 h’ p_¢0 +2h h2 h’ ¢0 +2h N p'

For —¢y <u < gy <min L,cDO,ch it follows
h+1

dC .. (u c,h/@ _ cph@ _ X
pW) oY Pp ((I)p—h luj> p (q)p_u%)zcg).
h ((D h

Yo,y )

Therefore
Colf@, hd, +(h-Dgy
h T =C
(CD +¢0)1+h
|d26p(u)|<ch/CD_p‘—2h2®p+(2h2+h+1)1‘<cph 2h?® +(2h2+h+1)¢ e

| du? | n? ‘ (©, —ups ‘_ h? (q)p_%)z%

m m
For the I-V characteristics we assume R, (i)=Y"r{"i",(p=01) and L, (i)=Y I{Pi" then
n=1 n=0

p?

min{ép(u): u e[—¢0,¢0]}=6p(—¢0)=

L,(@)=i.L,(0)= i.ilgmi".

0 o (e e

(q> p u)z+E

dL, (i dL i
For L o (1) we get—— () d() L ()—|an(p)“1+Zl(p)|”—2(n+l)l(p)”.
Assumptions (C):
4T HTo 4T
|u(0,t)|gwg¢o; |U(A’t)|gw_ b0 ||(0 t)| M<[O, |i(A,t)|SMSIO.
2 2 27, 2Z
. . di, () m 7
Assumptions (L): [i|<Ij < = T =Y (n+1Pi" > LY >0,
n=1
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dL _ _
5 () <Z(n +DIP1" = L9, d"() < Zn(n +IP1 =D
1 1 n=1

m m
Assumptions (G): Gy (iRoLO )= Z gr(10) (i Rolg )", Gy (lry) = Z gr(wl) (i RlLl)n-
n=1 n=1

V. CONCLUSION
Here we have investigated lossy transmission lines terminated by circuits different from parallel or in series

connected RGLC-elements. It turned out that in this case one obtains more number of equations which leads to more
complicated boundary conditions at both ends of the line. First difficulty is to find independent unknown functions —
voltages and currents and to obtain a system of neutral differential equations. We show that just oscillatory solutions are
specific for the lossy transmission lines and in the second part of the paper we formulate conditions for existence-uniqueness
of an oscillatory solution. They can be easily applied to concrete problem because they are explicit type conditions — just
inequalities between specific parameters of the line and characteristics of the circuit.
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Modified Chattering Free Sliding Mode Control of DC
Motor
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Abstract: This paper is concerned with the design of a Modified Sliding Mode Controller for the position control of DC
Motor. The DC motor can be modeled as a linear time invariant single input single output (SISO) system. In this paper
synthesis and analysis of position control of a DC motor using chattering free sliding mode controller and conventional PID
controllers are carried out and their performance is evaluated. The performance of modified sliding mode controller is
superior to conventional PID controllers even in the presence of disturbances.

Keyword: chattering free Sliding mode controller; DC Motor; PID Controller

I. INTRODUCTION

The proportional-integral-derivative (PID) controller is extensively used in many industrial control applications [1]
due to is simplicity and effectiveness in implementation. The three controller parameters, proportional gain Kp, Integral gain
Ki, and derivative gain Kd, are usually fixed. The disadvantage of PID controller is poor capability of dealing with system
uncertainty, i.e., parameter variations and external disturbance. In recent years, there has been extensive research interest in
robust control systems, where the fuzzy logic, neural network and sliding-mode based controllers [1] [2].

Sliding mode control (SMC) is one of the popular strategies to deal with uncertain control systems [3]. The main
feature of SMC is the robustness against parameter variations and external disturbances and is widely used to obtain good
dynamic performance of control systems. Various applications of SMC have been conducted, such as robotic manipulators,
aircrafts, DC motors, chaotic systems etc. [4] [5] [6].

The finite speed of switching devices involved in SMC cause the phenomenon of chattering and it affects the
performance of the system adversely. Chattering is a phenomenon of high frequency switching of the control action which
causes high frequency oscillations in the output, heating up of electrical circuits and premature wear in actuators. A modified
sliding mode control technique can reduce the chattering without sacrificing the robustness of the system.

DC motor are generally controlled by conventional Proportional — Integral — Derivative (PID) controllers. For
effective implementation of PID controller it is necessary to know system’s mathematical model for tuning PID parameters.
However, it has been known that conventional PID controllers generally do not work well for non-linear systems,
particularly complex and vague systems that have no precise mathematical models. To overcome these difficulties, various
types of modified conventional PID controllers such as auto-tuning and adaptive PID controllers were developed lately [7].

This paper is focused on the performance comparison of the of the modified sliding mode controller with PID
controller for the position control of a DC motor

Il. MATHEMATICAL MODELING OF A DC MOTOR

DC motors are widely used in various industrial and electronic equipment where the position control with high
accuracy is required. The electric circuit of the armature and the free body diagram of the rotor are shown in fig. 1. The
desired speed is tracked according to the shaft position of the motor. A single controller is required to control the position as
well as the speed of the motor. The controller is selected so that the error between the system output and reference signal
eventually tends to its minimum value, ideally zero. The reference signal determines the desired position and/or speed.
Depending on type, a DC motor may be controlled by varying the input voltage or field current.

Here the variation of input voltage is used as the control parameter for the position control. A constant dc voltage is
selected as a reference signal to obtain the desired position of the motor. However, the method works successfully for any
reference signal, particularly for any stepwise time-continuous function. This signal may be a periodic signal or any signal to
get a desired shaft position, i.e. a desired angle between 0 and 360 degrees from a virtual horizontal line.

The dynamics of a DC motor is given in eqn (1)-eqn (5)

dl, do
Vt:RaIa+LaE+Eb (1) T:JEB(O—TL 2
T =K, 3) E, =K, 4

do
=— 5
‘=t ©
Where
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V Input terminal voltage (v) Ey Back emf (v)
Ra The armature resistance (ohm) La the armature inductance (H)
J  The moment of inertia of the rotor and load (Kg-m?/s?) Kt the torque constant (N-m/A)
B The damping ratio of mechanical system (N/m/s) Kb the motor constant (v-s/rad)

6 The angular displacement (rad)

R,

0—’\/\/\7—]
4
E,
‘) DC Inertia
EbT Motor load J
® N

T
Torque
Load
Fig.1. Structure of a DC Motor
D
Curren
' —D

wm

1 1
e

theta

Gain2 Integratorl Integrator2

Fig.2. Simulink Block diagram of a DC Motor

I11. Sliding Mode Control
Sliding mode control has long proved its interests. They are relative simplicity of design, control of independent
motion (as long as sliding conditions are maintained) and invariance to process dynamics characteristics and external
perturbations.

A Sliding Mode Controller is a Variable Structure Controller (VSC). Basically, a VSC includes several different
continuous functions that can map plant state to a control. Surface and the switching among different functions are
determined by plant state that is represented by a switching function. The basic control law of SMC is given by:

u = —ksign(s) (6)

Where k is a constant parameter, sign (:) is the sign function and s is the switching function. Chattering is a
phenomenon present in the sliding mode control which affects the performance of the system significantly. In order to

reduce the effect of chattering, the control law in the sliding mode controller is modified as U = —ksat(S/¢) and constant
factor ¢ defines the thickness of the boundary layer. sat(S/¢) is a saturation function that is defined as:

S if
sat(s/¢) = ¢
sgn(s/g)  if %

Sl<1

(7
>1

The control strategy adopted here will guarantee the system trajectories move toward and stay on the sliding surface
s=0 from any initial condition if the following condition meets:

$$ < —77ls| (8)
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Where 1) is a positive constant that guarantees the system trajectories hit the sliding surface in finite time .Using a
sign function often causes chattering in practice. One solution is to introduce a boundary layer around the switch surface.

This controller is actually a continuous approximation of the ideal relay control. The consequence of this control
scheme is that invariance of sliding mode control is lost. The system robustness is a function of the width of the boundary
layer. The principle of designing sliding mode control law for arbitrary-order plants is to make the error and derivative of
error of a variable is forced to zero. In the DC motor system the position error and its derivative are the selected coordinate
variables those are forced to zero. Switching surface design consists of the construction of the switching function. The
transient response of the system is determined by this switching surface if the sliding mode exists. First, the position error is
introduced:

e(k) = O, (k) - 0(k) ©)

Where 60, (k) and 6 (k) are the respective responses of the desired reference track and actual rotor position, at the k
the sampling interval and e(k) is the position error. The sliding surface (s) is defined with the tracking error (e) and its

integral Iedt and rate of change of e. The sliding surface is given by eqgn (10)
s =6+ Ae+ 4, [edt (10)
Where A, 4, > Oare astrictly positive real constant. Also the value of ¢ is taken as unity.

IV. PID CONTROLLER
The time domain representation of PID controller is given in egn (11)

u() = Kp[e(t) +T, d(ej(tt) +-|-_1i.|.e(t)dt} (11)

Where e (t) is the error (difference between reference input and output), u(t) is the control variable, Kp is the
proportional gain Td is the derivative time constant and Ti is the integral time constant. The above equation can also be
written as eqn (12)

u(t) = K e(t) + K, % + K, je(t)dt (12)

Where Kd= Kp Td and Ki= Kp/ Ti. Each of these coefficients makes change in the characteristics of the response of
the system. In order to get the desired performance characteristics of the system these parameters are to be accurately tuned.
The tuning Process of the PID controller can be complex due to its iterative nature. First it is necessary to tune the
proportional mode, then the integral and then the derivative mode to stabilize the overshoot. The tuning process is to be
continued iteratively.

Ziegler-Nichols tuning method of PID controllers

The tuning of PID controller involves the selection of the best values of the gains of K, K; and Kq of the control
law. A number of methods are available for the tuning of PID controllers.

The tuning of a PID controller generally aims to match some predetermined ideal response profile for the closed
loop system. Many algorithms are available to guarantee the best performance of the PID controller. The Ziegler-Nichols
tuning method of PID controllers is presented here.

The Ziegler-Nichols tuning method is described in the following steps

Set the controller to Proportional mode only

Set the gain K, to a small value

Apply a step input to the system and observe the response

Increase the K, in steps and observe the step response in each step

Keep increasing K, until the response show constant amplitude oscillations

Note the value of K, and the time period of the sustained oscillations. This gain is the ultimate gain Ku and the time
period is P,

e  Apply the criteria of the Table for the determination of the parameters of the PID controller

The PID controller parameters are selected for the Quarter Decay Response (QDR) according to the table.l

Table I. Zeigler-Nichols parameters for QDR

Control Action Ko Ki Ky

P K./2

PI KJ/2.2 | 1.2 K,/P,

PID KJ/1.7 2K, /P, | K, P8
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For the DC motor system the ultimate gain Ku and the time period is P, are obtained as K,=3.8, Pu=0.28sec. From
these the PID controller parameters are obtained as K= 2.23 , K=27.14 , K;=1.33

V. SIMULATION RESULTS & DISCUSSIONS

In this section, the overall model of DC motor with PID controller and sliding mode controller is implemented in
MATLAB/Simulink.

The simulink model of the PID controller is shown in fig. 3 and that of the modified chatter free SMC is shown in
fig. 4. The fig.5 shows the response of the system with conventional sliding mode controller for a step input in presence of
cyclic disturbance. Here the overshoot is considerably reduced as compared to PID controller. But the output is oscillating at
high frequency due to chattering. The fig.6 shows the response of the system with modified chatter free SMC for a step input
at no-load. The performance comparison is given in table Il. From table it is clear that the performance of the sliding mode

controller is far better than that of the PID controller

Current

Vt
Outl

Scope

Outl

Current wn

Ref
Ste| PID Controller Saturation ~ Gainl
p Torque theta

LTh

Step

wm

PID Controller
DC_Motor

Torque theta

Scope

DC_Motor

| RY|
Sine Wave Sine Wave

Fig.3. Simulink Block diagram of PID control Fig.4. Simulink Block diagram of SMC
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T T T
™ =—— outputwith SMC ——
|\ == = oUtpUtWith PID 4 \‘ === outputwith modified SMC
Iy e U HA! = = = oUtpUWith PID
,- . } } } . . — pUt
\ L] AN
21 e 5 M \ I ewm =
= - - v .
8 d - % I . R
< I (0] .
- . 5] ]
=] - L]
2 ] 2 ]
= ' E .
05 . 05 1
I I
l'
0 0
0 1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10
Hma time
Fig.5. Step response with PID and . :
convent?onal SIE)/IC iﬁ cyclic loaded condition Fig.6. Step response with PID and
modified SMC at no-load
Step Response with PID and modified SMC in cyclic loaded condition 1.2 Error plot with PID and modifiedSMC |n‘ cyclic roaded ?ondmo‘n
! T e Err0r With modified SMC
I'\_ = outputwith modified SMC — ; L
', 1 =« = outputwith PID 1 | Errowith PID
'. ‘- m— UL 0.8
. 1 2 | ot 1
3 1 e = — 0.6 .
g 1 NI L 1
¢} 5 04 =
E] I = '
= H i
3 i 0.2 t
£ - - . .4’ '\ b
05 ! 0 " /4 ey T -
, ‘ N LY 4
H 0.2 1 !
4 s )
0.4 \/
0 0.6
0 1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10
time time

Fig.7. Step response with PID and modified
SMC in cyclic loaded condition

WWW.ijmer.com

Fig.8. Error with PID and modified SMC in
cvclic loaded condition

1422 | Page



International Journal of Modern Engineering Research (IJMER)
WWWw.ijmer.com Vol.3, Issue.3, May-June. 2013 pp-1419-1423 ISSN: 2249-6645

Fig.7 shows the step response of the system under disturbance by cyclic load. Under this condition also the sliding
mode controller still shows better performance than the PID controller. Fig 8 shows the plot of error in this condition. So it is
clear that the sliding mode controller is superior to PID controller even in the presence of disturbances like cyclic load or
disturbance.

Table Il. Performance comparison

PID Modified
SMC
Rise time 0.6sce 0.4sec
Peak overshoot 40% 0%
Settling time 4 sec 0.4 sec

VI. CONCLUSION

This paper emphasizes on the effectiveness of position control of a DC motor with a Modified chattering free
Sliding mode Controller and its merit over conventional PID controllers.

The PID controller and modified Sliding mode controller for the control of an armature controlled DC Motor is
designed and is simulated using MATLAB and SIMULINK. From the obtained results it is clear that the performance of
modified sliding mode controller is superior to that of PID controller.

The PID controller is very simple to design and very easy to implement and also give moderate performance under
undisturbed conditions. But their performance deteriorates under disturbed condition like cyclic load. The sliding mode
controller gives a better performance than that of PID controllers. The main problem associated with sliding mode controller
is chattering. Reduced chattering may be achieved without sacrificing robust performance by modifying the control law of
the sliding mode controller. The performance of the system with modified chattering free sliding mode controller is far better
even in the presence of disturbances like cyclic load.
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Abstract: We obtain infinitely many non-zero integer sextuples (X,Y,z,w, p,T) satisfying the Non-homogeneous

equation of degree seven with six unknowns given by X° + y5 —(X3 + y3)xy—422W: 3( p2 —T2)2W3. The solutions

are obtained in terms of the generalised Fibonacci and Lucas sequences. Recurrence relations for the variables are given.
Various interesting relations between the solutions and special numbers, namely polygonal numbers, Pyramidal numbers,
centered hexagonal pyramidal numbers and Four Dimensional Figurative numbers are presented.

Keywords: Fibonacci and Lucas sequences, heptic equation, integral solutions, Non-homogeneous equation, special
numbers.
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NOTATIONS:
n_ pn / 2 _ 2

GF, (k,s) = % a= k+k+4$,ﬁ = kk%“ -Generalised Fibonacci sequence
a —

GL, (k,s) =a"+" a

-Generalised Lucas sequence

_k+k?+4s . k—k? +4s
2 e 2

Tm.n -Polygonal number of rank N with size m

an— Pyramidal number of rank N with size M
CPn,G - Centered hexagonal pyramidal number of rank n

F4,n,3 -Four Dimensional Figurative number of rank N whose generating polygon is a triangle

I. Introduction
The theory of diophantine equations offers a rich variety of fascinating problems. In particular, homogeneous and
non-homogeneous equations of higher degree have aroused the interest of numerous Mathematicians since antiquity [1-
3].Particularly in [4, 5] special equations of sixth degree with four and five unknowns are studied. In [6-8] heptic equations
with three and five unknowns are analysed. This paper concerns with the problem of determining non-trivial integral solution
of the non- homogeneous equation of seventh degree with Six unknowns given

by X° + y5 —(X3 + y3)xy—422W:3( p2 —T2)2W3, in terms of the generalised fibonacci and lucas sequences.

Recurrence relations for the variables are also given.Various interesting properties between the solutions and special
numbers are presented.

Il. Method of Analysis
The Diophantine equation representing the non- homogeneous equation of degree seven is given by
x5+y5—(x3+y?’)xy—422W:3(p2 —T2)2W3 (1)
Introduction of the transformations
X=U+V,y=U-V,z2=2V,W=U,p=V+1T =v-1, v>1 )
In (1) leads to V> —2u® =1 3)

The above equation (3) is a pellian equation, whose general solution is given by
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vy :%[(3+ 2\/§)n+l+(3—2\/§)”+1}
u, =%{(3+ 2@)””-(3-2&)”“} ~0,12,......

The values of U, and v, can be written in terms of the generalised Fibonacci and Lucas sequences.

1
Vn = EGLn+1(67 -1)

(4)

®)
Un =2GF,,1(6,-1)

In view of (2) and (5) the non-zero distinct integral solutions of (1) in terms of the generalised Fibonacci and Lucas
sequences are obtained as

1
Xn = 2GFq41(6,-1) + EGLn+1(6: -1)

1
Yn =2GFn11(6,-1) - EGLn+1(6’ -1)

Zn =GLlp,1(6,-1)

(6)
Wy, = 2GF,,1(6,-1)
1
Pn = Glns1 (6,1 +1
1
T, = EGLn+1(6v_1) -1, n=0,123....
A few numerical examples are tabulated below:
n Xn Yn Zn Wh Pn Ty
0 5 -1 6 2 4 2
1 29 -5 34 12 18 16
2 169 -29 198 70 100 98
3 985 -169 1154 408 578 576
4 5741 -985 6726 2378 3364 3362
5 33461 -5741 39202 13860 19602 19600
6 195025 -33461 228486 80782 114244 114242
The above values of X, Yy, Zy, Wy, Pp, T, satisfy the following recurrence relations respectively.
Xn+2 =6Xni1+ Xy =0
Yn+2 =6Yns1+Yn =0
Zn+2 = 6Zn41 +27 =0
Wn+2 = BWn g + Wy =0
Pn+2 =6Pni1+ Pp=—4
Thi2 6T +Th =4
2.1 Properties:
1 1
1.2GF,,1(6,-1) +EGLn+1(6, -1)+2GF,,»(6,-1) _EGLn+2(61 -1)=0
2. Xy + Yp +2W, + 2, + P + T, =8GF,,41(6,-1) +2GL,,,1(6,-1)
3. X —Yn=Pn+Ty
1
4, T2n+1 _EGL2n+2 (6, —l) +1=0
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5. X3n+2 ~ ¥3n+2 = Glgn+3(6,~1)

6. Wony1 = 2GLn,1(6,-1).GFy,1(6,-1)
7. Glgn,3(6,-1) — 2T3,,2 = 0(mod 2)
8. Xy +Yn = 2W,

9. Each of the following is a nasty number:

a) 6(zon41+4)

b)3(2 P2n+1— GI—n+1(6’ -1))

¢) 6(Xon41— Yoni1) +2 pg

d) 48W5 +24F, 1 5

10. Each of the following is a cubical integer:
8) 4(2§ + 220 Wh — 2Xpn41)

b) 2P3n4p +32n —2

©) X3n+2 ~ Y3n+2 +3Zn

d) X3n+2 = Yan+2 —6Pn —6

€) 2T3n42 +3(Xq = Yn) +2

f) 2Tz +32, +2

9) 2T35,2 +6p, —4
11. Each of the following is a biquadratic integer:

a) 2 Pan+3 +8T2n+l +2 pg

b) Xan+3 ~ Yan+3 +4Z2n11+2T32

¢) 2Tgn43+4(X2n41—Y2n11) +CPog
d) 2T4n43+8Toni1+T44

2
e) 8(Zon11 —8wWy)
9) 2Pan+3 +4(X2n41— Yon+1 +2)
h) Xan+3 = Yan+3 +4(Xon11 — Yon+1) +6

12.223Wn — Zpn11—2Y2n4+1 =0

13.Wop41 —ZpWy =0

14. Xon41+ Yon+1 —2ZaWh =0

15. Xon41+ Y2n+1 —4PpWn + 4w, =0
2 _

16. Zn —X2n41 + Y241 = 0(mod 2)

17. X342 + Yant2 = 2Wn(Z2ns1 +1)

18. Wy 41 — 2W, Pp +2W, =0

19. Define:

It is to be noted that the triple (X,Y,Z) satisfies the Elliptic Paraboloid X 2,v2_927
20. Define:
X =12, Y=2T,+2, W= Xoni1—Yons1+2

It is to be noted that the triple (X,Y,W) satisfies the Hyperbolic Paraboloid 2X 2_y2_w
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21. Define:

X =2Zon1+2, Y=2Ton1+4, Z= Xonp1—Yons1 +2

It is to be noted that the triple (X,Y,Z) satisfies the Cone X 2,y2_972

22. Define:

X =2Tq+2, Y=Xon41— Yons1+2

It is to be noted that the pair (X,Y) satisfies the parabola X 2y

I11. Conclusion
One may be able to get the solutions to (1) in terms of other choices of number sequences. For example, the

solution to (1) is also written in terms of Pell and Pell-Lucas sequence as follows:

1
Xp =2Pn.2(2,1) + E PLon2(2,2)

Yn

Pn = > Plon+2(2,D)+1

T, = > PLyn42(2,)-1, n=0,12,3....

= 2|:>2n+2 (2’1) _E I:)|—2n+2 (2,1)

Zn = Plgn,2(2,1)
Wn =2P5n,2(2,1)

1

()

1

1

The corresponding properties can also be obtained in terms of number sequences.

(1]
(2]
(3]

(4]

(5]

(6]

[7]
(8]
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Lateral Load Analysis of R.C.C. Building
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Abstract: The structure in high seismic areas may be susceptible to the severe damage. Along with gravity load structure
has to withstand to lateral load which can develop high stresses. Now a day, shear wall in R.C.structure and steel bracings
in steel structure are most popular system to resist lateral load due to earthquake, wind, blast etc. The shear wall is one of
the best lateral load resisting systems which is widely used in construction world but use of steel bracing will be the viable
solution for enhancing earthquake resistance. In this study R.C.C. building is modeled and analyzed in three Parts 1) Model
without bracing and shear wall 11) Model with different shear wall system 111) Model with Different bracing system The
computer aided analysis is done by using E-TABS to find out the effective lateral load system during earthquake in high
seismic areas. The performance of the building is evaluated in terms of Lateral Displacement, Storey Shear and Storey
Drifts, Base shear and Demand Capacity (Performance point). It is found that the X type of steel bracing system significantly
contributes to the structural stiffness and reduces the maximum inter story drift, lateral displacement and demand capacity
(Performance Point) of R.C.C building than the shear wall system.

Keywords: R.C. frame, Lateral displacement, storey shear, storey drift, Base shears, etc.

I. Introduction
1.1 General
The primary purpose of all kinds of structural systems used in the building type of structures is to transfer gravity
loads effectively. The most common loads resulting from the effect of gravity are dead load, live load and snow load.
Besides these vertical loads, buildings are also subjected to lateral loads caused by wind, blasting or earthquake. Lateral
loads can develop high stresses, produce sway movement or cause vibration. Therefore, it is very important for the structure
to have sufficient strength against vertical loads together with adequate stiffness to resist lateral forces.

1.2 Strengthening of RCC building with shear wall

Reinforced concrete (RC) buildings often have vertical plate-like RC walls called Shear Walls in addition to slabs,
beams and columns. These walls generally start at foundation level and are continuous throughout the building height. Their
thickness can be as low as 200mm, or as high as 400mm in high rise buildings [50]. Shear walls are usually provided along
both length and width of buildings, Shear walls are like vertically-oriented wide beams that carry earthquake loads
downwards to the foundation. Properly designed and detailed buildings with shear walls have shown very good performance
in past earthquakes [10]. Shear walls in high seismic regions require special detailing. However, in past earthquakes, even
buildings with sufficient amount of walls that were not specially detailed for seismic performance (but had enough well-
distributed reinforcement) were saved from collapse [16]. Shear wall buildings are a popular choice in many earthquake
prone countries, like Chile, New Zealand and USA [10]. Shear walls are easy to construct, because reinforcement detailing
of walls is relatively straight-forward and therefore easily implemented at site. Shear walls are efficient, both in terms of
construction cost and effectiveness in minimizing earthquake damage in structural and non-structural elements[12][50]

Most RC buildings with shear walls also have columns; these columns primarily carry gravity loads (i.e., those due
to self-weight and contents of building). Shear walls provide large strength and stiffness to buildings in the direction of their
orientation [14], which significantly reduces lateral sway of the building and thereby reduces damage to structure and its
contents. Since shear walls carry large horizontal earthquake forces, the overturning effects on them are large. Thus, design
of their foundations requires special attention. Shear walls should be provided along preferably both length and width.
However, if they are provided along only one direction, a proper grid of beams and columns in the vertical plane (called a
moment-resistant frame) must be provided along the other direction to resist strong earthquake effects[13][14].

1.3Strengthening of RCC building with Steel Bracing

Steel bracing is a highly efficient and economical method of resisting horizontal forces in a frame structure [6].
Bracing has been used to stabilize laterally for the majority of the world’s tallest building structures as well as one of the
major retrofit measures [1]. Bracing is efficient because the diagonals work in axial stress and therefore call for minimum
member sizes in providing stiffness and strength against horizontal shear [42]. A number of researchers have investigated
various techniques such as infilling walls, adding walls to existing columns, encasing columns, and adding steel bracing to
improve the strength and/or ductility of existing buildings[27][28]. A bracing system improves the seismic performance of
the frame by increasing its lateral stiffness and capacity [26]. Through the addition of the bracing system, load could be
transferred out of the frame and into the braces, bypassing the weak columns while increasing strength [29]. Steel braced
frames are efficient structural systems for buildings subjected to seismic or wind lateral loadings. Therefore, the use of steel
bracing systems for retrofitting reinforced concrete is a frame with inadequate lateral resistance is attractive. Existing RC
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framed buildings designed without seismic criteria and ductile detailing can represent a considerable hazard during
earthquake ground motions [7]. The non-ductile behaviour of these frames derives from the inadequate transverse
reinforcement in columns, beams and joints, from bond slip of beam bottom reinforcement at the joint, from the poor
confinement of the columns [5].

In the presence of these deficiencies the upgrading of seismic performance may be realized with the introduction of
new structural members such as steel bracing systems or RC shear walls. The introduction of steel braces in steel structures
and of RC shear walls in RC structures. However, the use of steel bracing systems for RC buildings may have both practical
and economical advantages [1]. In particular, this system offers advantages such as the ability to accommodate openings and
the minimal added weight of the structure. Furthermore, if it is realized with external steel systems (External Bracing) the
minimum disruption to the full operationally of the building is obtained [18]. There are two types of bracing systems,
Concentric Bracing System and Eccentric Bracing System [2]. The steel braces are usually placed in vertically aligned spans.
This system allows obtaining a great increase of stiffness with a minimal added weight, and so it is very effective for existing
structure for which the poor lateral stiffness is the main problem [9]. The concentric bracings increase the lateral stiffness of
the frame, thus increasing the natural frequency and also usually decreasing the lateral drift. However, increase in the
stiffness may attract a larger inertia force due to earthquake. Further, while the bracings decrease the bending moments and
shear forces in columns, they increase the axial compression in the columns to which they are connected. Since reinforced
concrete columns are strong in compression, it may not pose a problem to retrofit in RC frame using concentric steel
bracings [43].

Eccentric Bracings reduce the lateral stiffness of the system and improve the energy dissipation capacity [9]. Due to
eccentric connection of the braces to beams, the lateral stiffness of the system depends upon the flexural stiffness of the
beams and columns, thus reducing the lateral stiffness of the frame. The vertical component of the bracing forces due to
earthquake cause lateral concentrated load on the beams at the point of connection of the eccentric bracings.[18]

Il. Modelling

The E-TABS software is used to develop 3D model and to carry out the analysis. The lateral loads to be applied on
the buildings are based on the Indian standards. The study is performed for seismic zone Il as per IS 456 (Dead load, Live
Load) IS 1893:2002 (Earthquake load), 1S875: 1987(Wind Load). The building consists of reinforced concrete and brick
masonry elements.
G+12 storied building analyzed for seismic and gravity forces.
G+12 storied building analyzed with different types Shear wall system
G+12 storied building analyzed with different types of bracing systems.
The different type Bracings placed for peripheral columns only.

To find out effectiveness of steel bracing and shear wall to RCC building there is need o study parameters as Lateral
displacement, Story shear, Story drift, Pushover curve, capacity and demand of structure for that there is need to do linear
and nonlinear analysis of structure.

2.1 Model Data:-

Structure SMRF
No. Of stories G+12
Storey Height 3.00m
Material property
Grade of concrete M25
Grade of Steel Fe 415
Member Properties
Thickness of slab 0.125m
Beam Size 0.30x0.45 m
Column Size 0.30 x 0.60 m
Load Intensities
Seismic Zone [ 1

Table 2.1

Fig.2.1 Bare Frame Model
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Fig. 2.2 SW Type-11I
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Fig.2.3 SB Type-I

I11. Result and Discussion
Analysis of G+12 storied bare frame model, Shear wall model and steel bracing model is done using standard
software, from the analysis results obtained, bare frame model ,SW Type-lll and G+12 SB Type-l are compared. The
comparison of these results to find effective lateral load resisting system is as below.

3.1 Linear Analysis

3.1.1 Lateral Displacement
Lateral Displacement in UY
‘E 100
é /
ilc @ 0 SW
g 0 2 4 6 8 10 12 SB
[a) No. of Storey

Fig.3.1

Lateral displacement of bare frame model is controlled by Shear wall and steel bracing as a lateral load resisting
system. The lateral displacement of the bare frame model is 56.38 mm in X direction and 78.28 mm, in Y direction. The
lateral displacement of bare frame models is reduced by 70 to 80 % in X Direction and 50 to 55 % in Y direction as compare
with shear wall model. The lateral displacement of bare frame models is reduced by 40 to 50 % in X & Y direction as
compare with Steel bracing model.

3.1.2 Storey Drift

Storey Drift in Y Direction

__0.0030

£ 0.0010 = ——— BF
= — —swW
& 00010 024 6 8 10 12 SB
2 No. of Storey

Fig.3.2
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Shear wall and steel bracing significantly decrease in the story drift compared with bare frame model which is
within limitas per clause no 7.11.1 of 1S-1893 (Part-1):2002.

3.1.3 Storey Shear

Storey Shear in VY

_ 3000

§ 2000 —

= 1000 7/ BF
g o= —sw
2 0 2 4 6 8 10 12 sB
e

5] No. of Storey

%]

Fig.3.3

The maximum storey shear of the bare frame model is 1505.24 KN in X direction and 1078.16 KN in Y direction.
The Storey shear of shear wall model is 80 to 100 % more than bare frame. The storey shear steel braced model in X
direction is 60 to 70 % and 50 to 60 % in Y direction more than bare frame model.

3.2 Non Linear Analysis
3.2.2 Demand Spectrum

It can be observed that demand spectrum of bare frame model intersect away from D which means that the structure
will behave poorly during imposed seismic excitation and need remedial measures. The demand spectrum of model with
shear wall intersect near even point B and 10, which means that an elastic response and good security. It can observe
demand of model with steel bracing intersect the capacity curve near the even point between B and 10, which means that an
elastic response and good security margin.

Spectral Displacement

Spectral Acceleration / g

TpTreT] T T R T B |
25, S50. 75 100. 125, 150. 175. 200. 225 250.

Cursor Location | (5.93.2.000E-01 ]
Performance Point [V.D] | NS
Performance Point [Sa.5d) | NS
Performance Point (T eff.Beff] | NS,

Figure.3.4 Performance Point of Bare frame model (Push Y)

103 Spectral Displacement
400. = T | | |

Spectral Acceleration / g

N O O O O O R
20 40 B0 S0 100. 120 140 160 180. 200. =103

Cursor Location |

Performance Point [V.D] | [7887.385.0.201 )
Performance Point [Sa.5d) | (0133 .0136]
Performance Point [T eff.Reff] | (1.667 .0.104 )

Figure.3.5 Performance Point of shear wall (Push Y)
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=103 Spectral Displacement
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Figure.3.6 Performance Point of Steel Bracing (Push Y)

3.2.3 Plastic Hinge Mechanism

Model with shear wall shows better performance than bare frame model. The yielding of model with shear wall
occurs at events C-D at step-2 and D-E at step 5-10. Model with steel bracing shows better performance. The yielding of the
model with steel bracing occurs at event B-10 and 10-LS and LS-CP the amount of damage in this structure will be limited.

Elevation View - A Deformed Shape (PUSHY - Step 13) | )| ]

Figure.3.7 Plastic Hihge Mechanism of Bare frame model in (Push Y)

Elevation View - A Deformed Shape (PUSHY - Step 8) [ | e | se=|

w I P (=

Figure.3.8 Plastic Hinge Mechanism of SW (Push Y)

Elevation View - A Deformed Shape (PUSHY - Step 7) | | [.)

CcP c

Figure.3.9 Plastic Hinge Mechanism of SB (Push Y)
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IV. Conclusion
G+ 12 bare frame model, shear wall model and Steel bracing model is analyzed using standard software. The

following conclusions are drawn based on present study.

1)
2)

3)

4)
5)

6)
7)

8)
9)

(1]
(2]
(3]
(4]
(5]
(6]
(7]
(8]
(9]

[10]
[11]

[12]
[13]

[14]

[15]
[16]
[17]
(18]
[19]
[20]
[21]
[22]
[23]
[24]
[25]

[26]

The concept of using steel bracing is one of the advantageous concepts which can be used to strengthen structure

Steel bracings reduce flexure and shear demands on beams and columns and transfer the lateral load through axial load
mechanism.

The lateral displacement of the building is reduced by 40 to 60 % by the use of shear wall Type-IIl and X Type steel
bracing system.

Storey drift of the Shear wall and steel braced model is within the limit as clause no 7.11.1 of 1S-1893 (Part-1):2002.
Steel bracings can be used as an alternative to the other strengthening techniques available as the total weight of
structure changes significantly.

Shear wall has more storey shear as compare to steel bracing but there is 10 t015% difference in lateral displacement
between shear wall and steel bracing.

Shear wall and steel bracing increases the level of safety since the demand curve intersect near the elastic domain.
Capacity of the steel braced structure is more as compare to the shear wall structure.

Steel bracing has more margin of safety against collapse as compare with shear wall.
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Abstract: The specific outputs of some diesel engine applications have produced thermal loadings in excess of the strength
of typical aluminium piston alloys. Functionally graded coatings are used to increase performances of high temperature
components in diesel engines. Thermal barrier coating are being evaluated to return the components durability to
acceptable levels as well as providing a means of lowering heat rejection. This paper discusses the use of a finite element
model to analyze these thermal barrier coating systems, including the impact of material properties, coating thickness,
residual stress and boundary conditions.

These coatings consist of a transition from the metallic bond layer to cermet and from cermet to the ceramic layer.
Thermal analyses were employed to deposit metallic, cermet and ceramic powders such as NiCrAl, NiCrAl+MgZrO3 and
MgZrO3 on the substrate. The numerical results of AISi and steel pistons are compared with each other. It was shown that
the maximum surface temperature of the functional graded coating AlSi alloy and steel pistons was increased by 28% and
17%, respectively. In this study, thermal behavior of functional graded coatings on AISi and steel piston materials was
investigated by means of using a commercial code, namely ANSYS

Key Words: Zirconia, Mullite, Alumina, Thermal efficiency, Electron Beam Physical Vapour Deposition

List of Symbols
Symbol | Description | Unit

Nomenclature
H Heat transfer coefficient W/m2/K
p density Kg/m3
A Area mm?
Pm Indicated Mean Effective Pressure, N/mm?
D Diameter of bore m
P Thermal expansion oCt
N Speed rpm
N Number of strokes Strokes/min
Cp Specific heat capacity JIKg/K
Tc Temperature at center of the piston °C
Te Temperature at edge of the piston °C
K Thermal conductivity WIim/K
Abbreviation
HCV Higher calorific value KJ/Kg
BP Brake power KW
TBC Thermal barrier coating
EBPVD Electron beam physical vapor deposition

I. Introduction

The demand for energy is increasing day by day. The world is depending mostly on fossil fuels to face this energy
needs. The increase in standard of living demands better mode of transport, hence a large humber of automobile companies
has been introduced. Automobiles provide better transport but the combustion of fuel in automobile engine creates harmful
effluents, which has an adverse effect on water and air.Combustion generated pollution is by far the largest man made
contribution to atmospheric pollution. The principal pollutants emitted by the automobile engines are CO, NOy, HC and
particulates. The modern day automobiles is a result of several technological improvements that have happened over the
years and would continue to do so to meet the performance demands of Exhaust-Gas Emissions, Fuel Consumption, Power
Output, Convenience and Safety.In order to reduce emissions and increasing engine performance, modern car engines
carefully designed to control the amount of fuel they burn. An effective way for reducing automotive emission and increase
engine’s performance is accomplished by coating automobile piston head with low thermal conductivity material such as
ceramic. This process is known as Thermal Barrier Coating (TBC).

ANSYS is general-purpose finite element analysis (FEA) software package. Finite Element Analysis is a numerical
method of deconstructing a complex system into very small pieces (of user-designated size) called elements. The software
implements equations that govern the behaviour of these elements and solves them all; creating a comprehensive explanation
of how the system acts as a whole. These results then can be presented in tabulated or graphical forms. This type of analysis
is typically used for the design and optimization of a system far too complex to analyze by hand. Systems that may fit into
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this category are too complex due to their geometry, scale, or governing equations.ANSY'S is the standard FEA teaching tool
within the Mechanical Engineering Department at many colleges. ANSYS is also used in Civil and Electrical Engineering, as
well as the Physics and Chemistry departments. ANSYS provides a cost-effective way to explore the performance of
products or processes in a virtual environment. This type of product development is termed virtual prototyping.

With virtual prototyping techniques, users can iterate various scenarios to optimize the product long before the
manufacturing is started. This enables a reduction in the level of risk, and in the cost of ineffective designs. The multifaceted
nature of ANSYS also provides a means to ensure that users are able to see the effect of a design on the whole behavior of
the product, be it electromagnetic, thermal, mechanical etc. ANSYS is capable of both steady state and transient analysis of
any solid with thermal boundary conditions. Steady-state thermal analyses calculate the effects of steady thermal loads on a
system or component. Users often perform a steady-state analysis before doing a transient thermal analysis, to help establish
initial conditions. A steady-state analysis also can be the last step of a transient thermal analysis; performed after all transient
effects have diminished.

A steady-state thermal analysis may be either linear, with constant material properties; or nonlinear, with material
properties that depend on temperature. The thermal properties of most material vary with temperature. This temperature
dependency being appreciable, the analysis becomes nonlinear. Radiation boundary conditions also make the analysis
nonlinear. Transient calculations are time dependent and ANSY'S can both solve distributions as well as create video for time
incremental displays of models. The ANSY S/Multiphysics, ANSYS/Mechanical, ANSYS/FLOTRAN, and ANSYS/Thermal
products support steady-state thermal analysis. A steady-state thermal analysis calculates the effects of steady thermal loads
on a system or component. Engineer/analysts often perform a steady-state analysis before doing a transient thermal analysis,
to help establish initial conditions. A steady-state analysis also can be the last step of a transient thermal analysis, performed
after all transient effects have diminished. You can use steady-state thermal analysis to determine temperatures, thermal
gradients, heat flow rates, and heat fluxes in an object that are caused by thermal loads that do not vary over time. A steady-
state thermal analysis may be either linear, with constant material properties; or nonlinear, with material properties that
depend on temperature. The thermal properties of most material do vary with temperature, so the analysis usually is
nonlinear. Including radiation effects also makes the analysis nonlinear.

Il. Literature Review

Ekrem Buyukkaya and Muhammed Cerit investigated the effects of ceramic coating over diesel engine piston using
3D finite element method; they found that maximum surface temperature of the coated piston with material which has low
thermal conductivity is improved approximately 48% for the AISi alloy and 35% for the steel.[1]. EkremBuyukkaya,
Department of Mechanical Engineering, Esentepe Campus, Turkey.. Thermal analysis of functionally graded coating AlSi
alloy and steel pistons... Thermal analyses were employed to deposit metallic, cermet and ceramic powders such as NiCrAl,
NiCrAl+MgZrO3 and MgZrO3 on the substrate. The numerical results of AlISi and steel pistons are compared with each
other. It was shown that the maximum surface temperature of the functional graded coating AlSi alloy and steel pistons was
increased by 28% and 17%, respectively. [2]. Imdat Taymazinvestigated the effect of thermal barrier coatings on diesel
engine performance his results indicate a reduction in fuel consumption and an improvement in the efficiency of the diesel
engine.[3]. P. M. Pierz investigated the thermal barrier coating development for diesel engine aluminum piston he found that
the resulting predicted temperatures and stresses on the piston, together with material strength information, the primary cause
of coating failure is proposed to be low cycle fatigue resulting from localized yielding when the coating is hot and in
compression.[4]. O. Altun ,Mechanical Engineering Department , Turkey., Investigated in Problems for determining the
thermal conductivity of TBCs by laser-flash method., Laser-flash method is the most widely used experimental technique to
determine the thermal conductivity of APS TBCs at high temperatures. The research contributes to better understanding and
recognition the importance of sample preparation in laser-flash method.[5]

S. C. Mishra., Laser and Plasma Technology Department, Mumbai, India. Investigated in Microstructure, Adhesion,
and Erosion Wear of Plasma Sprayed Alumina-Titanium Composite Coatings.. Adhesion strength value of the coating varies
with operating power. The trend of erosion of the coatings seems to follow the mechanism predicted for brittle materials.
Coating deposited at 18kW power level shows a higher erosion rate than that of the sample deposited at 11kW power level
[6]. HW. Grunling and W. Mannsmann, ABB Kraftwerrke AG, KallstadterStz 1, 6800 Mannheim 31, Germany.,
investigated in Plasma sprayed thermal barrier coatings for industrial gas turbines: morphology, processing and properties.
The properties of thermal barrier coating systems depend strongly on the structure and phase composition of the coating
layers and the morphology of and the adhesion at the ceramic-metal interface. They have to be controlled by the process
itself, the process parameters and the characteristics of the applied materials. [7]. A. J. Slifka, National Institute of Standards
and Technology, Boulder. Thermal-Conductivity Apparatus for Steady-State, Comparative Measurement of Ceramic
Coatings, and an apparatus has been developed to measure the thermal conductivity of ceramic coatings. Since the method
uses an infrared microscope for temperature measurement, coatings as thin as 20 _m can, in principle, be measured using this
technique. This steady-state, comparative measurement method uses the known thermal conductivity of the substrate
material as the reference material for heat-flow measurement.[8]. Dongming Zhu Ohio Aerospace Institute, Cleveland,
Ohio. Effect of Layer-Graded Bond Coats on Edge Stress Concentration and Oxidation Behavior of Thermal Barrier
Coatings.. A low thermal expansion and layer-graded bond coat system, that consists of plasma-sprayed FeCoNiCrAl and
FeCrAlY coatings and a high velocity oxy fuel (HVOF) sprayed FeCrAlY coating, was developed for minimizing the
thermal stresses and providing excellent oxidation resistance.[9]. S. Alphine’, M. Derrien, Thermal Barrier Coatings: the
Thermal Conductivity challenge. In this paper, the importance of the challenge associated with the control of the thermal
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conduct why of thermal barrier coatings for turbine engines hot stages is being reviewed. It is firstly illustrated by the
description of a practical aeronautic coated and uncoated turbine blade design exercise. The various contributions to TBC
thermal conductivity are then reviewed. [10].

I11. Thermal Barrier Coating

Thermal barrier coatings are highly advanced material systems applied to metallic surfaces, such as gas turbine
aero-engine and diesel engine parts, operating at elevated temperatures. These coatings serve to insulate metallic components
from large and prolonged heat loads by utilizing thermally insulating materials which can sustain an appreciable temperature
difference between the load bearing alloys and the coating surface. In doing so, these coatings can allow for higher operating
temperatures while limiting the thermal exposure of structural components, extending part life by reducing oxidation and
thermal fatigue. In fact, in conjunction with active film cooling, Thermal barrier coatings permit flame temperatures higher
than the melting point of the metal airfoil in some turbine applications.Modern Thermal barrier coatings are required to not
only limit heat transfer through the coating but to also protect engine components from oxidation and hot corrosion. No
single coating composition appears able to satisfy these multifunctional requirements. As a result, a “coating system” has
evolved. Research in the last 20 years has led to a preferred coating system consisting of three separate layers such as metal
substrate, bond coat and ceramic coating to achieve long term effectiveness in the high temperature, oxidative and corrosive
use environment for which they are intended to function.

The application of Thermal barrier coatings on the diesel engine piston head reduces the heat loss to the engine
cooling-jacket through the surfaces exposed to the heat transfer such as cylinder head, liner, piston crown and piston rings. It
is important to calculate the piston temperature distribution in order to control the thermal stresses and deformations within
acceptable levels. The temperature distribution enables the designer to optimize the thermal aspects of the piston design at
lower cost, before the first prototype is constructed. As much as 60% of the total engine mechanical power lost is generated
by piston ring assembly. Most of the internal combustion (IC) engine pistons are made of aluminum alloy which has a
thermal expansion coefficient 80% higher than the cylinder bore material made of cast iron. This leads to some differences
between running and the design clearances. Therefore, analysis of the piston thermal behavior is extremely crucial in
designing more efficient engines. The thermal analysis of piston is important from different point of views. First, the highest
temperature of any point on piston should not exceed 66% of the melting point temperature of the alloy. This limiting
temperature for the current engine piston alloy is about 370°C. This temperature level can be increased in ceramic coating
diesel engines.

Thermal barrier coatings consist of three layers. They are the metal substrate, metallic bond coat and ceramic
topcoat. The metal substrate and metallic bond coat are metal layers and the topcoat is the ceramic layer. The metal substrate
is typically a high temperature aluminium alloy that is either in single crystal or polycrystalline form. The metallic bond coat
is an alloy typically with the composition of Nickel, Cobalt, Chromium, Aluminium. The bond coat creates a bond between
the ceramic coat and substrate. The third coat is the ceramic topcoat, Zirconia (ZrO3), Mullite(3Al,05-2Si0,), Alumina
(Al,03) which is desirable for having very low conductivity while remaining stable at nominal operating temperatures
typically seen in applications. This layer creates the largest thermal gradient of the thermal barrier coating. In industry,
thermal barrier coatings are produced in a number of ways.
= Electron Beam Physical Vapor Deposition (EBPVD)
=  Air Plasma Spray (APS)
= Electrostatic Spray Assisted Vapour Deposition (ESAVD)
=  Direct Vapor Deposition

Diesel engine piston made of Aluminium Alloy is taken for this study and ceramic material having low thermal
conductivity is preferred as the coating material on the piston head or crown.
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Fig.1. Materials for thermal barrier coating
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The ceramic material choosen for this study should have low thermal conductivity and thermal expansion as shown
in the above graph. The selected materials are as follows,
e  Zirconia (ZrOy)
e  Mullite (3Al,05-2Si0y)
e  Alumina (Al,O3)

IV. Electron Beam Physical Vapor Deposition

EB-PVD is an evaporation process for applying ceramic thermal barrier coatings to gas turbine engine parts .It has
been the favored deposition process technique for TBCs because of the increased durability of coating that is produced when
compared to other deposition processes. EB-PVD TB exhibits a columnar microstructure that provides outstanding resistance
against thermal shocks and mechanical strains. Figure presents a diagram of the coating chamber where the EB-PVD process
takes place.The EB-PVD process takes place in a vacuum chamber consisting of a vacuum-pumping system, horizontal
manipulator, a water-cooled crucible containing a ceramic ingot to be evaporated, an electron-beam gun, and the work piece
being coated. The electron beam gun produces electrons, which directly impinge on the top surface on the ceramic coating,
located in the crucible, and bring the surface to a temperature high enough that vapor steam is produced. The vapor steam
produces a vapor cloud, which condenses on the substrate and thus forms a coating. The substrate is held in the middle of
vapor cloud by a horizontal manipulator that allows for height variation in the chamber. During the coating process, oxygen
or other gases may be bled into the vapor cloud in order to promote a stoichiometric reaction of ceramic material. An .over
source.heater or an electron beam gun may be used for substrate heating, which keeps the substrate at a desired temperature.

Substrate .
——HN Horizontal

| || Manipulator

Vapor
Cloud

Crucible Material Coafing Ingots

Figure 2. EB-PVD Coating Chamber

In our six stroke engine we are placing thermal barrier component in between the cylinder block and cylinder liner.
The heat is transferred from the combustion chamber to the cylinder block through the cylinder liner and thermal barrier. The
heat flow rate through the thermal barrier is low. Materials of thermal barrier are discussed in the forthcoming chapters.

V. Simulation

In this project work, ANSY'S workbench 10 software has been used to investigate the temperature distribution in the
ceramic coated Aluminium alloy piston and to compare the maximum surface temperature of the uncoated Aluminium alloy
piston with ceramic coated Aluminium alloy piston, ceramic materials such as Zirconia stabilized with magnesium oxide,
Mullite and Alumina were used for this study

In the numerical simulation performed, a diesel engine piston, made of Al alloy is analyzed. 3-D finite element
thermal analyses are carried out on both uncoated and ceramic coated pistons. In the model, surface-to-surface contact
elements are defined between piston ring and ring grove. Piston thermal boundary conditions consist of the ring land and
skirt thermal boundary condition, underside thermal boundary condition, combustion side thermal boundary condition.
Convective heat transfer coefficients and ambience temperatures were specified as the thermal boundary conditions.

ﬁ = liner
water
T piston Tvater
Ry R Ry

Fig 3. Thermal circuit of heat transfer resistances in the region of the rings.
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R;: Conductive resistance of the ring,

R,: Conductive resistance of the oil film is negligible,

R3: Conductive resistance of the liner,

R4: Convective resistance between the liner and the cooling water.

Thermal circuit of heat transfer resistances in the ring land is to be set with the following assumptions.

1) The effect of piston motion on the heat transfer is neglected.

2) The rings and skirt are fully engulfed in oil and there are no cavitations.
3) The rings do not twist.

4) The heat transfer mode in the oil film is neglected.

Table .1.Thermal properties of parts

Material Thermal conductivityW/m°C
Piston (Al-Si) 155
Oil Ring
Compression Ring
Liner

The resistances are:

Conductive resistance of the ring, Ry=(In(ry/r2)/2nL; Kying)
Conductive resistance of the film, R,=(In(ra/r,)/2nL,K,;i)
Conductive resistance of the liner, Rs=(In(r/r3)/2nL3Kyock)
Conductive resistance between the liner and cooling water, Ry
Total resistance Ry=0.32 m?k/kw

The effective heat transfer is obtained from, hes=1/RioiXAett = 617.68 w/m>k

0.085048 m?k/kw

8x10”° m?k/kw

0.06417 m’k/kw

1/ (hyaterAs) =0.171 m?k/kw

The value of convective heat transfer coefficient of crown underside is, h,;=900(N/4600)** =672.415 w/m?k
The value of convective heat transfer coefficient of piston skirt underside, hun2=240(N/4600)%* =179.31 w/m?k

The Crevice heat transfer coefficient, h=k/S =230 w/mk

Table 2.Coating Materials

Properties /-_\I_uminium— Zirco_nia stab_ilized with Mullite Alumina
Silicon Alloy | Magnesium oxide (ZrMgOs) (3A1,03°2510,) (AL,03)
Density kg/m? 2.68 x108 5.6 x108 2.8 x103 3.69 x103
Thermal expansion (20 °C) °C™" | 19.4x10° 10x10° 5.4x10° 7.3x10°
Specific heat capacity J/(kg*K) | 850 400 950 880
Thermal conductivity W/(m*K) | 154 2.5 6 18
Initial Conditions
Piston top surface temperature : 400°C
Piston skirt temperature : 110°C
Boundary Conditions
The Crevice convective heat transfer coefficient, h = 230 w/m?k
The piston crown or head underside convective heat transfer coefficient,hy,. = 672.415 w/m?k
The piston skirt underside convective heat transfer coefficient, hun2 = 179.31 w/im?k

g &
= 0 080 (m)
[ —

0040

Fig .4 Uncoated Aluminium alloy piston
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L.

Fig .6 Ceramic materialMullite coated piston Fig 7. Ceramic material Alumina coated piston

VI. Results and Discussion

Finite element analysis were performed to evaluate temperature gradients of the uncoated Aluminium alloy piston
and ceramic materials such as partially stabilised zirconia with magnesium oxide (ZrMgOs), Mullite and Alumina (Al,O3)
coated Aluminium alloy piston. The temperature distributions of an uncoated aluminium alloy piston are shown in the figure
4. The maximum surface temperature on the piston crown of the Aluminium alloy piston is determined as 295.86°C.The
temperature distributions of the ceramic materials such as partially stabilised zirconia with magnesium oxide (ZrMgO3),
Mullite and Alumina (Al,O3) coated Aluminium alloy piston is shown in the figure 5, figure 6, figure7, respectively.The
maximum surface temperature on the piston crown for Ziconia coated Aluminium alloy piston is determined as 377.07°C,
For Mullite Coating it is 360.6°C and for Alumina coating it is 357.45°C.

Fig.8 represents the temperature distribution comparison curve of uncoated Aluminium alloy piston with zirconia,
Mullite and Alumina coated piston. It is clear that the maximum surface temperature of Zirconia coated piston (377.07°C) is
more than the conventional Aluminium alloy piston (295.86°C).and the maximum surface temperature of Mullite coated
piston (360.6°C) is more than the conventional Aluminium alloy piston (295.86°C) and the maximum surface temperature of
Alumina coated piston (377.07°C) is more than the conventional Aluminium alloy piston (295.86°C).From the graphical
representation the ceramic material partially stabilized Zirconia gives more performance to the diesel engine taken for this
study.

400
350 —
¥ 300
£ =—t—Uncoated Aluminium
] 250 alloy piston
F]
E 200 - - ==fll==C0ating with Zirconia
;-’.150 1
Coating withMullite
8 100 - 8
50 i Coating with Alumina
0 T T T T T T T T T 1
= % M~ O mMm VW O o0
o N F N O~ O H
-
Length of piston in mm

Fig. 8.Comparisons of coated Aluminium alloy piston with uncoated Aluminium alloy piston

VIl. Conclusion

A comparative evaluation was made between the temperature distributions of the uncoated aluminium alloy piston
and the ceramic coated piston. The maximum surface temperature of the ceramic coated piston is improved approximately
28% for Zirconia stabilised with magnesium oxide (ZrMgOs) coating, 22% for Mullite coating (3Al,03-2Si0O,) and 21% for
Alumina (Al,Os) than the uncoated piston by means of ceramic coating. According to the software simulations conducted in
this project, it has been concluded that the using of ceramic coating for Aluminium alloy piston increases the temperature of
the combustion chamber of the engine and the thermal strength of the base metal.Finally the combustion chamber
temperature increases the thermal efficiency of the engine also increases.
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Need For Strengthening Automobile Industry in Ethiopia
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Abstract: The main purpose of this paper is to analyze automotive industry and its trend in strengthening the industry in
Ethiopia. In recent years, the condition of the automotive sector is increasing and it is playing a vital role in the national
economy. Although the automotive sector is playing significant role, it is still at low level and many factors contributed for
that, including

e  Government regulations

Road conditions

Purchasing power of people

Lack of skilled manpower and capacity

Shortage of capital

To address those issues, the research conducted for both primary and secondary data. The collected data were
analyzed and the result of the analysis was summarized into positive and negative aspects. It was revealed that the positive
aspects, contribution to the national economy, future growth prospects, employment opportunity and profitability of the
operation. Outweigh the negative aspects. As the research had scope and limitations, it was recommended to the government
authorities to undertake further studies to make an informed decision on how to strengthen automobile industry for the
growth and development in Ethiopia.

Key Words: Automobile Industry, Automobile vehicles, Spare parts & Government Policies.

I. Introduction

Ethiopia, being one of the African countries, requires continuous improvement in agriculture, manufacturing and
automobile sectors. In accomplishing the development on these sectors, the role of infrastructure is vital. The developments
of the infrastructure in turn highly depend on the availability of various types of vehicles (cars, pickups, trucks etc...)
construction machineries and agricultural equipment’s. In addition, Ethiopia is one of the land — locked countries in Africa.
It uses mainly Djibouti port, which is located about 1000 KM. from Addis Ababa for import and export of goods. The
transportation of goods from Djibouti port to parts of Ethiopia and from various parts of the country to port is done using
trucks.

Since Ethiopia doesn’t manufacture automotive, construction machinery and agricultural equipment’s locally at
present, it imports those from various countries of the world. Automotive importing companies are importing vehicles to the
market. The marketing trends of automotive is necessary to clearly see the demand supply gap and for the growth. This paper
mainly prepared to reveal the truck market trend in Ethiopia and to indicate ways of increasing the contribution of the
automotive sector to the economy. The over view of investment opportunity in relation to the automotive industry.

It is observed that the present status of automobile industry in Ethiopia, the potential of the industry and the demand
of automobile vehicles including their spare parts. In Ethiopia many imported vehicles from different parts of the world are
in daily use. Maximum numbers of vehicles are of Toyota. Also the spare parts are imported spending lot of money and time.
The main source of transport is for all the classes of people are taxis and busses in the country. There are some private taxies
playing in almost all the cities like vans, three wheelers Bajaj and TVS from India which is the cheapest mode of transport
for the poor people.

Buses, mini buses are operated linking inter states or regions by fleet of transport agencies to transport the public.
Also many trucks and Lorries are being used to transport the goods of different categories. There is no train facility in the
country and no railway links to connect the cities of the country. People are using flight connections of airlines to travel long
distance in order to meet emergency needs. Ethiopia land consist of high lands most of the part hills and uneven surface. The
Ethiopian Highlands cover most of the country.

Buses, trucks with trolleys and minibuses including earth moving equipment, Luxury cars and light duty vehicles all
are imported as used vehicles from other countries. Now trend is picking up to run motor bikes on the roads of all most all
cities by some citizens. All these motor bikes are getting imported from India (TVS& Bajaj) & China (Lifan). The export
and import agencies, Djibouti port authorities and Government duty all are added to the value of the products and the traders
demand more profits from all this products, all these are taxed to the customers and the customers have to pay more money
for the product.

1.1.  Ethiopian Industrial Policy

The Government’s broad economic and industry specific policies are designed to increase the growth potential and
international competitiveness. [1]In addition, Ethiopia’s extensive minerals and energy resources ensure that Ethiopia has
relatively low utility charges for industrial users. Ethiopia’s levels of educational attainment are a source of competitive
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advantage and underpin the skills base of the workforce. [2]The Ethiopian Government is undertaking initiatives across the
education spectrum to produce employees who will better meet the changing needs of future employers.[3] Ethiopia’s
welcoming attitude to foreign investment, today, Invest Ethiopia, the Government’s inward investment agency, provides
foreign firms with information in regard to potential investment opportunities in Ethiopia.[5],[6] Invest Ethiopia can provide
information on location, joint venture partners, establishment costs and skills and taxation information.

All of the motor vehicles operating in the country are imported. [2]As a result, the following statistics of import of
motor vehicles will provide a clear picture of the growth of the automotive.

1.2. Import And Export In Ethiopia
12000
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4000 - ® Import (Mill. Br)
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Fig.1. Import and export in Ethiopia

1.3.  Factors Affecting The Automotive Market
*  Fluctuating demand (seasonality of the demand)
*  Tough terrain (road condition)

»  Lack of capacity in repair and maintenance

«  Lack of foreign currency for importation

»  Lack of adequate bank finance

There are good numbers of industries in operation throughout the country in various sectors and are in
different fields. Mostly the sugar and cement industry is doing well in the country. Agricultural industry, textile industry and
spare parts manufacturing units including floricultural industry are some of the additional activities.

1.4.  Auto Spare Parts Production

The spare parts manufacturing company Akaki industry is well established company in the country apart from the
other industries like Mesfin Industrial Engineering, Maru metal and automotive company, are operating for manufacturing
the trolleys and for tankers production.[7][BISHOFTU automotive industry, FDRE metals & Engineering Corporation,
Metals and Engineering Corporation Adama, Agricultural Machinery Industry, Bus body units and auto garages/works shops
are in operation for the full capacities. There are some steel manufacturing units producing nails and zinc sheet
manufacturing. As mentioned earlier the spare parts and vehicle manufacturing industry is not in operation. [8]Main focus of
the above mentioned industries is assembling, upgrading and localizing city and cross country buses, mid and mini-buses,
construction, military and agricultural vehicles. So emphasis is to be made to establish this industry in the country to have
their own products.

1.5.  Value Of Import Of Motor Vehicles
Table.1. Import motor vehicles

1979 - 135789 -

1980 - 165328 22%

1981 - 259372 57%

1982 - 164765 -36%

1983 - 210621 28%

1984 - 179589 -15% 32%
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1985 - 287134 60%

1986 - 339324 18%

1987 - 369944 9%

1988 - 379220 -25%

1989 — 189288 -32% 5%
1990 - 249844 32%

1991 - 177203 -29%

1992 - 402403 127%

1993 - 825890 105%

1994 - 1015951 23% 43%
1995 - 1393422 37%

1996 — 1117480 -20%

1997 - 795978 -29%

1998 - 1390946 75%

1999 - 1548459 11% 52%
2000 - 1456285 -6%

2001 - 1437245 -1%

2002 - 1817630 26%

2003 - 2124501 17% 37%

The growth of the automotive sector can also be analyzed from the employment creation perspective. As the
following table indicates, the employment creation of the sector has been gradually increasing though with fluctuation for
some years. [9]As it’s discussed above, the manufacture of motor vehicles in Ethiopia is limited to assembly, manufacture of
bodies of vehicles and small scale manufacture of parts and accessories.

1.6. Number Of Employees
Table.2. Employees list
NUMBER OF EMPLOYEES
INDUSTRIAL GROUP 2000/01 | 2001/02 | 2002/03 | 2003/04 | 2004/05
Manufacture of motor vehicles 1,060 1,082 1,019 1,130 1,232
Manufacture of bodies for motor vehicles 987 1,009 946 1,029 1,148
Manufacture of parts and accessories for 73 73 73 101 84

The above table indicates that the number of employees engaged in the manufacture of motor vehicles bodies and
accessories increased from 1,060 in year 2000/ 2001 to 1,232 in year 2004/05. [2]This overall increase in number of
employees engaged in the sector by more than 16% implies the growing trend in the manufacturing section of the automotive

industry

2.1. Export Market of China from 1990 to 2000
Table.3. Export Market of China

I1. An Over View Of Asian Countries Automobile Industry

Total - Passenger Auto parts Ueles G
. Trucks (in products

Year (in unit) cars (ten thousands of (ten thousands of

unit) (in unit) USs$) US$)
1990 4431 3254 73 8170 12784
1991 4108 2253 789 10138 15284
1992 6 375 2243 914 12 395 30615
1993 11116 4534 2 866 17 165 42 422
1994 18 648 10 234 784 24 580 51520
1995 17747 9070 1413 37609 72138
1996 15112 6525 635 38208 81 650
1997 14 868 8297 1073 44 718 98 784
1998 13 627 8176 653 48 960 88 343
1999 22717 3868 326 70 599 118 727
2000 39327 7093 523 152 400 247 900
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2.2. Automobile Industry in India

ISSN: 2249-6645

In India, as in many other countries, the auto industry is one of the largest industries. It is one of the key sectors of
the economy. [10]The industry comprises of automobile and the auto component sectors and encompasses commercial
vehicles, multi utility vehicles, passenger cars, two-wheelers, three-wheelers, tractors and related auto components. [11],
[12]There are at present 13 manufacturers of passenger cars and multi utility vehicles, 7 manufacturers of commercial
vehicles, 11 of 2- or 3-wheelers and 10 of tractors besides 4 manufacturers of engines.

2.2.1. Indian car exports, 1996-2001 (number)
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120000
100000
80000 M 1996-1997
60000 = 1997-1998
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Fig.2. Car exports in India
2.2.2. Main export destinations
Table 4. Main export destinations
Cars Egypt, Kenya, Nigeria, Somalia, Tanzania, Afghanistan, Nepal, Turkey, Hungary, Greece,
Italy, Netherlands, Spain, Austria, Malta
CVs Egypt, African countries, Nepal, Sri Lanka, Jordan, Kuwait, Hungary, Russian Federation,

France, Brazil

Two-wheelers |African countries; Bangladesh; Sri Lanka; Turkey; United Arab Emirates; Paraguay; United
Kingdom; Germany; Argentina; Mexico; Australia; Hong Kong, China

2.2.3. Projected export turnover (millions of USD)
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2.2.4. Export market size (in USD bin)

Fig.3. Projects export turnover
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I1l. Conclusion

The development level of automobile industry in the country is low in comparison to other developing countries.
ETHIOPIA, being a trucking country, the potential is high but not being exploited properly. There are various factors which
contribute for hindrance of the sectors development. The main points are Government regulation, tax inconsistent,
production output, shortage of road access, lack of foreign currency and finance for the purchase of trucks.

The contribution of the automobile industry for the economy and employment creation is big compared with the
investment outlay to the industry. Therefore attention to be paid in strengthening the Automobile industry is must.
Upgrading the capacity in maintenance and servicing of auto motives is important.

Major decision to improve and enhance the operation of the automotive industry lies in the hands of Transport
authority, which is believed to be staffed with under qualified personnel. Strengthening automotive industry is one of the
ways to increase the growth of the national economy.
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Abstract: The modern digital control systems demand faster and robust calculation components for robotic and industrial
automation applications. This type of elements are becoming more essential with the utilization of some new control
algorithms, like the fuzzy control, the adaptive control, the sliding mode control, etc. The PID controllers are most widely
used controllers in the industrial control systems. Fuzzy logic control presents a computationally efficient and robust
alternative to conventional controllers for many systems. Although the traditional control methods which use mathematical
models of systems to design an adequate controller, the fuzzy logic controllers use fuzzy deductions or inferences for the
synthesis of controllers are powerful and robust.

Digital controllers are implemented two styles; hardware based and software based. The software based
implementation can be carried out on PC or any DSP processor. Such implementations will be inherently slower due to
serial nature of the processor’s execution style. The FPGA platform carrying advantages of both ASIC and processor is
more suitable option. On FPGA one can easily achieve higher speeds occupying only less area. In this project Pl like fuzzy
logic controller (PIFLC) will be implemented in VHDL for FPGA platform. This is a general purpose controller that can be
used for different applications. This controller has three stages: the fuzzification, the inference and the defuzzification. The
first component in the PIFLC is the fuzzifier that transforms crisp inputs into a set of membership values in the interval [0,
1] in the corresponding fuzzy sets. The knowledge base of the fuzzy controller consists of a database of linguistics statements
(rules), which states the relationship between the input domain fuzzy sets and output domain fuzzy sets. Inference block
implements this logic. The last step is the defuzzification and the final output is determined by weighted average of all
contributions of the output sets.

Keyword: PI Like Fuzzy Control System, Industrial Application, FPGA, Fuzzy logic.

I. Introduction

Fuzzy Logic is a problem-solving control system methodology that lends itself to implementation in systems
ranging from simple, small, embedded micro-controllers to large, networked, multi-channel PC or workstation-based data
acquisition and control systems. It can be implemented in hardware, software, or a combination of both. Fuzzy Logic
provides a simple way to arrive at a definite conclusion based upon ambiguous, imprecise, noisy, or missing input
information. Fuzzy Logic's approach to control problems mimics how a person would make decisions, only much faster.
Fuzzy Logic incorporates a simple, rule-based IF X AND Y THEN Z approach to a solving control problem rather than
attempting to model a system mathematically. The Fuzzy Logic model is empirically-based, relying on an operator's
experience rather than their technical understanding of the system. For example consider what you do in the shower if the
temperature is too cold: you will make the water comfortable very quickly with little trouble. Fuzzy Logic is capable of
mimicking this type of behavior but at very high rate. Fuzzy Logic requires some numerical parameters in order to operate
such as what is considered significant error and significant rate-of-change-of-error, but exact values of these numbers are
usually not critical unless very responsive performance is required in which case empirical tuning would determine them.
For example, a simple temperature control system could use a single temperature feedback sensor whose data is subtracted
from the command signal to compute "error” and then time-differentiated to yield the error slope or rate-of-change-of-error,
hereafter called "error-dot". Error might have units of degs F and a small error considered to be 2F while a large error is 5F.
The "error-dot" might then have units of degs/min with a small error-dot being 5F/min and a large one being 15F/min. These
values don't have to be symmetrical and can be "tweaked" once the system is operating in order to optimize performance.
Generally, Fuzzy Logic is so forgiving that the system will probably work the first time without any tweaking.

Fuzzy Logic Used:

» Define the control objectives and criteria: What am | trying to control? What do | have to do to control the system?
What kind of response do | need? What are the possible (probable) system failure modes?

» Determine the input and output relationships and choose a minimum number of variables for input to the Fuzzy Logic
engine (typically error and rate-of-change-of-error).

» Using the rule-based structure of Fuzzy Logic, break the control problem down into a series of IF X AND Y THEN Z
rules that define the desired system output response for given system input conditions. The number and complexity of
rules depends on the number of input parameters that are to be processed and the number fuzzy variables associated with
each parameter. If possible, use at least one variable and its time derivative. Although it is possible to use a single,
instantaneous error parameter without knowing its rate of change, this cripples the system's ability to minimize
overshoot for a step inputs.
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» Create Fuzzy Logic membership functions that define the meaning (values) of Input/Output terms used in the rules.

» Create the necessary pre- and post-processing Fuzzy Logic routines if implementing in S/W, otherwise program the
rules into the Fuzzy Logic H/W engine.

» Test the system, evaluate the results, tune the rules and membership functions, and retest until satisfactory results are

obtained.
I1. Block Diagram Of Pi-Like Fuzzy Controller Modification
. ERROR
SETPOINT . U PLANT OUTPUT
FLC DA X  Plant >
) MODULE
FEED BACK
A0
DIGILENT li0

PERIFHEAL BOARD
Fig .1Layout of the proposed controller in a unity feedback control system

Pi-Like Fuzzy Controller Modification is the general layout of the controller chip in a unity feedback control system is
shown in Fig.1
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2.1lanalog Input Interface (Adc):

FPGAs are well suited for serial Analog to Digital (A/D) converters. This is mainly because serial interface
consumes less communication lines while the FPGA is fast enough to accommodate the high speed serial data. The
ADCS7476MSPS is a high speed, low power, 12-bit A/D converter. Consumes 80 ns time for one cycle. A/D converter is a
high speed serial interface that interfaces easily to FPGAs. The A/D interface adapter (AD1_PMOD) is implemented within
the FPGA. (Fig.2). Inside the FPGA, this adapter facilitates parallel data acquisition. Sampling is initiated at the rising edge
of a clock applied at the line sample. The timing diagram of the communication protocol obtained with Modelsim is
illustrated in Fig. The whole conversion and acquisition period is 1.2 ps allowing sampling up to a rate of 20 MHz Sample
per second.
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Fig 2. ADCS7476 Serial Interface Timing Diagram Timing diagram

2.2analog Output Interface (Dac):
The DAC121S101 is a dual, 12-bit voltage out Digital to Analog (D/A) converter. This device uses a versatile 6-

wire serial interface that operates at a clock up to 20 MHz. The serial input register is 16 bits wide; 12 bits act as data bits for
the D/A converter, It is interfaced to an FPGA as illustrated in Fig. 3. The D/A interface adapter (DAC_toplevel), which is
implemented within the FPGA, facilitates parallel data input for the dual D/A converters. The timing diagram of the
communication protocol is illustrated in Fig. 5. The transmission period of a sample is 80 ns allowing D/A conversion at an

excellent rate of 12.5MHz.

Ol
,"ﬂ
<

c «
o O
P ©
o 2
DD.

Figure 1
Digilent PmodDA2

Analog Outputs ~N

D1 » DAC1218101
D/A
»  Converter

2 |Sync,
Clock

_[DAC1215101
d D/A -

L» Converter

J1 Connector
J2 Connector

WWW.ijmer.com 1449 | Page



International Journal of Modern Engineering Research (IJMER)
WWWw.ijmer.com Vol.3, Issue.3, May-June. 2013 pp-1447-1453 ISSN: 2249-6645

SCLK

11

. —

SYNG ’

L e —

Fig.3. DAC121S101 Timing

l:ilm:l—"'% ""

2.3fuzzy Controller:
The Pl-like Fuzzy Logic Controller (PIFLC) has two inputs the error (e) and its change (Ae) and one output the change
of control (Au). This controller follows in its logic the three stages:
1) fuzzification,
2) inference and
3) defuzzification.

We do remark that scaling factors can be introduced for input variables and the output one denoted respectively ke, kde
and kdu (Fig. 4).

I
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Iuference Defurmificaton Faw
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W
=
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Fig.4.Block diagram of PIFLC

1.3.1fuzzification:

The first component in the PIFLC is the fuzzifier that transforms crisp inputs into a set of membership values in the
interval [0, 1] in the corresponding fuzzy sets. The membership function shapes are typically triangular, trapezoidal or
exponential. In this, the membership functions are triangular-shaped and the maximum value is scaled to 40 instead of 1
which is found in other documents describing fuzzy theory. This way the calculation complexity is greatly reduced because
the multiplying operation becomes only one addition or subtraction. With a setpoint and a measure coded on 8 bits, the
intervals of the fuzzy sets are selected in order to cover all the range between -127 and 127. Fig. 7 shows triangular
membership functions for error (e) and its change (Ae) with fuzzy labels NB (negative big), NM (negative medium), NS
(negative small), ZO (zero), PS (positive small), PM (positive medium) and PB (positive big). For the output, the
membership functions are given in Fig. 8 and correspond to singletons in order to simplify the defuzzification process.

WWW.ijmer.com 1450 | Page



International Journal of Modern Engineering Research (IJIMER)
WWW.ijmer.com Vol.3, Issue.3, May-June. 2013 pp-1447-1453 ISSN: 2249-6645

=127 -120 ] =40 L] 4 B0 120 127

Fig.5. Triangular membership functions of inputs

oy L
NB N NS zln Ps PN PB
' 3 F 3 I [ 3 F 3
=120 1] -4 L] 410 o fef1]

Fig. 6. Singleton membership functions of output

The representation of this is

-127 to -120 is represented as (NB) i.e 000
-120 to -80 is represented as (NM) i.e 001
-80 to -40 is represented as (NS) i.e 010
-40 to 40 is represented as ZERO i.e 011
40 to 80 is represented as (PS) i.e 101

80 to 120 is represented as (PM) i.e 110
120 to 127 is represented as (PB) i.e 111

2.3.2 Inference:

The knowledge base of the fuzzy controller consists of a database of linguistics statements (rules), which states the
relationship between the input domain fuzzy sets and output domain fuzzy sets. For a system with two inputs, the error (e)
and change of error (Ae), and single output, each having seven fizzy sets, the rules can be represented in tabular form as
shown in Table I. A maximum of 4 rules can be active at any time with triangular membership functions. The min-max
inference method uses the min operator to find the minimum membership degree between the two inputs resulting from rule

conditions and the rules are finally combined by using the OR operator and interpreted as the max operation for each
possible value of the output variable.

s NB NM NS Ps PFM PB

NB ---- NM NS ZO
NM NB | NB [NB| NM NS ZO PS
Ns [NB[NB NM Ns ZO PS PM
Z [NB|NM NS ZO PS PM PB
PS NM NS zZO PS PM [PB [PB
PM NS 7O PS PM |PB PB PB|
PB ZO PS PM | PB [PB| PB |PB

Table I. Mac Vicar-Whelan Rules Base
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2.3.3 Defuzzification:

The last step is the defuzzification and the final output is determined by weighted average of all contributions of the
output sets. It is obtained by finding the centroid point of the function which is the result of the multiplication of the output
membership function and the Inference output vector Y. The general mathematical formula which is used to obtain the
centroid point is:

gym <S[i]
> vl

Y (i) are the i-th members of the output vector, S (i) are the_multiplying coefficients of the output membership function.

I1l. FPGA Implementation Of High Speed PI Like Fuzzy Control System Final Outputs
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IV. Applications

Fuzzy logic is an innovative technology that enhances conventional system design with engineering expertise. The
use of fuzzy logic can help to circumvent the need for rigorous mathematical modeling. Fuzzy logic is a true extension of
conventional logic, and fuzzy logic controllers are a true extension of linear control models. Hence anything that was built
using conventional design techniques can be built with fuzzy logic, and vice-versa. However, in a number of cases,
conventional design methods would have been overly complex and, in many cases, might prove simpler, faster and more
efficient. The key to successful use of fuzzy logic is clever combination with conventional techniques. Also, a fuzzy system
is time-invariant and deterministic. Therefore any verification and stability analysis method can be used with fuzzy logic,
too.
Pattern recognition and classification
Fuzzy clustering
Image and speech processing
Fuzzy systems for prediction
Fuzzy control
Monitoring
Diagnosis
Optimization and decision making

VVVVVYVYVYVYY

V. Advantages

One can circumvent the need for rigorous mathematical modeling with the use of fuzzy logic. Unlike the reasoning
based on classical logic, fuzzy reasoning aims at the modeling of reasoning schemes based on uncertain or imprecise
information. The past several years have witnessed a rapid growth in the number and variety of applications of fuzzy logic.
The most visible applications are in the realms of consumer products, intelligent control and industrial systems. Less visible,
but of growing importance, are applications relating to data processing, fault diagnosis, man-machine interfaces, quality
control and decision support systems. Although fuzzy logic has been and still is controversial to some extent, its successes
are now too obvious to be denied.

VI. Tools and Hard Ware
Simulation software -Modelsim Xilinx Edition (MXE)
Synthesis, P&R - Xilinx ISE
On chip verification - Xilinx Chip scope
Hardware— Xilinx Spartan 3 Family FPGA board

VII. Conclusion
This paper presents an approach for the implementation of a fuzzy logic controller on an FPGA using VHDL. A
fuzzy logic controller with 2-inputs and 1-output is simulated and each block’s verification is carried out using logic
simulator. The FLC is implemented on a Xilinx Spartan-3 FPGA and used to control first order system to demonstrate its
validity. The controller with the analog to digital and digital to analog interfaces was found to be fully functional. The FLC
can also be used for control purposes in other applications. Also the length of input and output of the FLC can be increased
to achieve better results.
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ABSTRACT: A combination of SEM (Scanning Electron Microscopy) and AFM (Atomic Force Microscopy)
techniques was used to characterise the morphology of Brazilian montmorillonites before and after
intercalation of some organic compounds. AFM revealed that the layers are staked over above the others. The
surface of the particles consisted of layers bounded with smooth flat basal planes and larger edges ending in
some cascade-like steps 184 um wide. Some micro and macro valleys (0.6 pm deep) are distributed throughout
the whole area and irregularities on basal planes may be attributed to the crystallographic conditions of the
genesis of these Brazilian montmorillonites. The mapping performed over 20 x 40 areas showed adhesion forces
of 11 nN magnitude on bare clay mineral in the Na+ form and 40 nN for the calcium form. Forces between 10
and 6 nN were found after organic intercalation. In general, the intercalation caused significant changes in the
surface properties of clay mineral. The combination of AFM and SEM studies provided evidence about the poorl
crystallinity of the Brazilian montmorillonites.

Keywords: Atomic Force Microscopy, organoclays, montmorillonites, Scanning Electron Microscopy Volume
3, Issue 2, Mar. — Apr. 2013.

I. INTRODUCTION

Although the production of modified montmorillonites by the intercalation of organic compounds has
been recognised in many areas [1-4], little is known about the influence on its morphology.

The morphology of clay mineral was studied by electron microscopy [5] [6] and these studies revealed a
multiplicity of microsteps on the clay mineral surfaces.

Atomic Force Microscopy [7] has rapidly spread throughout many fields of science [8-10] [5] due to its
high versatility. While height images provided quantitative topographic information, deflection images often
revealed finer surface details. The AFM can also record the force felt by the cantilever as the probe tip is
brought close to - and even into - a surface and then pulled away [10]. This technique can be used to measure
long range attractive or repulsive forces between the probe tip and the surface, elucidating local chemical and
mechanical properties and even the thickness of adsorbed molecular layers or bond rupture lengths [7].

The aim of this work was to characterise the surface morphology of a Brazilian motmorillonite in the
calcium and sodium form and after intercalation of two organic compounds using a combination of SEM and
AFM techniques.

I1. MATERIALS AND METHODS
2.1 Materials
BRASGEL, an industrial Brazilian montmorillonite in Na'* form Campina Grande - Paraiba, Brazil,
BENTOCAL, a montmorillonite saturated with calcium cations. The organoclays used in these studies (FENAN
and ETIL) was obtained by the intercalation of two organic compounds, 1.1 ortho phenantroline and
Ethylenediamine respectively.

2.2 Atomic force microscopy studies

The morphological structure of different montmorillonites samples and its contact force curve were determined
by AFM by the contact mode (Digital Nanoscope Illa, 3000 system, SizN4 micro cantilever). The force curve
obtained for each bentonite sample was utilised to calculate the nominal contact force of the tip on the surface
samples, defined by the equations:

F =kAz Q)

Az = ADP (2)

where: F = Contact force in nN; k = spring constant of the micro cantilever, 0.6 Nm™; Az = distance
from de control point, nm; A = number of divisions of the cantilever deflection; D = potential applied,
V/divisions; P = piezo sensitivity constant, 2 nmV™.
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2.3 Scanning electron microscopy studies

SEM studies were performed with a Phillips XL-30 ESEM scanning microscope operating normally with up to
30 kV acceleration voltage field emission gun. The samples were attached to a metal mount by carbon tape. Due
to the insulating nature of the materials, the samples were coated with a 20 nm thick layer of gold (Balzer Union
SCD 040 Sputter Coater system under argon vacuum.)

I1l. RESULTS AND DISCUSION
3.1 Topographical analysis
The nanotopography of BRASGEL sample is shown in Figure 1.

Figure 1: Contac Mode Atomic Force Microscopy (CM-AFM) images of sodium Brazilian montmorillonite
(BRAGEL)

The 3D images of the sample, obtained by AFM studies, show different topography at various levels.
The surface of BRASGEL shows complex morphological features with irregular and elongated edges, well-
defined “hills” and several depressions, suggesting a surface with great roughness; the edges of the flakes, not
clearly defined, are ragged and irregular. It also shows a successive “mountain range” with intermittent micro
and macrovalleys (~ 0.6 um deep). This observation may be linked to a poorly crystallisation conditions [5]
whereby the Brazilian bentonites were formed [11].
Figure 2 for the Ca-montmorillonite (BENTOCAL) shows the presence of a large jagged and an irregular edge
and an isolated volcano (~184 nm height )in the surface.

~ 600

Figure 2: AFM micrographs from the surface of BENTOCAL

In the middle of the figure appears a defect caused by the tip — tip artefacts during image acquisition.
Nevertheless microvalleys and grooves are seen (arrow marks). The surface is continuous and appears smooth.
Also seen are the cascade.-like step structures, 280-345 nm wide as described by [5] who studied the
nanomorphology of well and poorly crystallized kaolinites.

Figure 3 obtained after Phenanthroline intercalation shows an apparently smooth surface unlike the
non-treated montmorillonite.
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Figure 3: AFM micrographs on well-ordered montmorillonite after phenanthroline intercalation (FENAN)

The overall topography is relatively regular and the basal planes are staked one above the other. The
surface topography of the organoclay became smoother and presented a massive cascade-like structure at the
layer edges.

Figure 4 shows a typical F-E (force vs. extension) curve obtained on the BRASGEL surface. The the slope of
the curve suggests that the tip moved on a hard surface, and a typical large adhesion interaction curve was
represented [10].

Force Calibration Plot

« Trace
—> Retrace

Tip N\
Defl
0.25 U/div

Setpoint

2 position - 5,28 U/div

Figure 4: Computing contact force obtainen by AFM to the BRASGEL montmorillonite.

The force curve represents the deflection signal for each complete trace-retrace cycle of the piezo. At
point a, the cantilever is not deflected but due to attractive forces between the tip and the bentonite surface, the
tip sticks to the sample, and the cantilever is pulled down as the piezo continues to retract. Eventually, the spring
force of the bent cantilever overcomes the attractive forces, and the cantilever quickly returns to its non-
deflected, non-contact position. This is represented by point c. At point b, the spring force of the cantilever
equals the attractive forces between the tip and the surface. The indentation in the surface was extremely
“rough” (677.32 nm) and the extension of the sample was in the range of 5 x 5 um. The contact forces for the
other samples were calculated by employing equations 1 and 2 (Table 1).

Table 1: Contact forces onto Brazilian motmorillonites.

Samples Resulting conctac force, nN
BRASGEL 11

BENTOCAL 40

FENAN 10

ETIL 6

The BRASGEL sample presents an attactive contact force of 11 nN, between the sodium motmorillonite surface
and the silicon nitride tip. In the case of alcium montmorillonite (BENTOCAL) the force increased to 40 nN.
After the intercalation of Orthophenanthroline and Ethylenediamine the significantly reduced.
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3.2 Micro structural analysis

The SEM image of BRASGEL bentonite shows a continuous surface, even though it contains small particles
and the edges of the lamellar are jagged and irregular (Fig. 5). The presence of a greater number of smaller size
particles between the lamellar make the sample less compact and less rigid (Frost et al., 2002). The form
presented by the Brazilian bentonites, is a typical “terraces landform” [11]

Figure 5: SEM micrographs of the motmorillonite (sodium form) - BRASGEL

IV. CONCLUSIONS

The results of these studies reveal that AFM and SEM are important complementary tools while
investigating clay mineral surfaces.

Intercalation of EP and OP molecules caused a significant change in the surface properties of the
Brazilian montmorillonite.

The correlation between the AFM and SEM studies provided information about the poor crystalline of
the Brazilian bentonite particles which, despite the poor crystallinity, the bentonites were very easy to grafted
with OP.

The resulting OP organoclays shown more stability in terms of the resulting contact force performed in
the sequence works: intercalation, copper ions adsorption and desorption experiments than the bentonites
grafted with ET.
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Deliguescent Materials in Test Chambers
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Abstract: Humidity plays a vital role in the industrial spheres where there is an imminent needs to control the
humidity to appraise the product quality. Among the industries are pulp and paper, sugar, textiles, pharma, air
conditioner, food processing and formation of photonic band gap films. Essentially control of humidity in the
above areas in the associated manufacturing industries attracts the researchers in recent days to develop latest
techniques to implement control techniques effectively. Use of effective methods and to promote scopes for
research oriented program for further developments in the field of computer based control of humidity to
archive the goal of product quality. This is an honest attempt to review some papers published in various
international journals which address the critical influences of humidity and its control strategy. To that account a
brief survey on the papers titled on humidity control in various journals is also done.

Key Words: Humidity, Controller, Product quality, Human comfort.

I.  Introduction

The necessity to control temperature and humidity for sample testing or any such application is
increasing day by day. The test chambers find wide applications in electronic, agriculture, component testing,
textile and pharmaceutical industries.

The conventional approach to design such a system is to build a cooling/ heating system in conjunction
with humidity control system. The humidity control system presently requires a series of complex
instrumentation and controls namely a humidity transmitter, a Programmable Logic Controller, power
contactors, a pan humidifier, a set of solenoid valves and a heater. All these components are high valued items
and total cost of the equipment becomes prohibitive for average users who need these type of equipments.

This innovative approach would be a cost effective solution to control and maintain the above
mentioned parameters namely temperature and humidity by using “Deliquescence” property of the material that
is ability to absorb and release the moisture from the surroundings

Il.  Literature Review
Traditionally, deliquescent compounds, usually salts, are used to reduce relative humidity in a closed
environment. It is well known that different compounds have varying affinity for moisture. For example, each
deliguescent compound has a characteristic capacity for moisture adsorption and a characteristic equilibrium
relative humidity (ERH) when hydrated.

Cerolinini et.al.[1]Desiccants can be considered humidity controllers in that they have been used to completely
(or almost completely) remove all water vapor from the air from a closed system. An effective desiccant in
sufficient quantity will adsorb water vapor from the air in a package, lowering the equilibrium relative humidity
(ERH) to the point where condensation will no longer occur, or to a point where the threshold ERH within a
sealed package or system is never exceeded under the conditions to which the package or system will be
exposed.

Prowse and Wilkinson M. [3] described the specific humectant in such cases is chosen based on the desired
equilibrium relative humidity (ERH). The salt may be single in nature, such as lithium chloride. A mixture of
two salts may also be used. As an example, a solution of potassium carbonate has a relative humidity of about
43%. Therefore, a solution of potassium carbonate with excess undissolved crystals of potassium carbonate will
maintain a constant relative humidity of approximately 43%. If the relative humidity begins to rise above 43%,
the salt solution would pick up moisture from the environment thus lowering the relative humidity closer to
43%. Conversely, if the relative humidity begins to fall below 43%, the solution would release moisture until the
surrounding environment reaches approximately 43%. The ERH values for different saturated aqueous salt
solutions can vary from 11% to 98%.

Deschenes and Stone [4] described inventions for humidity control devices describe a viscous solution
contained within a fabric or non-woven polymeric pouch. The viscous solution in such cases has included water,
salt, and may have had a thickening material (such as alginate or xanthan gum). In practice, these salt solutions
were difficult to handle because they are liquids which can spill or soak through the package or vessel
containing them. Even a stabilized salt solution can weep or wick out of a package which must of necessity be
porous to water vapor in order to function.
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ASHRAE [6]Fundamental volume explained a method of determining the absolute humidity and relative
humidity.Compounding this problem is the fact that the tendency to weep becomes greater as the humectants
attracts moisture from its environment and becomes more fluid. With a fluid, even a thickened fluid, seepage
may occur through a package if the moisture permeation rate of the film or pouch is too great, or if the
surface energy or “wettability” is too high. This would obviously be counterproductive to the desired goal of
protecting a product. nding on the temperature.

I11.  Proposed Work

A) Theoretical

The proposed work includes the manufacturing and testing of a 100 liters capacity test chamber. It will have a
set temperature facility from + 4 deg C to + 60 deg C with a digital temperature indicator cum controller. It will
have refrigeration and heating system. For humidity control a certain amount of deliquescent material will be
kept inside the chamber. Deliquescence is a property of the material to absorb moisture from the surrounding
space. These substances have strong affinity for water and absorb large amount of water. This amount of water
absorbed depends on the surrounding temperature. The higher the temperature, the lower the capacity to absorb
the moisture. Consequently, at higher temperatures, it will ‘release’ the moisture to the surroundings and at
lower temperatures it will absorb more moisture, thereby, maintaining a fairly constant relative humidity of the
surroundings. The process being reversible and no chemical change taking place, no frequent replenishment of
the material is required.

B) Experimental Setup

1. A test chamber

2. A refrigeration system with temperature control

3. Hygrometer for measuring humidity

IV.  Objectives
9.1) To design and manufacture a test chamber with provision of heating and cooling (refrigeration) system
having a temperature controller with facility to set the desired temperature.
9.2) To use deliquescent materials such as zinc chloride, potassium hydroxide sodium  hydroxide, magnesium
chloride (any two of the above ) to control humidity.
9.3) To test the chamber and monitor inside conditions.
9.4) To optimize the deliquescent material quantity for the particular volume of test chamber.

Action Plan (Methodology)

a) Todesign and manufacture a test chamber of about 40 liters net volume having adequate insulation.

b) To provide the equipment for the chamber in order to achieve the processes of cooling, heating,
humidification, and de-humidification. It will require a fractional hp capacity compressor, air cooled
condenser, an expansion device, forced convection air cooled evaporator, a re-heater and a steam type
humidifier.

c) To incorporate necessary instrumentation including temperature indicator & controller, humidity indicator
& controller to observe, record and control the required parameters such as chamber temperature and
humidity.

d)  To control the chamber conditions by conventional methods and by other methods as described earlier.

e)  To evaluate the effectiveness of the non-conventional methods.

f)  To optimize the quantity of deliquescent material for the particular range temperature and humidity

control.
Symbol Description
M Temp.Sensor, Thermocouple
_— Direction of refrigerant flow
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Humidity Chamber Process & Instrumentation Diag.
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TECHNICAL SPECIFICATIONS OF THE TEST CHAMBER

o Test chamber capacity : 40 liters

o MOC of test chamber : CRCA Powder coated.

o Insulation 65 mm PUF or equivalent.

o Compressor Hermetically sealed, Copeland or
equivalent make

o Refrigerant R-134a- Eco friendly.

. Condenser Natural/forced convection air cooled

o Drier/filter Molecular sieve type provided

o Expansion device Capillary tube

) Evaporator Forced convection air cooled

o Temperature control Digital temperature controller
provided. Sub-zero or equivalent
make.

) Humidity control Digital type subzero make

o De-humidifier Re-heater: 125 Watts provided.

o Humidifier Immersion heater type provided.

o Pressure indication Dial type pressure gauges, 2 nos
provided.

o Energymeter Provided to record total power
consumption of equipment..

) Size of the equipment 600 x 1200 x 600 ( LxHxD) mm

o Supply 230 Volts; 50Hz; 1 Ph.
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V.  Concluding Remark
On review of various literatures on humidity control, it can be concluded that the humidity can be
controlled by using specific property of various deliquescent materials. These substances have strong affinity for
water & absorb large amount of water. The amount of water absorbed depends on surrounding temp. Higher the
temp lower is the capacity to absorb the moisture. Hence while controlling the humidity the temp must be
maintained correctly.
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Abstract: Most mobile phones possess features and applications that perform many digital functions. Unfortunately,
Nigerian teachers who possess these phones do not know and utilize these capabilities. Hence there is need to train them on
how to make efficient use of the phone features especially for professional development purposes. The major purpose of this
study was to identify the determinants in using mobile communication technology for subject matter knowledge update and
pedagogical skills improvement of technology teachers in Anambra state. Five research questions and five hypotheses,
guided this study. The major findings of the study, among others include: browsing with phone provides net service to rural
teachers and this helps in updating their knowledge; mobile phone enhances short message data collection for teacher
projects and this supports immediate knowledge update; using phone, teachers can download materials which could be used
for classroom explanation thereby concretizing and supporting pedagogy. The study concluded that mobile communication
technology which is affordable, cheap, accessible, etc, now posses some enhanced feature which can be used to fill some
professional development needs for teachers. It was however recommended among others that workshops and seminars
should be organized regularly to create awareness and train teachers on the capabilities of mobile phones and how to use
the features for educational purposes.

I. Introduction
Background of the study

Mobile communication technologies (MCT) are modified computers with the features to simplify their usability,
accessibility and portability. These are one of the fastest and on-going growing telecommunication technologies in the world.
These devices have the capability of transmitting, processing and receiving date, voice and video signals through wireless
link. According to Darby, (2005), mobile communication technologies can be defined as those technologies which depend
upon the broader phenomenon of internet protocol (IP) convergence when data, voice and video travel over a single channel.
There are numerous mobile communication technologies which include laptop and notebook computers, palmtop computers
or personal digital assistants, mobile phones (GSM) and 'smart phones', global positioning system (GPS) devices, wireless
debit/credit card payment terminals, etc. One of these technologies which is by far the best and most widely used in mobile
communication is mobile phone.

Mobile phone is a type of mobile communication technology with the capacity of sending and receiving data at
rates up to 9600 bps, to users on POTs (Plain Old Telephone Service), Packet Switched Public Data Networks, and Circuit
Switched Public Data Networks using a variety of access methods and protocols, Scourias (2007). It is a digital network
which does not require a modem between the user and the network, rather an inbuilt audio modem interworks with POTSs.
Mobile phone system exists in every continent thus the acronym GSM which aptly stands for Global System for Mobile
communication (Scourias, 2007).

There are different versions of mobile phone. Some are more sophisticated than others. Specifically, third
generation (3G) phones are embedded with enhanced features that enable its wide range of usability. Among others, some
features of 3G mobile phone include wireless fidelity (Wi-Fi, a type of wireless local area network technology for internet
browsing), MP3 playback, memo recording, personal organizer functions, E-mail, instant messaging, built-in cameras and
camcorders, Push-to-Talk (PTT), Infrared and Bluetooth Connectivity, ability to watch streaming video or download video
for later viewing, general packet radio service (GPRS) data services, i.e data networking services for mobile phones , radio
frequency identification (RFID), video calling, dial-up services i.e data networking services using GSM as modems, virtual
private networks i.e secure access to a private network, even connectivity to television stations. It is therefore possible to
network the mobile device to a home office or the internet even while on transit.

The total value of mobile data services exceeds the value of paid services on the Internet, and was worth 31 billion
dollars in 2006 (Netsize Guide 2008). Some of these features of mobile phone have been explored by many people from
different parts of the world. Apart from the telephony services, the features have been utilized and found relevant in
educational system. Bridget (2007), made a trial in initiating the use of mobile phone in his training with some teachers in
developing countries. This program was launched in 2003 in the Philippines under the name text2teach. The situation was
such that teachers in remote areas received training and used mobile phone to access the state-of-the art learning materials.
These teachers accessed an extensive library of science, math, and language videos simply by sending SMS message via a
mobile phone. This they achieved by sending SMS which signals a satellite that then delivers digital files to a video recorder
connected to a television in the classroom. The technology has thus, allowed high quality content to be delivered in remote
areas at the cost of a cell phone SMS.
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Nevertheless, the hints above have highlighted the fact that mobile phones (GSM) can be manipulated as education
enhancing devices. These efficiencies and capabilities of mobile phone have been identified and utilized by advanced
countries. In Nigeria, there are over 1.3 million subscribers of GSM including technology teachers. To majority of these
teachers, GSM is a device meant for just making and receiving calls. Some view the acquisition of highly enhanced phones
as an avenue for showing off. The thought of utilizing GSM for teachers’ professional development purpose has rarely been
envisaged in Nigeria. Characteristics of GSM such as independence to main power source, portability and small size,
affordability, battery operated and rechargeable, less power requiring liquid crystal display (LCD), downloadable for
upgrade and file transfer, memory expansion and its wireless connectivity to network and internet has offered it the
advantage of being useful anywhere and anytime within the IP convergence area. This paper therefore identifies the
determinant issues in using mobile communication technology to improve teacher’s expertise for enhanced student’s
achievement through subject matter knowledge update and pedagogical skill improvement.

Purpose of the Study

The main purpose of this study is to identify the determinants affecting the use of mobile communication
technology (MCT) for subject matter update and pedagogical skill improvement for professional development purpose of
technology teachers. Specifically, the study identified the:
1. Issues on the use of MCT for updating subject matter knowledge of practicing technology teachers.
2. Ways in which MCT can be used to improve pedagogical skills for technology teachers.

Research Questions

The study will find answers to the following questions:

1. What are the issues pertaining to the use of MCT in updating subject matter knowledge of practicing technology
teachers?

2. How can MCT support pedagogical skills improvement of technology teachers?

Research Hypotheses

Ho.: There is no statistical difference in the mean of the responses of teachers with NCE and B.SC/B.ED qualification on the
use of MCT in updating subject matter knowledge of practicing technology teachers.

Ho,: There is no statistical difference in the mean of the responses of male and female teachers on the use of MCT in

improving pedagogical skills for technology teachers.

Research Design

The study adopted survey research design. The population of the study comprised all the 137 technology teachers in
10 technical schools in Anambra state of Nigeria. According to the data collected on 3™ March 2008 from the State
Education Commission headquarters Awka, there are 10 technical schools in Anambra state which include GTC Umunze (12
technology teachers), GTC Umuchu (12 technology teachers), GTC Umuleri (18 technology teachers), GTC Enugwuagidi
(16 technology teachers), GTC UTU (16 technology teachers), GTC Nnewi (14 technology teachers), GTC Nkpor (12
technology teachers), GTC Alor (8 technology teachers), GTC Osamala (3 technology teachers), and GTC Onitsha (26
technology teachers). Since the population of this study is not very large, the study did not make use of sample, rather, the
entire population was studied. A researcher designed questionnaire was used for the data collection. The questionnaire was
made of three sections; section A, B and C. Section A consisted of items on the background information of the respondents.
Section B was made of items eliciting information on MCT as an instrument for update of subject matter knowledge of
teachers. Section C consisted of items on improvement of pedagogical skills for technology teachers through MCT. The
questionnaire was validated by three experts from Industrial Technical Department, University of Nigeria Nsukka, and two
experts in information communication (ICT) from Management Information System, (MIS), University of Nigeria Nsukka.
A 5-points Likert rating scale of strongly agree (SA), Agree (A), Undecided (U), Disagree (D), and Strongly disagree (SD)
was used with values of 5,4,3,2 and 1 respectively. Mean and standard deviation was used to answer the two research
questions. In analyzing the hypotheses, t-Test was used.

Il. Results
Research Question one
What are the issues pertaining to the use of MCT in updating subject matter knowledge of practicing technology teachers?

Table 1
Mean and Standard Deviation of Respondents on MCT and subject matter knowledge update of practicing technology

teachers.

S/ Std.

N | ITEM STATEMENT Mean Deviation | Decision

1. Downloading many materials on phone memory card saves the problem of 404 110 Agree

carrying text-books around and this supports knowledge update at any time.
2. | Browsing with phone provides net service to rural teachers and this helps in 420 087 Agree

updating their knowledge.
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3. | Downloading and reading mater.lals with phone necessitate subject matter 402 0.96 Agree
knowledge update for teachers anytime, anywhere.

4. | Sourcing information using mobile phones provides quick personal subject matter
knowledge up-date. 4.07 0.97 Agree

5. | Learning to use the features in mobile phone will enhance teachers’ proficiency 416 083 Adree
in the use of other ICT for subject matter knowledge update. ' ' 9

6. | Mobile p_hone enhances short message data collection for teacher projects and this 417 083 Agree
supports immediate knowledge update.

7. | Storing course content and other reading materials in phone enables the teacher to | 4.09 1.05 Agree
read at anywhere and anytime thereby supporting their knowledge update.

Research Question two
How can MCT support pedagogical skills improvement of technology teachers?

Table 2
Mean and Standard Deviation of respondents on MCT and improvement of pedagogical skills of technology teachers.
Std.
SIN ITEM STATEMENT Mean | Deviation | ecision
1 Using rT”IOblle phone‘ln teaching will motivate learning thereby supporting 358 1.98 Agree
teachers’ pedagogy skills.
2 Using phone, teachers can download materials which could be used for 423 375 A
: . . . . gree
classroom explanation thereby concretizing and supporting pedagogy.
3 Asking students to answer certain questions through SMS will enable the 372 111 Agree
teacher to give immediate feedback and this enhances learning. ' '
4 Answering questions through SMS will give the teacher avenue for instant
monitoring of the level of students’ understanding thereby necessitating proper | 3.88 1.02 Agree
pedagogy adjustment.
5 Teachers can create online library on the net and allow students access it via
. . . 3.98 0.98 Agree
mobile phone for further reading and this supports pedagogy.
6 Using mobile phone-enabled video projector, mobile phone can be used to
deliver the contents to a classroom and this will act as motivating factor to | 3.94 1.09 Agree
students thereby enhancing pedagogy.
7 Mobile phone can be programmed to allow students to access curriculum and
course content on the net easily and this encourages reading ahead, thereby | 4.12 1.03 Agree
supporting pedagogy.
8 Through mobile phone teachers can easily get linked with students for
scheduling of lecture time and this aids teacher in fixing convenient time for | 4.05 0.96 Agree
teaching.
9 Contents of lessons can be programmed in phone as games and simulations and
teachers can use this to increase interest in learning thereby supporting their | 3.90 0.98 Agree
pedagogy.
10 | Teachers can use mobile phone to give multiple-choice quizzes via the net with 382 115 Agree
immediate feedback and this will supports their teaching skills. ' '

Table 1 shows that the teachers are in agreement that all the items listed were issues pertaining to the use of MCT in
updating subject matter knowledge of practicing technology teachers in technical schools in Anambra state.

In table 2, it was also agreed that all the researcher’s items were ways in which MCT can support pedagogical skills
improvement of technology teachers.

I11. Hypothesis one
Hoi. There is no statistical difference in the mean responses of teachers with B.SC/equivalent and NCE/Equivalent
qualification on the use of MCT in updating subject matter knowledge of practicing technology teachers.
Among other respondents, there were seventy four (74) technology teachers with B.SC/Equivalent and thirty six
(36) teachers with NCE/Equivalent. The responses of each of the groups were recorded and the mean and standard deviation
of each of the group were calculated.
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Table 3
T-test Analysis of Mean and Standard deviation of Reponses of Technology Teachers with B.SC/equivalent and
NCE/Equivalent

SIN NCE/Equivalent B.Sc/Equivalent Sig
X1 S.D; X, S.D, t-cal (2'ta||9d)
1. 3.78 1.29 4.09 1.02 -1.40 0.17
2. 3.94 0.92 4.24 0.82 -1.71 0.09
3. 3.64 1.10 412 0.89 -2.47 0.02*
4 3.83 1.16 4.22 0.82 -2.00 0.05*
5. 3.89 1.01 4.26 0.76 -2.14 0.04*
6. 3.78 1.01 4.32 0.69 -3.33 0.00*
7. 3.64 1.20 4.24 0.93 -2.90 0.01*

df = 108, level of Significant = 0 .05

Hypothesis two
Hoo: There is no statistical difference in the mean responses of male and female teachers on the use of MCT in improving
pedagogical skills for technology teachers.

Table 4:

T-test Analysis of Mean and Standard deviation of Reponses of male and female Technology Teachers

SIN MALE TEACHERS FEMALE TEACHERS t-cal Sig(2-tailled)
Xl SD]_ X2 SD2

1 3.57 1.23 3.58 1.34 -0.04 0.97
2 3.91 1.02 4.67 5.63 -1.15 0.25
3 3.76 1.051 3.67 1.20 0.44 0.66
4 3.93 1.08 3.82 0.95 0.63 0.53
5 4.00 0.92 3.95 1.08 0.31 0.76
6 4.08 111 3.75 1.19 1.74 0.08
7 4.09 0.96 4.16 1.14 -0.38 0.70
8 4.09 0.90 3.98 1.05 0.65 0.52
9 4.00 0.90 3.76 1.07 1.36 0.18
10 3.79 1.13 3.85 1.19 -0.33 0.74

DF =128, level of significance = 0.05

In the analysis, “sig (2-tailled)” are the figures showing the probability/significance level in which the calculated t-value
were significant. From table 3 above, the significance levels of items 3, 4, 5, 6, and 7 are less than or equal to the stated 0.05
level of significance therefore the null hypothesis is rejected. On the other hand, the significance level of items 1, and 2 are
greater than 0.05 therefore the null hypothesis is accepted. From table 4, the analysis revealed that the significance level for
all the items are greater than the stated 0.05 level of significance, therefore the null hypothesis were accepted.

IV. Summary of Findings

Based on the outcome of the study, the following are the listed major findings of the study.

1. Browsing with phone provides net service to rural teachers and this helps in updating their knowledge.

2. Mobile phone enhances short message data collection for teacher projects and this supports immediate knowledge
update.

3. Using phone, teachers can download materials which could be used for classroom explanation thereby concretizing and
supporting pedagogy.

4. Mobile phone can be programmed to allow students to access curriculum and course content on the net easily and this
encourages reading ahead, thereby supporting pedagogy.

Through mobile phone teachers can easily get linked with students for scheduling of lecture time and this aids teacher in
fixing convenient time for teaching.

V. Discussion

Mobile phone technology is the handiest and simple technology which can be utilized any where anytime. Previous
studies have shown that advanced countries have identified the advantages obtainable in mobile phone if utilized for
educational purpose. As it was discovered in the literature that the thought of using mobile phone for academics purpose has
not been raised in Nigeria, the findings of this study revealed the determinant issues in integrating mobile phone into
academics in Nigeria, especially for subject matter knowledge update and pedagogical skill improvement for teachers
professional development purpose.

The findings as regards the issues pertaining to the use of MCT in updating subject matter knowledge of practicing
technology teachers revealed that; Browsing with phone provides net service to rural teachers and this helps in updating their
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knowledge; Downloading and reading materials with phone necessitate subject matter knowledge update for teachers
anytime, anywhere; Using phone, teachers can download materials which could be used for classroom explanation thereby
concretizing and supporting pedagogy. These findings corroborate the view of Thomas (2005) as he described mobile phone
as device that has the potential of enabling knowledge update through a network of devices, people, and situations that allow
complex learning experiences to play out. Presenting knowledge update as anywhere and anytime learning, simple mobile
phone technology which a teacher has at hand can be used to create relevant and meaningful knowledge update situations
that a teacher authors himself, in a location that the teacher finds meaningful and relevant.

This fact that mobile phone can support knowledge update at anytime and anywhere has however earlier been
disclosed by Lonsdale, Baber, Sharples, Byrne, Arvanitis, Brundell and Beale (2004) when they noted in their study that
Mobile devices are especially well situated to context-aware applications simply because they are available in different
contexts, and so can draw on those contexts, to enhance knowledge update activity. On this premise still, Shih, Chang, Chen,
and Wang (2005) had also hinted that the self-requlated system of mobile phone thus provides those engaging in education
with a portable and personalized learning environment, thereby cultivating a self-motivated, self-directed, and self-regulated
subject matter knowledge update for teachers.

Furthermore, pertaining how MCT can support pedagogical skills improvement of technology teachers, it was
found that Mobile phone can be programmed to allow students to access curriculum and course content on the net and this
encourages reading ahead, thereby supporting pedagogy. Roschelle (2003) supported the above findings when he remarked
that the use of mobile phone and even other mobile devices for pedagogy gives rise to a change in the nature of the teaching,
as a catalyst for motivated and richer discussion of the pertinent topics. Equally, the study found that through mobile phone
teachers can easily get linked with students for scheduling of lecture time and this aids teacher in fixing convenient time for
teaching. This goes in line with the view of Naismith (2006) that using mobile phone, content and feedback can be tailored
to suit particular curriculum areas. Further on this finding, Naismith (2006) had also earlier discovered in his study that in
higher education, mobile phones can provide course materials to students including due dates for assignments and
information about timetable changes or lecture venue changes.

VI. Conclusion

Teachers need to be away of the possibilities and the way of utilizing there most handy technology to update their
subject matter knowledge and improve their pedagogical skills for their professional development purpose. The findings of
this study revealed that some teachers in Nigeria do not really know the possibility of utilizing mobile phones for educational
purpose. Mobile phone, a mobile communication technology which is affordable, cheap, accessible, etc, now posses some
enhance feature which can be used to bring some professional development needs to the door step of some teachers. This
study found that this simple device has been integrated into educational programmes in some other countries like Philippine
and was confirmed very helpful and useful. Most teachers in Nigeria especially those in the rural areas have these devices
and use it for just calling and receiving calls without knowing all its other capabilities. Should the capacities of these devices
be explored and be made known to the teachers, their benefit in other professional development programmes will be
maximized. In line with the findings of this study, the following recommendations were made: Findings of this study
should be made available to teachers so as to let them know that their mobile phones can do more than just calls and can be
utilized for professional development; Workshops and seminars should be organized regularly to enable teacher know the
capabilities of mobile phones and be trained on how to use the features for educational purposes; The teacher trainers, in
their teachings to meet the demands of the society, should stress the importance of exploring the features of mobile phones
and utilize them for educational purpose.
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Abstract: The purpose of this paper is to analysis the basic aerodynamic theory of wings and the provide an introduction to

wind tunnel testing. This is followed by the result from the wind tunnel testing of a NACA4412 and the analysis of the data.
Lift increase at the angle of attack increase at certain point and at this point it become maximum. After that if the

angle of attack is increased by further, drag become the dominant factor and the wind enters the stall mode.

Keywords: Air Foil, Angle of attack, Drag Force, Lift Force

I. INTRODUCTION

The purpose of this report is to present an Introduction to structure and theory of wings. Also, it includes some
background information on wind tunnels and wind tunnel testing. Lastly, this report describes the procedure for testing the
NACA 4412 airfoil and presents a number of graphs and tables evaluating the data obtained through these tests. The
objective is to find the angle of attack at which the lift is maximized in order to get the best performance of this wing when
in flight.

This report is based on the research on basic aerodynamics of wings and fundamentals of wind tunnel testing. In
addition, it will present the results from testing the NACA 4412. This data is then presented through tables and graphs using
Microsoft Excel.

I1. AiM OF EXPERIMENT

The present research describes the application of different turbulence models for flow around NACA 4412 aerofoil
at angle of attack 15 degree, 20 degree, 22.5 degree. It is designed to investigate the change in the structure of the flow as a
function of using different turbulence models, to investigate the performance of these turbulence models and to compare
them with the available accurate experimental data. An improved understanding of the physical characteristics of separation
on the aerofoil sections and in the region of the trailing edge is of direct value for the improvement of high life wings for
aircraft. The configuration were planned with the knowledge that a small intermittent separated region will be formed at
angle of attack [la = 15°, that corresponds to the position of maximum lift of a NACA 4412 aerofoil section

I1l. WIND TUNNEL TESTING OF THE AIRFOIL
Wind tunnel testing is a crucial step in the design of an aircraft. It can give quite accurate information on the
performance of an aircraft or a section of an aircraft by taking data on a scale model. This can save enormous amounts of
money by testing models instead of prototypes. It is also much safer to test in a wind tunnel than out in the open. The
following section covers the theory of the wind tunnels and procedures for testing the NACA 4412 airfoil.

IV. THEORY OF WIND TUNNELS
All wind tunnels can be divided into one of two types: open circuit (also called “straight through™) or closed circuit
(also called “return flow”) 6. Open circuit wind tunnels pull the air from the environment into the tunnel and release the air
back into the environment, whereas the closed circuit continually circulates the same air throughout the tunnel. The wind
tunnel we used is a single return flow wind tunnel, shown in Figure.

Figure: The wind tunnel we used to test our airfoil.

WWW.ijmer.com 1467 | Page



International Journal of Modern Engineering Research (IJMER)
WWWw.ijmer.com Vol. 3, Issue. 3, May.-June. 2013 pp-1467-1469 ISSN: 2249-6645

Closed circuit wind tunnels are advantageous over open circuit wind tunnels for the following reasons: the quality
of the flow can be easily controlled with screens and corner turning vanes; less energy is required to create an airflow of a
given size and velocity; the wind tunnel runs more quietly. The disadvantages are the initial expense of building and need to
change the air if it is significantly heated or polluted with smoke from smoke testing or engines?. Fortunately, neither of the
disadvantages affected us.

V. TURBULENCE MODELS

The inlet boundary velocity Uljwas set to 18.4 m/sec for all turbulence models for direct comparison with the
flying hot-wires measurements. The corresponding Reynolds number is 0.36 x 106 based on the chord ¢ of the airfoil (250
mm). A computational grid of 150 x150 was fixed for all models. Three different turbulence models were used, two equation
models such as Realizable and RNG k-Reynolds and Reynolds Stress Model (RSM). These models selected because they are
most widely used in aerodynamic industry, and they have well documented strength. Also these models proved to have a
superior performance for flows involving strong streamline curvature. All computations have been performed on the same
grid to ensure that the presented solution for each model will be compared with each other. Flow conditions around the
airfoil were built up by finite element analysis using FLUENT 5 software by Fluent Inc.

VI. FIGURES AND TABLES
Figure 1 Pressure coefficient (for angle of attack 15)
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Figure 2 Friction coefficient (for angle of attack 15)
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VII. CONCLUSION
One of the most important aspects of a turbulence model for aerodynamic applications is its ability to accurately

predict adverse pressure gradient boundary-layer flows. It is especially important that a model be able to predict the location
of flow separation and the wake behavior associated with it.

This study found that the turbulence models had captured the physics of unsteady separated flow. The resulting

surface pressure coefficients, skin friction, velocity vectors, and Reynolds stresses are compared with flying hot wire
experimental data, and the models produce very similar results. Also excellent agreements between computational and
experimental surface pressures and skin friction were observed.
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Abstract: This paper presents a design of triangular wide slot antenna with same shaped patch which is fed by CPW. Patch
is working as a radiating element and wide slot working as a ground. Detail simulation is conducted to understand its
behaviour and optimize for broad band operation. The results are analysed and discussed in terms of return loss, VSWR,
Gain, current distribution etc. The result shows that the Impedance bandwidth is greatly enhanced 116 %( 2.1 Ghz-7.9 Ghz).
This large operating bandwidth is optained by choosing suitable combination of Feed- Slot shapes, Feed gap width and
Waveguide width. To understand the effects of various dimentional parameters numerical sensitivity analysis is also done
Keywords: Band width, Co planar waveguide, Patch-feed, Feed-gap, wide slot antennas.

I. Introduction

In recent years, there have been a growing research activities on CPW feed wide slot antennas [1]-[5], because of
there favourable impedance characteristics. These antennas have several appealing advantages over common patch antennas
like wide band width, good impedance matching and bidirectional as well as unidirectional radiation patterns. The CPW
feeding line also has advantages over microstrip feed lines such as low dispersion, low radiation leakage, their easy
integration with active devices or MMICs and ability to control their characteristics impedance.

Although many CPW feed wide slot antennas are proposed for wide band applications but studies on the effect of
the interaction between feed and slot on impedance bandwidth are rare. In this paper attention is paid on the effects on the
interaction between slot and small patch, feed gap width (h) and waveguide width (g). It was found that properly choosing
suitable combination of the antennas (slot as well as feed) and by tuning their dimensions significant enhanced bandwidth
can be obtained.

1. Antenna Design
“Fig 1” shows the geometry of proposed antenna fabricated on the FR4 substrate with thickness of 0.8 mm and
dielectric constant 4.4. Antenna has a triangular-shape slot and an equilateral triangular-patch feed with an edge length of 15
mm. Patch is working as a radiating element fed by CPW and wide slot working as a ground. By study of various papers [1]-
[10] three design rules are followed:

A. Feed and slot shape should be similar

B. The widths and lengths for both feeds are about one third of the slot size

C. Lengths are close to but less than the quarter wavelength measured at the lower frequency edge. The lengths are shorter
than a printed monopole at the same frequency, because the slot edge acts as a capacitive load to the monopole.

Theoretical formulas
The resonance frequency corresponding to the various modes can be given by

ck _2cym? +mn+n®

Tofe, 3afe
" :4H\/m2+mn+n2

mn 3a

f

Where, ¢ = free velocity of light and ..... is the wave number For lowest order the resonance frequency is given by

. 2c O
L=
3a,/¢,
In these formulas the effects of fringing fields are not considered. The resonant frequency can be determined more
accurately, if dielectric constant and length of the patch a is replaced by effective dielectric constant “ &, . ” and effective

length “ a4 , Effective Dielectric constant of substrate determined by “Resonant line method” is given by:

1
1 -1 2
& reff :%4'&}2 [1+12W£:| ?
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h
Anday =a+—.
gl’
Hence, the resonant frequency is
2C
f, =

Baeff \/a

As we know that the wide slot antennas should have very low aspact ratio (close to 1), so the length of the patch is
calculated from equation (2) is further modified and taking round figure. Length and width of the patch is 15mm and Length
and width of the slot is 52.7mm.

2

w; |

Figure 1: Geometry of proposed antenna

All dimensions in mm
Ly W, Ly Wp L W Wy h g
110 110 15 15 52.7 52.7 2 25 0.7

I11. Smulated Results and Discussion
A. Return loss and antenna bandwidth
The center frequency is selected as the one at which the return loss is minimum. The bandwidth of the antenna is
said to be those range of frequencies over which the return loss is greater than 7.3 dB, Thus we measure required band
at return loss -10dB. From return loss plot given in “fig 2” it is found that impedance band width is 116% and center
frequency is 5 GHzs

S-Parameter Magniude n dB

51,1

N /
\Uf N/

-30
15 2 3 4 5 6 7 8 9

Fregquency [ GHz

Figure 2: Return Loss Characteristics (S3; < -10 dB)

B. VSWR Plot
Voltage standing wave ratio (VSWR) of wide slot antenna shown in “fig 3” shows most of the frequency band
VSWR lies between 1.5 — 2 which is excellent. At f = 5 GHz the value of VSWR is 1.6
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Vokage Standing Wave Rato (VSWR)

15 \/
1
L5 2 3 4 5 6 7 8 9
Frequency | GHz

Figure 3: VSWR Characteristics (VSWR < 2)

C. Gain Vs Frequency Plot
“Fig 4” shows that simulated results at the desired frequency band. At frequency 6 GHz the gain is maximum 7.6 dbi.

Reaized Gain,3D,Max. Value
8

2 3 4 5 6 7 g
Frequency / GHz
Figure 4: Gain Characteristics

D. Radiation pattern
E-field and H-field plots are given in “fig 5” at frequencies 2.3 GHz, 5 GHZ and 7 GHz. Antenna radiates in nearly
omni direction to its surface

a8
%0
2.3 GHz (E-Plane)
2.3 GHz (H-Plane)

5 GHz (E-Plane)
S GHz (H-Plane)
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dB
90

7 GHz (E-Plane)
7 GHz (H-Plane)

Figure 5: Radiation Pattern Characteristics for 2.3GHz, 5GHz and 7 GHz(E and H plane)

E. Current Distribution
Through the study on different slot shapes, it is found that currents flowing on the edge of the slot will increase the

cross-polarization component in the H-plane and cause the main beam to tilt away from the broadside direction in the E-
plane. From the simulation, “fig 6” shows the surface current distribution for resonant frequencies 2.3 GHz and 7 GHz and at
center frequency 5 GHz. The patterns of the antenna generated by triangular slots, among the different slot shapes, are the
most stable across the operating band and the antenna is linearly polarized.

Figure 6: Surface Current Distribution for 2.3GHz, 5 GHz and 7 GHz

1V. Numerical Sensitivity Analysis
A. Patch length Lp and Wp
As the patch length increased upto 17 mm, the resonating frequency decreases and as the length decreases to 13 mm
the band width reduces. “Fig 7” shows the graph for Length and Width. At Lp = Wp= 15 mm, there is an optimized
performance.

S-Parameter Magnitude in dB

Wp=Lp=13 mm
Wp=Lp=15 mm
0 Wp=Lp=17 mm

B a—— avs
\\// VAN

I

15 2 3 4 5 6 7 8 9
Frequency / GHz

Figure 7: Return loss characteristics for different Wp and Lp of antenna

B. Feed Graph ‘h’ (coupling between feed and slot)

The feed gap effect on the impedance matching is investigated in [1] and it is found that good impedance matching
can be obtained by enhancing the coupling between the feed and slot. When the coupling is increased to a certain value, an
optimum impedance bandwidth can be obtained. However, if the coupling is further increased beyond this value, the
impedance matching will deteriorate; showing that over coupling can also degrade the impedance matching as under
coupling. “Fig. 8” shows the simulated return losses of Antenna with feed gaps of 1.5, 2 and 2.5 mm. It can be observed that
the frequency corresponding to the lower edge of the bandwidth is fairly independent of the feed gap ‘h’, but the frequency
corresponding to the upper edge is heavily dependent on it. Moreover, tapering the feed gap will further increase the
impedance bandwidth.
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S-Parameter Magnitude in dB

h=1.5 mm
h=2 mm
h=2.5 mm

i — T

15

LR e R

-30

5 2 3 ! 5 6 7 5 9
Frequency / GHz
Figure 8: Return loss characteristics for different h of antenna

C. Width of the waveguide ‘g’

Width of waveguide ‘g’ also has major influence to the Return loss characteristics. “Fig 9” shows that g = 0.7 mm

gives constant pattern and wide frequency range. For g = 0.5 mm pattern crosses the -10 dbi reference line.

S-Parameter Magntude in dB

5
g=0.5 mm

g=0.7 mm
g=0.9 mm

S~/
y Y

15 2 3 4 5 6 7 8 9
Frequency / GHz
Figure 9: Return loss characteristics for different g of antenna

V. Conclusion
A CPW feed wide slot antenna has been developed and 116% bandwidth is achieved with stable radiation patterns

across the whole band. It is found that the antenna feed and slot shapes should be similar for optimum impedance matching,
but for better radiation patterns, a triangular shape slot should be used. In addition, the proposed antenna has small size,
exhibit stable and almost omni directional radiation patterns in entire operating frequency band, relatively high gain and low
cross polarization. Based on these findings the proposed antenna can be further improved for commercial purpose like
WLAN, Wi-Fi, Wi- MAX, WTM.

(1]
(2]

(3]
(4]

[5]
(6]

(7]
(8]
(9]
[10]
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Design and Simulation of Low Power 6TSRAM and Control its Leakage
Current Using Sleepy Keeper Approach in different Topology
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Abstract : Today, low power memory is given most priority in VLSI design. The power is most important aspect for today’s
technology. So the power reduction for one cell is the vital role in memory design techniques. As the technology growing
portable device (e.g. Cell phone, PDA) increases, the Static Power Consumption (Leakage Power) became a significant
issue. Leakage current in standby mode is the major part of power loss. We concentrate on the technique that to reduce the
leakage current in standby mode. The one CMOS transistor leakage current due to various parameters is the essentiel role
of power consumption. The CMOS leakage current to the process level can be decreased by using sleepy keeper technique.
The advantages in this technique are ultra-low leakage with dual Vth, state-saving, less area penalty and faster than other
techniques like sleepy stack approach, sleep, Zig Zag.

This project’s focus is to reduce leakage power consumption of an 6TSRAM by employing Sleepy Keeper technique in
different topology.
Keywords: CMOS, Leakage current, sleep, Sleepy Stack, Sleepy Keeper, SRAM, Threshold Voltage

I. INTRODUCTION

Semiconductor memory technology is an essential element of today's electronics. Normally based around
semiconductor technology, memory is used in any equipment that uses a processor of one form or another. Indeed as
processors have become more popular and the number of microprocessor controlled items has increased so has the
requirement for semiconductor memory. An additional driver has been the fact that the software associated with the
processors and computers has become more sophisticated and much larger, and this too has greatly increased the requirement
for semiconductor memory. In view of the pressure on memory, new and improved semiconductor memory technologies are
being researched and development can be very rapid. Nevertheless, the more mature semiconductor memory technologies
are still in widespread use and will remain so for many years to come. In addition to these new applications such as digital
cameras, PDAs and many more applications have given rise to the need to memories. Accordingly it is not uncommon to see
semiconductor memories of 8 Gigabyte and much more required for various applications. With the rapid growth in the
requirement for semiconductor memories there have been a number of technologies and types of memory that have emerged.
Names such as ROM, RAM, EPROM, EEPROM, Flash memory, DRAM, SRAM, SDRAM, and the very new MRAM can
now be seen in the electronics literature. Each one has its own advantages and area in which it may be used.[1][2]

Previously many works had been done in the field of Leakage Current reduction using different techniques like
Sleep, Sleep, Zigzag, Stack, Sleepy-Stack, Leakage feedback in different circuits.

Here we present a new VLSI technique to reduce leakage power, the Sleepy Keeper Technique provides an efficient
way to reduce leakage power, but disadvantage of this technique increase the delay as the transistor are increased. In this
paper 6TSRAM cell was designed with Sleepy Keeper technique and analyze the Leakage, Dynamic power consumption and
Static power consumption in different topology.

Il. LEAKAGE CURRENT

With the rapid progress in semiconductor technology, chip density and operation frequency have increased, making
the power consumption in battery-operated portable devices a major concern. High power consumption reduces the battery
service life. 1C power dissipation consists of different components depending on the circuit operating mode. First, the
switching or dynamic power component dominates during the active mode of operation. Second, there are two primary
leakage sources, the active component and the standby leakage component. The standby leakage may be made significantly
smaller than the active leakage by changing the body bias conditions or by power-gating.

There are four main sources of leakage current in a CMOS transistor (Fig 1): Reverse-biased junction leakage current (IREV),
Gate induced drain leakage (IGIDL), Gate direct-tunneling leakage (1G), Sub threshold (weak inversion) leakage (ISUB). [3]

Fig.1Source of Leakage Current in CMOS Transistor
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I11. Method of Controlling Leakage Power

Dynamic power has been a predominant source of power dissipation recently. However, static power dissipation is
becoming a significant fraction of the total power. Leakage power has become a top concern tothe field of VLSI.
The leakage problem is worse than generally thought because the simple, traditional leakage power estimation of multiplying
the average transistor leakage. Leakage power has become a top concern for IC designers in deep submicron process
technology nodes 65nm and below. Leakage power is primarily the result of unwanted sub threshold current through the
transistor channel when the transistor is turned off. Here some methods that are already used to control the leakage power are
Sleep, Zigzag, Stack, Sleepy-Stack, Leakage feedback.

The most well-known traditional approach is the sleep approach [2][3]. In the sleep approach, both (i) an additional
"sleep” PMOS transistor is placed between VDD and the pull-up network of a circuit and (ii) an additional "sleep” NMOS
transistor is placed between the pull-down network and GND. These sleep transistors turn off the circuit by cutting off the
power rails. Fig 3 shows its structure. The sleep transistors are turned on when the circuit is active and turned off when the
circuit is idle. By cutting off the power source, this technique can reduce leakage power effectively.

S
il p
Network
A Y
Network
Sv

Fig. 2 Sleepy Approach

Another technique for leakage power reduction is the stack approach, which forces a stack effect by breaking down
an existing transistor into two half size transistors [5]. Fig 4 shows its structure. When the two transistors are turned off
together, induced reverse bias between the two transistors results in sub-threshold leakage current reduction.

The sleepy stack approach combines the sleep and stack approaches. The sleepy stack technique divides existing
transistors into two half size transistors like the stack approach [6][7]. Then sleep transistors are added in parallel to one of
the divided transistors. Fig 3 shows its structure. During sleep mode, sleep transistors are turned off and stacked transistors
suppress leakage current while saving state. Each sleep transistor, placed in parallel to the one of the stacked transistors,
reduces resistance of the path, so delay is decreased during active mode.
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The leakage feedback approach is based on the sleep approach. However, the leakage feedback approach uses two
additional transistors to maintain logic state during sleep mode, and the two transistors are driven by the output of an inverter
which is driven by output of the circuit implemented utilizing leakage feedback [7]. As shown in Fig.6, a PMOS transistor is
placed in parallel to the sleep transistor (S) and a NMOS transistor is placed in parallel to the sleep transistor (S'). The two
transistors are driven by the output of the inverter which is driven by the output of the circuit. During sleep mode, sleep
transistors are turned off and one of the transistors in parallel to the sleep transistors keep the connection with the appropriate
power rail.[4][5][6][7]

Fig. 5 Leakage Feedback Approach

IV. PROPOSED APPROACH: SLEEPY KEEPER

In this section, we describe our new leakage reduction technique, which we call the “sleepy keeper” approach. This
section explains the structure of the sleepy keeper approach as well as how it operates. The basic problem with traditional
CMOS is that the transistor are used only in their most efficient, and naturally inverting way namely, PMOS transistor
connected to Vy4q and NMOS transistors connected to is GND. It is well known that pMOS transistors are not efficient at
passing GND; similarly it is well known that NMOS transistors are not efficient at passing V4. However to maintain ‘1’ in
sleep mode, given that the value ‘1’ valued has already been calculated, the sleepy keeper approaches uses this output value
‘1’ and an NMOS transistor connected to V4 to maintain output value equal to ‘1° when in sleep mode. For example, when
the output is ‘1’ for an inverter design utilizing the sleepy keeper approach, the current path is shown in the figure, similarly
to maintain a value of ‘0’ in sleep mode, given that the ‘0’ value has already be calculated, the sleepy keeper uses this output
value of ‘0’ and the p MOS transistor connected to ground to maintain output value equal to ‘0’ when in sleep mode. For
example when the output is ‘0’ for an inverter implemented using the sleepy keeper approach, the current path is shown in

Fig.6 [7][8][9].

Keeper transistors

Fig.6 CMOS Inverter to Sleepy Keeper Inverter

V. SRAM

SRAM or Static random Access memory is a form of semiconductor memory widely used in electronics,
microprocessor and general computing applications. This form of semiconductor memory gains its name from the fact that
data is held in there in a static fashion, and does not need to be dynamically updated. While the data in the SRAM memory
does not need to be refreshed dynamically. Static random access memory (SRAM) is a type of volatile semiconductor
memory to store binary logic '1' and '0' bits. SRAM uses bi stable latching circuitry made of Transistors MOSFETS to store
each bit. When the cell is chosen, the value to be written is stored in the cross-coupled flip-flops. A basic SRAM cell
consists of two cross coupled inverters forming a simple latch as storage elements and two switches connecting these two
inverters to complementary bit lines to communicate with the outside of the cell.
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Fig.7 Cross Coupled inverter SRAM cell

VI. 6TSRAM

The schematic of SRAM cell is shown in the Fig.8. It has 2 pull up PMOS and 2 NMOS pull down transistors as
two cross coupled inverters and two 2 NMOS access transistors to access the SRAM cell during Read and Write operations.
Both the bit lines (BL and BLB) are used to transfer the data during the read and write operations in a differential manner.
Bit 0 or 1 in a SRAM cell is stored using two cross coupled inverters. This storage cell has two stable states 0 and 1 which is
reinforced because of cross coupling. Two additional access transistors serve to control the access to the storage cell during
read and write operations. So a typical SRAM cell is a six transistor structure. A 6T SRAM cell requires a careful device
sizing to ensure read stability, write margin and data retention in standby modes. Access to the cell is enabled by the word
line which controls the two access transistors M5 and M6. They in turn control whether the cell should be connected to the
bit lines. Bit lines are used for both read and write operations. Two bit lines are not necessary but they are provided to
improve noise margins. In read stability, M1 transistor is required to be much larger than M5 transistor to make sure that the
node between M1 and M5 does not flip. In write mode, bit lines overpower cell with a new value. High bit lines must not
overpower inverters during read operation.

WL

Vbp

wl db b L
TT Tt
Ui
1J_ 3

Fig.8 6T SRAM

BL

Read Operation:

The read cycle starts by pre-charging both the bit lines to a logical 1 and then asserting the word line, enabling both
the access transistors. If a 1 is stored in the cell, this value is transferred to the bit lines by leaving BL (bit line) at its pre-
charged value and discharging BLB to a logical 0 through M1 and M5. The transistors M4 and M6 pull the bit line to a
logical 1. If the content of the memory is a 0, then BL is pulled to a logical 0 and BLB to a logical 1.

Write Operation:

If a 0 is to be written, BL and BLB are set to 0 and 1 respectively. A 1 is written by inverting the values of the bit

lines. WL (word line) is then asserted and the value that is to be stored is latched in.

VII. DESIGN AND SIMULATION
We have design simple 6TSRAM and 6TSRAM with Sleepy Keeper approach in different technology, the
schematic and layouts are designed using Microwind.
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Comparison between Basic 6TSRAM and 6 TSRAM using sleepy Keeper Approach

Topology Basic SRAM (W) SRAM using Sleepy Keeper approach (W)
350 nm 270 E-06 90 E-06
250 nm 178 E-06 62 E-06
180 nm 108 E-06 43 E-06
120 nm 96 E-06 37 E-06
65 nm 36 E-06 13 E-06

Table 1. Power consumption of basic 6TSRAM and SRAM using Sleepy Keeper Technique

VIIlI. CONCLUSION
In this paper we design 6TSRAM by using the “Sleepy Keeper” leakage current reduction technique. The proposed
circuits were designed in 65, 120, 180, 250, 350 nanometer CMOS/VLSI technology. In this paper we observed that the
proposed technique "Sleepy Keeper" have low power consumption when compared to the other low power techniques and
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having delay and area overhead. Based on simulations result with a SRAM Architecture circuit, we find that “Sleepy Keeper
approach” achieves up to 65 % less power consumption. Hence it is concluded that the proposed 6TSRAM is used for low
power designs and these designed techniques are used for high performance and low power applications.
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Abstract: This paper presents analysis of video compression based on block SVD Algorithm. Video compression is a
process of efficiently coding digital video to reduce the number of bits required in representing video frames. Its purpose is
to reduce the storage space and transmission cost while maintaining good quality. Current video compression standards like
MPEG, H.26x series are highly computationally expensive and hence they are not suitable for real time applications.
Current applications like video calling, video conferencing require low complexity video compression algorithms. The block
SVD algorithms are used to provide higher PSNR at the same bit rate. Further we can analysis to reduce the time complexity
of the video compression process based on block SVD Algorithm.

Index Terms: Block SVD, Low-Complexity video Compression.

I. Introduction

Video compression is one of the most important blocks of an image acquisition system. With the growth of
multimedia and internet, compressions Techniques have become the thrust area in the fields of computers. Many different
video compression techniques currently exist for the compression of different types of video frames. Video compression is
fundamental to the efficient and cost-effective use of digital imaging technology and applications. In video compression the
images are called as frames. Due to the rapid developments in internet technology and computers, popularity of video
streaming applications is rapidly growing. Therefore today, storing and transmitting uncompressed raw video requires large
storage space and network bandwidth. Special algorithms which take these characteristics of the video into account can
compress the video with high compression ratios. In a video, the images called as frames are streamed at the rate of 25-30
frames per second (fps). Video is characterized by huge amount of data. An uncompressed CIF video at a resolution of 288
X 352 at 25 fps has a data rate 0f30.41Mbits/s. As a result, transmission of raw video requires huge bandwidth. Also, the
memory required to store this uncompressed video is enormous. These two drawbacks make it impractical to use raw video.
To reduce the transmission bandwidth and the storage requirements, video compression is done. During compression, the
redundant information is removed.

Video is a sequence of images which are displayed in order. Each of these images is called a frame. This technology
(video compression) reduces redundancies in spatial and temporal directions. Spatial reduction physically reduces the size of
the video data by selectively discarding up to a fourth or more of unneeded parts of the original data in a frame. Temporal
reduction, Inter-frame delta compression or motion compression, significantly reduces the amount of data needed to store a
video frame by encoding only the pixels that change between consecutive frames in a sequence. Compression algorithms
typically exploit spatial, temporal and psycho-visual redundancies. Present in a video. Some of the widely used video
compression algorithms are MJPEG, MPEG series and H.26x series. In MJPEG (Motion JPEG), each frame is individually
coded using the JPEG algorithm. MJPEG does not exploit the temporal redundancies in the video and therefore it results in
lower compression. A compression ratio of around 10:1 to 15:1 can be achieved using MJPEG without introducing any
visual artifacts. MPEG (Moving Pictures Experts Group) is an experts group set by 1ISO and IEC. They have come up with
standards like MPEG-1, MPEG-2, MPEG-4 etc. which have been widely used for video compression.

The heart of MPEG or H.26x algorithm is the motion estimation and motion compensation block. Motion
estimation and compensation is responsible for exploiting the temporal redundancies in the video. Here, rather than coding
each block independently, a block in the current frame is used to find the same block in the previous frame. Rather than
sending the entire block, only the error and the motion vectors are encoded and sent to the decoder. Therefore the block can
be represented with lower number of bits. Motion estimation and compensation is an efficient algorithm and a compression
anywhere between 30:1 to 100:1 can be achieved. However, it is highly computationally complex. Due to the high
computationally complexity, the power consumption is increased thereby reducing the battery life. Also, hardware
implementation becomes difficult. We proposed Block SVD algorithm low computational complexity so greatly reduced
time complexity.

The Comparison of the proposed block SVD coding scheme existing relevant non-ME-based low complexity code
shows its advantage, which provides higher PSNR at the same bit rate [1]. In SVD algorithm when singular value increases
size of compressed image also increases, the quality of compressed image also improve. In BTC with increase in size of
block visual quality of image degrades and there is no much reduce in compression size with increase of block size. In DCT
when coefficient value is increase Image quality improve of compressed image remains same [2].The latest video
compression standard MPEG-4, AVC/H.264 gives 50% improvement in compression efficiency compared to previous
standard. Increased computational complexity at the encoder [3].A video surveillance compression system the main problem
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is to increase in computational complexity, high energy consumptions, short batter life [4].The main problem for this hybrid
coding system also causes interframe dependence in decompression ,the error occur frequently in the error- prone channel,
so losses occurred in the channel [5] . Error resilient pre/post-filtering for DCT-based block coding systems coding
efficiency heavily suffers from ignoring correlation between blocks. So blocking artifacts present at low bit rate [6]. DCT-
SVD video compression technique cannot provide good compression and also energy loss is high [7]. The 2D SVD is the
deals with only smaller matrices [8]. H.264/AVC is the higher compression efficiency .It is high computational complexity
at the encoder due to the ME process. It is estimated that for the h.264 code, the computational complexity of inter frame
coding 5-10 times higher than that of inter frame [9]. The adaptive algorithm which reduces the average memory bandwidth
and power consumption is high [10]. Fast three step algorithms cannot be used in low power real time application resource
scarce system [11].The high complexity process for encoder side because of two stage adaptive vector quantization is used to
implement coding technique [12]. Optimum bit rate pyramid coding method the quality of the reconstructed image is ranged
from lossless image compression. It’s used for low bit requirement application like visual telephone and telebrowsing only
[13].The PIT algorithm is encoding this sequence by transmitting from smallest to the largest size .so it’s take longer time for
the encoding process [14]. The main drawback of JPEG is blackness appears in the images when the compression ratio is
pushed too high [15].

Il. Singular Value Decomposition
In Linear Algebra, Singular Value decomposition is nothing but factorization of a matrix in the form
A=UZIV (1)

Where U and V are orthogonal matrices and X is a diagonal matrix.
A= (Orthogonal) (Diagonal) (Orthogonal)

Unitary Matrix Unitary Matnix
1 X

Original frame | — 7

A, (Derived from A)

r
(Derived from A4 )

Fig .1.SVD decomposition

Fig .1.shows the SVD decomposition process. The columns of U are composed of the eigenvectors of AT, the
columns of V are composed of the eigenvectors of ATA. The diagonal values of X are nothing but the square roots of the
non-zero eigenvalues of both AA" and ATA.2D-SVD is an extension of the above mentioned 1DSVD.2D-SVD has been
extensively studied for computer vision. The main drawback of 1D-SVD for image compression applications is that, even
though it provides the most energy compaction (the coefficients are present only along the diagonal), it requires the
transmission of the two eigenvector matrices for each block. This incurs very high overhead thereby reducing the
compression efficiency. In 2D-SVD, the eigenvector matrices are extracted from a group of blocks. Therefore, the two
matrices have to be transmitted only for a group of blocks. This results in higher compression. The block SVD algorithms
are used to achieve higher PSNR at the same bit rate.

DCT transformation - DCT transformation
YCT coefficien "
Orginal frame | — Matrix Uy LT coefhicien X Matrix [
Matnx Predef ’“
{Predefined
M edefine

(Predefined)

Fig. 2.DCT decomposition

For the DCT one fixed matrix is used, thus U,=Ur. The DCT decomposition is shown in Fig.2. Since the
transformation matrix is fixed, we can simply represent Ai with Mi.

The main problem for block-based 1-D SVD coding is that, although its coefficient matrix contains the fewest
nonzero coefficients compared with other transforms, its and transformation matrices are not fixed and, hence, need to be
sent to the decoder for each frame. As a result, the overall coding efficiency for the block-based 1-D SVD coding is not very
promising.

I11. 2d SVD Process
An image or a video frame can be divided into m x m non overlapping blocks. The 2D SVD decomposition is shown in Fig.
3.

—
Unitary Matrix Unitary Matrix
; Group of ul
— : r
Group of (Desived from | X| Coefficient X| (Derived from
Frames A~ A) Matrices A~A)
A~ A, LR My~ M, 1~

Fig. 3.Two-dimensional SVD decomposition

The basic algorithm to find the coefficient matrix is given below:
1) Given agroup of frames A;...... A, find the mean frame Amean. Obtain the mean subtracted frames .i.e. A=AA e
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2) For any GOB (Group of Blocks), B in the mean-subtracted frames, we denote as each block in B as by...... b,. For each
GOB, find the row-row and column-column covariance matrices F and G
F=){lobibT (2)
G=)iL,bTbi 3)

U, and Ur are made up of the k principal eigenvectors of F and s principal eigenvectors of respectively. It has been
reported in that the lowest mean squared error is obtained when k=s=1.

3) The coefficient matrix M is obtained using the formula
M= U,"b;U, (4)

it is to be noted that Miis not a diagonal
Matrix. However, most of the non-zero coefficients willbe located close to the principal diagonal.

4) To get back the original frame, the mean subtracted block is first obtained using the
Formula
bi=UMiUr" (5)

The near optimal approximation of each block is obtained using
bi :bi +bmean (6)

Where bmean is the corresponding block in the mean frame

IV. Proposed Technique
The application of the algorithm proposed in yielded the following observation. The Fig. 4 shows the video
compression based on block SVD algorithm. The various steps are involved in the process of Block SVD video compression
techniques. The sequence of process is input video sequence, pre-processing frames, block SVD, decoding and finally will
get the reconstructed video sequence.

Input video Pre-processing

frames Ei frames ¥ SleckBYD

.

Encoder

Reconstructed
video sequence

A

¢— Decoder

Fig.4. Video compression based on Block SVD method

In video compression the images are called as the frames. Input video frames are given the input to the pre-
processing frames. Pre-processing algorithms improve on the performance of a video compression system. Its increases
compression efficiency and attenuates coding artifacts. The size of the video frames is high means it’s not display for some
applications. So the frames are reconstructed to the standard size. Block SVD algorithm used for data reduction technigue.
The purpose of an encoder is to reduce the number of bits in the original image. Each frame is divided into several blocks.
The block sizes are m x m non —over lapping group of blocks (GOB). The group of co-efficient matrices is optimized for
block SVD. According to the experiment minimum mean square error is achieved. The decoder is the reverse steps of
encoder process. The group of information is decoded in the function of decoder. Here the group of information size is small,
successfully received. The Each frame are decode independently, just like an intra frame video codec. The sampling and
quantization techniques are used to remove the error in decoder process. Finally get the quality of the reconstructed video
frames and also sizes of frames are reduced. It’s the purpose of reducing storage space in the memory.

Proposed Algorithm:

1) For videos with low motion, increase in GOP increased the compression ratio while maintaining the PSNR almost
constant. This is because the percentage of Gl to the coefficients is reduced, while maintaining the energy compaction
property of SVD.

2) For videos with high motion, increase in GOP decreased the compression ratio and the PSNR also reduced. This is
because the energy is distributed over a large number of coefficients thereby reducing the coding efficiency.
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From the above observation it is clear that, for videos with low motion, a large GOP can be used and for videos with high
motion a very low value of GOP must be used to maintain the compression ratio and the PSNR. The proposed algorithm is
based on this inference:

heig htxwidt h

1) First, the incoming images are divided into 8X8 non-overlapping blocks, Bj where j=0... ”

2) For each block Bj, the difference between the current block and the corresponding block in the 10th next frame is
computed. The sum of these differences is computed.

3) Ifthis sum is less than the threshold th, then the GOP value is set to GOPhigh. If it is greater than the threshold, then it is
set to GOPlow. For each block, a group related information is first sent to the decoder. In this Gl, the first bit set to 1 if
GOP = GOPhigh and it is set to 0 if GOP = GOPlow.

4) The mean block b mean, is calculated using the formula

Drvean == %.69F bi (7)
The mean block is then encoded using the JPEG algorithm. It is to be noted that, GOPhigh is chosen to be an
integral multiple of GOPlow. If the GOP is GOPlow then GOPhigh GOPlow number of mean blocks are sent.

5) Block SVD mentioned above is used to obtain the corresponding eigenvector matrices U/ and U, the group of 8 X 8
coefficient matrices M¢'....M,}

6) The eigenvectors U} =(U,'.....Ug") and
U/ = (U/.....U/) are encoded using the Vector Quantization strategy. Code books of length 256, 256, 128, 128, 128, 64,
64, and 32 are used to quantize the eigenvectors respectively. Eigenvectors derived by applying the Block SVD
algorithm to some standard sequences are used to learn the codebooks. The LBG algorithm is used to learn these
codebooks. These codebooks are stored in both encoder and decoder, therefore the coding of the eigenvectors is
achieved using the least amount of bits possible. _

7) There is no need to transmit all the obtained eigenvectors. Let =M(x,y)denote the coefficient value at frame i of block j
at position (x,y). If Xmax denotes the maximum x position of the non-zero coefficients for block j and frames i...N and
Ymax denotes the maximum y position of the non-zero coefficients, then we need to transmit only the eigenvectors
(U7....Uxma’) and (V.....Uyma) . Six bits are included in GI, to denote the number of eigenvectors sent per GOB.

8) The coefficient matrices My....M,/ are then quantized, zigzag read and entropy encoded using the JPEG algorithm.

V. Results
The proposed Block SVD algorithm the GOP was set as 16, as it was found that this provided the highest PSNR for
a given bit rate for the specified sequences (Akiyo, Claire).Figure 5 shows the plot of PSNR vs. Bit rate for varying GOP,
when the proposed algorithm is applied to the first 192 frames of Claire. From this plot it is clear that the highest PSNR is
obtained when GOPhigh = 48 and GOPlow = 4.

o— GOPhigh=64 low=4
45 e —— GOPhigh=48 low=4 H
e +— GOPhigh=6 g

37 L N J
- 100 120 140 160 180 200 220 240
bitrate(kbps)

Fig.5. PSNR vs. Bit rate for varying GOP (first 192 frames of Claire).

PENR(dE

s L " i x . "
B0 100 120 140 160 180 200 220 240
Batrate(kbps)

Fig. 6. PSNR vs. Bit rate for Akiyo
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Fig.6. gives the plot of PSNR vs. Bit rate for the first 192frames of the Akiyo test sequence.To obtain these results,
the GOP of Block SVD algorithm was set as 16 and for the proposed algorithm, GOPy;¢, Was chosen as 48 and GOPy,,, was
chosen as 4. It can be seen clearly from these figures that, our proposed algorithm gives almost 2dB higher PSNR at the
same bit rate.

VI. Conclusion

The video compression based on block SVD algorithm was implemented in MATLAB. Video compression is
gaining popularity since storage and network bandwidth requirements are able to be reduced with compression. Many
algorithms for video compression which are designed with a different target in mind have been proposed. Video compression
such as H.261, 263 and 263+, MPEG-1, 2, 4, 7 and H.264. Most recent efforts on video compression for video have focused
on scalable video coding. The primary objectives of on-going research on scalable video coding are to achieve high
compression efficiency high flexibility (bandwidth scalability) and/or low complexity. Due to the conflicting nature of
efficiency, flexibility and complexity, each scalable video coding scheme seeks tradeoffs on the three factors. Designers of
video services need to choose an appropriate scalable video coding scheme, which meets the target efficiency and flexibility
at an affordable cost and complexity. The biggest advantage of hybrid video coding technique is that it is designed for real
time transmission. The low complexity video coding based on Block SVD algorithm used to get reconstructed video frames.
The higher PSNR are present at the same bit rate Further we can analysis to reduce the time complexity of the video
compression process based on block SVD Algorithm.
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Observations on Homogeneous Cubic Equation with Four Unknowns
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Abstract: The non-homogeneous cubic equation with three unknowns represented by the diophantine equation

X3+Y3=7"ZW? s analyzed for its patterns of non-zero distinct integral solutions. A few interesting relations
between the solutions and special numbers are exhibited.
Keywords: Integral solutions, non-homogeneous cubic equation with three unknowns.
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Notations:
tmn :Polygonal number of rank n withsize m

Sp :Star number of rank n
Pr, @ Pronic number of rank n
jn : Jacobsthal lucas number of rank n

Jn  :Jacobsthal number of rank N

CP, ., : Centered Polygonal number of rank n with size m.
G,  :Gnomonic number of rank n
Ky, :Kyneanumber of rank n

I. Introduction
The Diophantine equations offer an unlimited field for research due to their variety [1-3]. In particular, one may refer [4-14]
for cubic equations with four unknowns. This communication concerns with yet another interesting equation

X3 4+Y3 =7"ZW? representing non-homogeneous cubic with four unknowns for determining its infinitely many non-
zero integral points. Various relations between the solutions and special polygonal numbers, centered polygonal numbers,
Jacobsthal numbers and kynea numbers are exhibited.

Il. Method of Analysis
The cubic equation with four unknowns to be solved for its distinct non-zero integral solution is
X34y =7 2w’ 1)
Introduction of the transformations,
X=U+V,y=u-Vv,z=2U )
in (1) leads to
u? +3v =7"w? ©)

We present below different methods of solving (3) and thus, in view of (2), different patterns of solutions
to (1) are obtained

Pattern: 1.1

Let w=a’ +3b? (4)
write 7 as

7=2+iV3)(2-iV3) ©)

Using (4) and (5) in (3) and applying the method of factorization, define

(U +i/3v) = (2+i/3)" (a +i+/3b)? ©)
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Since the complex number raised to any integer power is also a complex number, we write

(2+iv/3)”" = A +i/3B,
e A = [2+ W3 + (2-1V3)"]

1 : [a\2n (o i [ay2n
Bl—Zi—\/é[(Z'i'l\/g) (2 |\/§) ]

Using (7) in (6) and equating the real and imaginary parts, we have
u=A(a?-3b?)- B, (6ab)

v = A (2ab) + B, (a* —3b2)}

Using (8) in (2), we get

x(a,b) = A (a® —3b* + 2ab) + B,(a’ —3b* - 6ab)
y(a,b) = A (a® —3b* —2ab) - B, (6ab +a* — 3b?)
z(a,b) = A (2a® - 6b*) — B, (12ab)

Thus, (4) and (9) represent the non-trivial integral solutions of (1)

Properties: 1.2

() x(2" 1) = A (ky, —2) +B,(33,, —6j, +6(-1)" —2)
(iw(2"1) = j,, +2

(i) z(n,n +1) = —A (CPR,,, +16t,, —8t,; +5)— B, (24t,,)
Pattern: 2.1

Write7as 7

_ (5+iV/3)(5-iv3)
4

And (5+i43)™ = A, +i4/3B,
wrere, A, = Z[(6+13) + (6 +3)"]

1 H 2n . 2n
Bz—m[(S-l-l\/é) 5 I\/§) ]

Using (4), (10), (11) in (3) and employing the method of factorization, we have

U+in3y = 2%(A2 +i/3B,)(a? —3b? + 2i+/3ab)

Equating real and imaginary parts, we get

U= ;n [A, (a2 —30%) — B, (6ab)]
V= ;n [A, (2ab) + B, (a2 —3b%)]

Thus, taking @ =2" A and b = 2" B the non-zero distinct integral solutions to (1) are given by

X(A,B) = A, (A* —3B* +2AB) + B, (A* —3B* —6AB)
Y(AB)=A,(A*-3B*-2AB)-B,(A*-3B* + 6AB)
Z(AB)=A,(2A* —-6B?) - B, (12AB)

W (A, B) =22"(A* +3B?)

Properties:2.2
(Hw(2" 1) =[3 5, +1[Jz +2]

ISSN: 2249-6645

(7

(®)

)

(10)

(11)

(12)

WWW.ijmer.com

1488 | Page



International Journal of Modern Engineering Research (IJMER)
WWW.ijmer.com Vol. 3, Issue. 3, May.-June. 2013 pp-1487-1492 ISSN: 2249-6645

(")y(lv n) = Az[_2t5,n _3Prn+3t4,n +1]_ Bz[_sn +3t4,n + 2]
(iii)x(n+1Ln) = A[4Pr —4t, +1]-B,[4t,, +4Pr —1]

Pattern:3.1
Introduce the linear transformations

u=a+3T,v=a-T (13)

Let w=a? +12b? (14)
Write 7 as

7:(4+i\/ﬁ(4—i 12)

(15)
4

and (4+iv12)%" = (A, +i/12B,) (16)

Where A, =%[(4+i\/17))2" +(@-iV12)”]

1 . .
B, =—— |(4+i/12))*" — (4 —is12)*
2= o 4 W)~ (a-ivi2)”
Using (14), (15) and (16) and employing the method of factorization, define
20 +IVI2T = = [A, +iVI2B,)(@% ~12b? +i2/12ab)

2
Equating real and imaginary parts, we have

o= #[Ag(a2 —12b%) - B,(24ab)]

1 (17

22n
Substituting (17) in (13), we get

u= %[As(a2 —12b” +12ab) — B,(24ab —6a° + 72b*)

T = —-[A,(2ab) + B,(a® —12b?)

(18)
V= %[As(a2 —12b® — 4ab) — B, (24ab + 2a* — 24b*)]
Replacing a by A2™ andb B2™ | the corresponding integral solutions are given by
X(A, B) = 2[A,(2A* —24B* +8AB) — B, (48AB — 4A* + 48B%)]
Yy(AB) =2[A,(16AB) - B, (-8A* +96B?)]
z(A/B) = 4[A3(A2 —~12B% +12AB) - B, (24AB — 6A% +72B%)]
W(A, B) = 2°"?(A* +12B?)
Properties: 3.2
(Hx(n,1) =2[A,(CP,, +6Pr —6t,  —25)—B,(-t,, +45Pr,—45t, +48)]
(i)y(n+1,n) = A,(32Pr,) -16B,(t,,, +8Pr,—8t,  +1)
@(i)wW(2" D) = ju0 +93,,.5 -2
Note: .3.3

Replacing (13) by U= —3T and V=a+T (29)
And repeating the process as in pattern.3 the corresponding non-zero distinct integral solutions to (1) are obtain as

X(A B) = 2[A,(2A% —24B* —8AB) + B, (—48AB + A* —12B?)]
y(A, B) = 2[A,(-16AB) — B, (3A* —36B?)]
(A, B) = 4[A, (A’ —12B® —12AB) — B, (24AB + A* —12B?)]
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w(A, B) = 22"?(A® +12B?)

Properties: 3.4

()x(n,1) = A, (t,,, —13Pr +13t, , —48) + B, (ts, —95Pr, +95t,  —24)
(i)y(n1) = A,(-32Pr +32t, ) +6B,(12t, , - 1)

(iii)z(n,) = A, (t,o, —45Pr, +45t, , —48) — B,(CP,,, +95Pr,—95t, , —49)

Pattern:4.1
Instead of (15) we write 7 as

(10 +i+/12)(10 - ir/12)

7= (20)
16
And (10+i+12)®" = (A, +iv/12B,) @1)
Where A, = %[(10+ iV12)7" + (10— iv12)”
1 . i
= ———[10+iv12)* — (10— iv12)"
- \/E[( )7 = ( )

Using (14) (20) and (21) and equating real and imaginary parts, we have

o= 24“+1 —[A,(a® —12b%) - B, (24ab)]
(22)

T= ZW[A4 (2ab) + B, (a* —12b%)]

Substituting (22) in (13), we get
u=——[A,(a’*-12b* +12ab) — B, (24ab—6a* + 72b*)]

24n+1

v=——[A,(a’ —12b® —4ab) — B, (24ab + 2a* — 24b?)]

24n+1

To get a integer solution replacing a by 2™ A and b by 2" B

X(A,B) = 2[A,(2A* —24B* +8AB) — B, (48AB — 4A% +48B%)]
y(A, B) = 2[A, (16AB) — B, (-8A* +96B?)]

z(A B) = 4[A,(A* -12B* +12AB) — B, (24AB - 6A” + 72B?)]
w(A B) = 2% (A? +12B?)

Properties: 4.2

i x(2" 1) =4A,(ky, +2j, -11-2(-1)")+8B, (ky, —14j, —11+14(-1)")
(i) y(nl) = A, (32t3’n _32t4,n) -B, (—16t4’n +192)

i) z(n+1,n) =4[A, (t4’n +7G, +8)—-B, (CPlG’n +CP,,, +78t,, —-8)]

Note: 4.3
Using (19) and repeating the process as in pattern.4, the non-zero distinct integral solutions to (1) are given by

X(A, B) = 2[A, (2A? — 24B2 —8AB) — B, (48AB + 4A% — 48B?)]
y(A B) = 2[A, (-16AB) — B, (8A’ —96B2)]

2(A B) = 4[A, (A’ —12B° —~12AB) — B, (24AB + 6A% — 72B?)]
W(A, B) = 22 (A% +12B2)
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Properties:4.4
(Hx(n1) = A, [4(t,, —3Pr +2t, —-12)]-8B,[CP, , +10Pr, —11t, —13]

(i)y(n+1n) =-64At, +16B,(t;, +8t,, —1)
(iif)z(n+1,n) =-4A(CP,,, +13t, , -1 +24B, (t,,, +2t, )

Pattern: 5.1
(3) can be written as
3v 7"w+u
. = = B,q =0 (23)
7"wW—u v q

Which is equivalent to the system of equations
pu+3vg—7"wp=0 (24)
qu—pv+7"gw=0 (25)

Applying the cross-multiplication method, we get
u=7"39" - p*)

v=-=2*7"pq
w=—-p?—3q

2

Thus, the corresponding non zero distinct integral solutions to (1) are given by
x=7"(39" - p* —2pq)

y=7"(3q° - p* +2pq)

2=2%7"(39" - p)

w=-p*-3q°

Properties: 5.2

()7 [x(7",1)] is a difference of two square

@@)x@7" D)+ y(7",1) =0(mod 7)
@@)6*7"[x(7",7")—y(7",7™)] is a nasty number
(iv)z(7",7") is a perfect square

VW™ 1) =, +2)

Pattern: 5.3
(23) can be written as

v o 7"w+u
7"w-u 3v

P (26)
q

Repeating the process as in pattern.5, the non-zero distinct integral solutions to (1) are obtain as
x=7"(9” -3p* ~2paq), y=7"(9* -3p* +2pq)

z2=2*7"(q% -3p?), w=—(3p®+q°)

Properties: 5.4

(i()x(n)) =-7"(CP,, —Pr,+t, —2)

(iy@n)=7(CpP,, -t,, —4)

(iii)z(n,n+1) = 2*7(-2t,, + G, +2)
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I11. Conclusion

To conclude, one may search for other pattern of solutions and their corresponding properties

(1]
(2]
(3]
(4]

(5]

(6]

[7]

(8]

(9]

[10]

(11]

(12]

(13]

[14]
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Study on Effect of Manual Metal Arc Welding Process Parameters
on Width of Heat Affected Zone (Haz) For Ms 1005 Steel
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Abstract: Heat flow in welding is mainly due to heat input by welding source in a limited zone and it subsequent flow into
body of work piece by conduction. A limited amount of heat loss is by a way of convection and radiation. Local Heating and
cooling of metal shrinkage on solidification and structural change on solidification cause temperature distribution. In the
present work, authors have investigated the width of HAZ with various process parameters like heat input & welding speed.
In manual metal arc welding (MMAW), selecting appropriate values for process variables is essential in order to control
heat-affected zone (HAZ) dimensions and get the required bead size and quality.

In this study, the effect of various welding parameters on the weldability of Mild Steel specimens having dimensions
125mmx 75mmx 5 mm welded by manual metal arc welding (MMAW) for single V-Butt joint were investigated. The welding
current, arc voltage, welding speed, heat input rate are chosen as welding parameters. The effect of these parameters on the
size of Heat affected zone is investigated.

Key Words: MMAW, welding speed, heat input, heat affected zone (HAZ).

I. Introduction

Manual metal arc welding was first invented in Russia in 1888. It involved a bare metal rod with no flux coating to
give a protective gas shield. The development of coated electrodes did not occur until the early 1900s when the Kjellberg
process was invented in Sweden and the Quasi-arc method was introduced in the UK [1]. It is worth noting that coated
electrodes were slow to be adopted because of their high cost.

However, it was inevitable that as the demand for sound welds grew, manual metal arc became synonymous with
coated electrodes. When an arc is struck between the metal rod (electrode) and the work piece, both the rod and work piece
surface melt to form a weld pool. Simultaneous melting of the flux coating on the rod will form gas and slag which protects
the weld pool from the surrounding atmosphere. The slag will solidify and cool and must be chipped off the weld bead once
the weld run is complete (or before the next weld pass is deposited).[2]

Welding is an efficient and economical method for joining of metals. Welding has made significant impact on the
large number of industry by raising their operational efficiency, productivity & service life the plant and relevant equipment.
Welding is one of the most common fabrication techniques which is extensively used to obtained good quality weld joints
for various structural components. The present trend in the fabrication industries is to automate welding processes to
obtained high production rate.

Arc welding, which is heat-type welding, is one of the most important manufacturing operations for the joining of
structural elements for a wide range of applications, including guide way for trains, ships, bridges, building structures,
automobiles, and nuclear reactors, to name a few. It requires a continuous supply of either direct or alternating electric
current, which create an electric arc to generate enough heat to melt the metal and form a weld.

The arc welding process is a remarkably complex operation involving extremely high temperatures, which produces
severe distortions and high levels of residual stresses. These extreme phenomena tend to reduce the strength of a structure,
which becomes vulnerable to fracture, buckling, corrosion and other type of failures.

Hardness is very important mechanical property of material but during welding high heating and rapid cooling
influence the hardness of the weld as well as the Heat affected zone (HAZ). Also the optimum hardness of weld and heat
affected zone (HAZ) at minimal heat input rate for 60° and 70° bevel angle weldments have been investigated.[3]

A mathematical models was developed to Study the effects of process variables and heat input on the heat affected
zone (HAZ) of submerged arc welds in structural steel pipes.[4]

High deposition rate welding process which can produced a smooth bead with deep penetration at a faster travel
speed also welding input parameters plays a very significant role in determining the quality of the weld joint have been
investigated.[5] .

A numerical model of fluid flow and temperature field in GMAW was established according to the new mode of arc
heat flux distribution. By using a numerical simulation technique, the effects of welding heat input on microstructure and
hardness in HAZ of HQ130 steel were studied[6].

The effect of welding parameters on the size of the heat affected zone (HAZ) and its relative size as compared to
the weld bead of submerged arc welding. It is discovered that the welding parameters influences the size of weld bead and
HAZ differently which can be relate to the effect of welding parameters on the various melting efficiencies. This difference
in behavior of HAZ and weld bead can be explored to minimize the harmful effect of HAZ in future welds.[ 7]

In this study, the effect of various welding parameters on the weld ability of Mild Steel specimens having
dimensions 125mmx 75mmx 5 mm welded by manual metal arc welding (MMAW) for single V-Butt joint were
investigated. The welding current, arc voltage, welding speed, heat input rate are chosen as welding parameters.

The effect of these parameters on the size of heat affected zone is investigated.
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Il. Experimental Procedure

The material used for manual metal arc welding (MMAW) is SAE 1005 mild steel.

The entire specimens were machined into the dimensions of 125mm long x 75mm x 04mm thick.
The details composition (weight %) of specimens is shown in Table 1. This metal had very good welding characteristics
and could be welded by all of the common welding techniques.
The typical Thermal and Mechanical properties of carbon steels at room temperature (25°C) are shown in Table 2

ISSN: 2249-6645

Table 1 The Chemical Composition of the used steel (SAE 1005) (weight %) of specimens [9,10]
C

Sample | C Si Mn P S Cr Mo Ni Al Ti

Identity

Wi% 0.035 | 0.024 | 0.104 | 0.0062 | 0.0033 | 0.007 | 0.0047 | 0.0102 | 0.039 | 0.004 | 0.0026
Table 2 Thermal and Mechanical properties of Steel SAE1005 [9, 10]

Property Value Unit

Conductivity 42 W/mk

Specific Heat 481 JIKg-K

Density 7872 Kg/m

Poisson’s Ratio 0.27-0.30

Elastic Modulus 190 to 210 GPa

2.2 Welding Tools

This sections provides the important specifications of the tool used in the welding process

2.2.1 Welding Machine
Welding machine used for welding is a general purpose welding machine (Usha Welding Machine ®
C/O). The Technical Specifications of Welding Machine are as stated in Table 3

Fig. 1 Welding Machine

Table: 3 Technical specification of welding machine

Welding Machine | Welding Striking Duty range Welding Primary Primary

Model Range voltage (V) voltage(kVA) | voltage(V) current
(mA) (Amp)

EAD 25 50to 250 | 65 60% 32 220-440 30 to 20

2.2.2 Welding rod

Welding rod is an electrode used to weld the metal. The Technical Specifications of Welding rods are as stated in Table 4

Fig. 2 Welding electrodefrod
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Table: 4 Technical specification of welding rod/electrode
Diameter Length AWS/SFA IS
3.15mm 350 mm 5.1m, E6013 8142004-ER4211X

Material
MS

2.3 Sample Preparation

The Choice of sample for a microscopic study is very important. In the manual welding process the speed of
welding varies along the length. Therefore a sample is taken from the middle section of the welded plate where the welder’s
speed of welding is assumed to be constant. In the present experimentation SAE1005 M.S sheet was selected. Six sample
plates of dimensions (12.5x7.5x0.5) cm3 were cut from the sheet. All the six plates of mild steel were welded on their
surfaces lengthwise by varying the parameters. Each sample is tested for varying welding speed, current & voltage which
is shown in table 5. Heat input has been calculatd & shown before each sample in table no.5. The photographic views of the

welded plates are shown in Fig.4.

pevel Angs,
\ ¢ “JO /
LY,
=
8
=2
L — |
Flg 3 Front side of welded material % Back side of welded material
Table5  Process parameters used in the experimentation.
S. No. Welding Welding Arc Welding speed | Heat Input**
voltage(V) current(A) time(sec) (mm/min) (I/mm)
1 30 150 43 174.42 1547.98
2 30 150 36.9 203.25 1328.41
3 30 150 27.15 276.24 977.37
4 30 200 47.8 156.90 2294.34
5 30 200 41.2 182.03 1977.69
6 30 200 36.2 207.18 1737.61

Welding speed (v): Welding Speed is defined as the rate of travel of the electrode along the seam or the rate of travel of the

work under the electrode along the seam. Weld travel Speed = Travel of electrode/arc time, mm/min.[1]

**Heat input rate (Q): Heat input is a relative measure of the energy transferred per unit length of weld. Heat input is

typically calculated as the ratio of the power (i.e., voltagex current) to the velocity of the heat source (i.e., the arc) as follows

Heat input rate or arc energy = VxIx60 /v joules per mm
Where, V= arc voltage in volts, | = welding current in ampere,v = speed of welding in mm/min.[1]

3.1microstruc

ture of Weld Metal:-

3. Result & Discussion

To study the metallurgical structure of the base metal, weld zone as well as heat affected zone (HAZ) with different
heat inputs of all the samples have been cleaned by zero grade emery paper. All the samples were dipped in 2% nital agent &
finally dried by using air blower. The microstructure of base metal, weld zone as well as heat affected zone(HAZ) of all the
samples have been carried out by optical microscope having 400X zoom. The metallurgical structure of base metal, weld &
HAZ of all the samples are shown in figure. 5,6,7,8,9,10
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Figure : 5 Microstructure with heat input =1547.98J/mm
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Figure : ¢ Microstructure with heat input =1547.98J/mm
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Figure : 7 Microstructure with heat input = 97737J/mm
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Figure : § Microstructure with heat input =2294.37 J/mm
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Figure : 9 Microstructure with beat input  =197741 J/mm
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Figure : 10 Microstructure with heat input =1737.61 J/mm

The microstructure of base metal is shown in Fig. 5 (k) (1), 6 (k) (I), 7 (f) (g), 8 (f) (@), 9 (i), 10 (g). The
observation results show that the base metal is consistent with a bainite microstructure and the grain size also indicate
that the grain size of the bainite bind is also very small. Because of the small ferrite plate where the original austenite

microstructure is refined, a refined bainite microstructure is gained and then the strength and impact toughness of base metal
are improved.
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The microstructure of the weld zone under different heat inputs are shown in Fig.5 (a) (b) (c), 6 (2) (b), 7 (a) (b)
(c), 8 (@) (b), 9(a) (b) (c), 10 (a) (b) (c). The microstructure of the welds under different heat inputs is consistent with
acicular ferrite and the plate proeutectoid ferrite along the grain boundary. The impact toughness of the weld depends on
the proportion of acicular ferrite and the plate proeutectoid ferrite. The crack is easy to initiate and propagate in
proeutectoid ferrite, so when the proportion of proeutectoid ferrite is very high, the toughness of the weld will be
deteriorated. The fined acicular ferrite is useful to improve the impact toughness of welds because the crossing distribution
grain boundaries can impede the propagation of cracks.

Fig. 6 (e) shows the effect of heat input on the microstructure of coarsened grain zone. The coarsening of
original austenite grain and the formation of brittle microstructure are the main cause for the decrease of
toughness in coarsened grain zone. It can be seen from Fig. 6 (e) that the original austenite grain size increases with the
Increase of heat input. In addition, the size of lath bainite and the proportion of granular bainite in coarse grain zone also
increase with the increase of heat input, which results in the decrease of toughness in coarsened grain zone under high heat
input.

3.2 Effect of Process Parameters on HAZ

The portion of the parent material which has been heated above the critical temperature but has not melted. It is
understood that several process control parameters in MAW influence bead geometry, microstructure as well as weld
chemistry. Their combined effect is reflected on the mechanical properties of the weld in terms of weld quality as
well as joint performance. The study of the various works, review that, the selection of the suitable process
parameters are the primary means by which acceptable heat affected zone properties, optimized bead geometry. The
increase in amount of heat input increases the width of HAZ. Figure 11 shows the variation of width of HAZ with the
change in Heat Input. Figure 12 shows the variation of width of HAZ with the change in Speed of welding

S
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& 27
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977.37 1328.41 1547.98 1737.61 1977.69 2294.45
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Fig.11 Direct effect of welding heat mput on the width of the HAZ region
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Fig.12 Direct effect of welding speed on the width of the HAZ region
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In manual metal arc welding (MMAW), selecting appropriate values for process variables is essential in order to
control heat-affected zone (HAZ) dimensions and get the required bead size and quality. Effects of process variables
on HAZ parameters are shown in Fig 11 and 12.The dimensions of the different HAZ layers increases with the increases
in, heat input but decreases with increases in welding speed. Increasing the speed of travel and maintaining constant arc
voltage and current will reduce the width of bead and also increase penetration until an optimum speed is reached at
which penetration will be maximum. Increasing the speed beyond this optimum will result in decreasing enetration.
In the arc welding process increase in welding speed causes:  Decrease in the heat input per unit length of the weld.
Decrease in the electrode burn off rate. Decrease in the weld reinforcement.

If the welding speed decreases beyond a certain point, the penetration also will decrease due to the pressure of the
large amount of weld pool beneath the electrode, which will cushion the arc penetrating force.

IV. Conclusion

Due to different heat input the microstructure of base metal as shown in Fig. 5 (k) (1), 6 (K) (I), 7 (f) (g), 8 (f) (9), 9
(i), 10 (g). And because of the small ferrite plate where the original austenite microstructure is refined, a refined bainite
microstructure is gained and then the strength and impact toughness of base metal are improved.

The coarsening of original austenite grain and the formation of brittle microstructure are the main
cause for the decrease of toughness in coarsened grain zone. It can be seen from Fig. 6 (e) that the original austenite
grain size increases with the increase of heat input. In addition, the size of lath bainite and the proportion of granular
bainite in coarse grain zone also increase with the increase of heat input, which results in the decrease of toughness in
coarsened grain zone under high heat input.

Trend of Direct effect of welding heat input and welding speed on width of HAZ as shown in graphs no 11 ,12-

1. Heat input is the most significant factor for controlling width of Heat affected zone (HAZ).and since welding speed
increase the width of HAZ decreases, proper control on welding speed is become the important parameter for
controlling the HAZ..

2. In manual metal arc welding (MMAW), selecting appropriate values for process variables is essential in order to
control heat-affected zone (HAZ) dimensions and get the required bead size and quality.

V. Scope for Further Work
In the present study authors have consider voltage, current& speed parameter to test HAZ and thereby metals
property like microstructure, weld bead & weld quality. The study can be extended by considering other parameters like arc
time , weld angle & welding types as a future scope over HAZ & there by effect on metal properties like compressive &
tensile strength.

References
[1] "Advances in Welding Science and Technology,"” edited by S. A. David, ASM International, Materials Park, Ohio, 1986.
[2] "Recent Trends in Welding Science and Technology,” edited by S. A. David and J. M.Vitek, ASM International, Materials Park,
Ohio, 1990.
[31 A.Mujumdar of NIT Agartala, Tripura (west) , ‘Study of the effect of Bevel angle & welding heat input on Mchanical properties of
Mild Steel wldments’. A international journal of Mechanical & Material Engineering, VVolume 6, No.2 (June 2011) , pg 280-290

[4] V. Gunargjandn and Murugan, “Prediction of Heat-Affected Zone Characteristics in Submerged Arc Welding of Structural Steel

Pipes”, Welding Journal, January 2002

[5] Ravindra pal singh, R.K.Garg & D.K.Shukla of NIT, Jalandhar, Panjab, “Parametric effect on mechanical properties in Submerge arc

welding process’, in international journal of Engg.science & Technology (IJEST) volume 4, N0.02, feb.2012. ”

[6] S Sun and C S Wu , “Effects of welding heat input on microstructure and hardness in heat-affected zone of HQ130 steel”

Institute of Materials Joining, Shandong University of Technology, Jinan 250061, China.

[71 Lee et al, “Effect of Welding Parameters on the Size of Heat Affected Zone of Submerged Arc Welding”, Division of Material

Engineering, School of Applied Science Nanyang Technological University, Singapore.

[8] Lee, C.S., Chandel, R. S. and Seow, H. P. (2000) 'Effect of Welding Parameters on the Size of Heat Affected Zone of Submerged

Arc Welding', Materials and Manufacturing Processes, 15: 5, 649 — 666.
[9] Weisman C, American Welding Society, Welding Handbook: Fundamentals of Welding, Seventh Ed. vol. 1. 1976.
[10] Easterling, K. Introduction to physical Metallurgy of Welding, 2  edition, 1992(Butterworth-Heinemann Limited, Oxford).

WWW.ijmer.com 1500 | Page



International Journal of Modern Engineering Research (IJMER)
WWWwW.ijmer.com Vol. 3, Issue. 3, May.-June. 2013 pp-1501-1503

On The Transcendental Equation
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%/X 24Y?% + %/Z 2 +W? =2(k® +s?)R®is analyzed for its infinitely many non-zero integral solutions.

Keywords: Transcendental equations, Integral solutions.
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. Introduction

Diophantine equations have an unlimited field of research by reason of their variety. Most of the Diophantine
problems are algebraic equations [1-3].It seems that much work has not been done to obtain integral solutions of
transcendental equations. In this context, one may refer [4-10].This communication analyzes a transcendental

equation given by 3§/X2 +y? v w? = 2(k? +s?)R® for its infinitely many non-zero integer

quintuples (x,y,z,w,R).

I1. Method Of Analysis

The transcendental equation to be solved is
3x2 +y2 +322 +w? " =2(k? +s?)R5

Where k and s are non-zero integer constants.
To start with, the substitution

x =m(m? +n?)

y =n(m® +n?)
z=m®-3mn°
w=3m?*n—n®
In (1) ,lead to
m?+n” =(k*+s*)R®
Which is analyzed for its distinct integral solutions when
i) k? +s? is not perfect square
i) k?+s?isa perfect square.

Case:1 k 2 + 52 is not a perfect square.
Assume
R=a’+b?

Using (4) in (3) and employing the method of factorization, define,
(M+in) = (k +is)(a+ib)°
Equating real and imaginary parts, we get,
m = kf(a,b) —sg(a,b)
n = sf(a,b) + kg(a,b)
where f (a,b) =a® —10a’b’ +5ab*
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g(a,b) =5a‘b—10a’b*® +b°

Using (5) in (2), the non-zero distinct integer values of x,y,z,w are,

x = [kf (a,b) —sg(a,b)](k* + s*)[ f *(a,b) + g (a,b)]

y =[sf (a,b) + kg(a,b)](k* + s*)[f *(a,b) + g*(a,b)] ©
z =[kf (a,b) —sg(a,b)][(k* —3s%) f *(a,b) + (s* —3k?*)g?(a,b) — 8ksf(a,b)g(a,b)]

w = [sf (a,b) + kg(a, b)][(3k? —s?) f ?(a,b) + (3s* —k*?)g*(a,b) —8ksf(a,b)g(a,b)]

Thus (4) and (6) represents the non-zero integral solutions of (1).
A few numerical examples are given in the table | below.

Table I Numerical examples:

ISSN: 2249-6645

X

y

Z

Y

640

-1920

-1664

1152

493750

18750

490906

56142

-1875000

-546875

-1287000

-1469125

-1828125

687500

-922077

1721764

ajo|on

Case II: k*+s” iaa perfect square

Let k2 +s2=d2

Using (4) and (7) in (3) and employing the method of factorization define
(m-+in)(m—in) = (id )(~id )(a + ib)°

Equating real and imaginary parts, we get,

m =—dg(a,b)

n =df (a,b)

Using (8) in (2), non-zero integral solutions of x,y,z,w are given by,

x = (-d*)[g°(a,b) + f *(a,b)g(a,b)]
y=d%f(ab)g?(ab)+ f3(ab)]

2 =d%[3f?(a,b)g(a,b) — g3(a,b)]
w=d%[3f(a,b)g?(ab) - f3(a,b)]

Thus (4) and (9) represents the non-zero integral solutions of (1)
Numerical examples are given in the Table 2 below

Table Il Numerical examples:

U]

®)

©)

X

y

z

W

16000

-16000

-16000

-16000

281216

-281216

-281216

-281216

-281490625

-260893750

238794127

-300466114

-124417736704

249036300000

227941548032

-246810701824

OOTN|N

From the above table, we see that each of the expressions +2(3X+ z) and +2(3y — W) is a cubical integer.

WWW.ijmer.com

1502 | Page




International Journal of Modern Engineering Research (IJMER)
WWWwW.ijmer.com Vol. 3, Issue. 3, May.-June. 2013 pp-1501-1503 ISSN: 2249-6645

I1l. Conclusion

One may search for other patterns of solutions.

(1]
[2]
(3]

(4]
(5]

(6]

[7]

(8]
(9]

[10]
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ABSTACT: Abrasive water jet machine tools are suddenly being a hit in the market since they are quick to program and
could make money on short runs. They are quick to set up, and offer quick turn-around on the machine. They complement
existing tools used for either primary or secondary operations and could make parts quickly out of virtually out of any
material. One of the major advantages is that they do not heat the material. All sorts of intricate shapes are easy to make.
They turns to be a money making machine.

Keywords Abrasive Delivery System, Control System, Mixing tubes, Pump, Nozzle, Motion System

I. Introduction

A machine shop without a water jet is like a carpenter without a hammer ultimately. Sure the carpenter can use the
back of his crow bar to hammer in nails, but there is a better way. It is important to understand that abrasive jets are not the
same thing as the water jet although they are nearly the same. Water Jet technology has been around since the early 1970s or
so, and abrasive jets extended the concept about ten years later. Both technologies use the principle of pressuring water to
extremely high pressure, and allowing the water to escape through opening typically called the orifice or jewel. Water jets
use the beam of water exiting the orifice to cut soft stuffs like candy bars, but are not effective for cutting harder materials.
The inlet water is typically pressurized between 20000 and 60000 Pounds per Square Inch (PSI). This is forced through a
tiny wall in the jewel which is typically .007” to .015” diameter (0.18 t00.4 mm).This creates a very high velocity beam of
water. Abrasive jets use the same beam of water to accelerate abrasive particles to speeds fast enough to cut through much
faster material.

Il. Abrasive Delivery System

A simple fixed abrasive flow rate is all that's needed for smooth, accurate cutting. Modern abrasive feed systems are
eliminating the trouble-prone vibratory feeders and solids metering valves of earlier systems and using a simple fixed-
diameter orifice to meter the abrasive flow from the bottom of a small feed hopper located immediately adjacent to the
nozzle on the Y-axis carriage. An orifice metering system is extremely reliable and extremely repeatable. Once the flow of
abrasive through the orifice is measured during machine set-up, the value can be entered into the control computer program
and no adjustment or fine-tuning of abrasive flow will ever be needed. The small abrasive hopper located on the Y-axis
carriage typically holds about a 45-minute supply of abrasive and can be refilled with a hand scoop while cutting is
underway.

2.1 Control System Fundamental limitation of traditional CNC control systems.

Historically, water jet and abrasive jet cutting tables have used traditional CNC control systems employing the
familiar machine tool "G-code." However, there is a rapid movement away from this technology for abrasive jet systems,
particularly those for short-run and limited-production machine shop applications. G-code controllers were developed to
move a rigid cutting tool, such as an end mill or mechanical cutter. The feed rate for these tools is generally held constant or
varied only in discrete increments for corners and curves. Each time a change in the feed rate is desired programming entry
must be made. A water jet or abrasive jet definitely is not a rigid cutting tool; using a constant feed rate will result in severe
undercutting or taper on corners and around curves. Moreover, making discrete step changes in feed rate will also result in an
uneven cut where the transition occurs. Changes in the feed rate for corners and curves must be made smoothly and
gradually, with the rate of change determined by the type of material being cut, the thickness, the part geometry and a host of
nozzle parameters.

The control algorithm that computes exactly how the feed rate should vary for a given geometry in a given material
to make a precise part. The algorithm actually determines desired variations in the feed rate every 0.0005" (0.012 mm) along
the tool path to provide an extremely smooth feed rate profile and a very accurate part. Using G-Code to convert this desired
feed rate profile into actual control instructions for the servo motors would require a tremendous amount of programming
and controller memory. Instead, the power and memory of the modern PC can be used to compute and store the entire tool
path and feed rate profile and then directly drive the servomotors that control the X-Y motion. These results in a more
precise part that is considerably easier to create than if G-code programming were used.

2.2 Pump: Intensifier pump Early ultra-high pressure cutting systems used hydraulic intensifier pumps exclusively. At the
time, the intensifier pump was the only pump capable of reliably creating pressures high enough for water jet machining. An
engine or electric motor drives a hydraulic pump which pumps hydraulic fluid at pressures from 1,000 to 4,000 psi (6,900 to
27,600 kpa) into the intensifier cylinder. The hydraulic fluid then pushes on a large piston to generate a high force on a
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small-diameter plunger. This plunger pressurizes water to a level that is proportional to the relative cross-sectional areas of
the large piston and the small plunger.

Crankshaft Pump The centuries-old technology behind crankshaft pumps is based on the use of a mechanical crankshaft to
move any number of individual pistons or plungers back and forth in a cylinder. Check valves in each cylinder allow water
to enter the cylinder as the plunger retracts and then exit the cylinder into the outlet manifold as the plunger advances into
the cylinder. Crankshaft pumps are inherently more efficient than intensifier pumps because they do not require a power-
robbing hydraulic system. In addition, crankshaft pumps with three or more cylinders can be designed to provide a very
uniform pressure output without needing to use an attenuator system.

FIG: 1 Crankshaft pump

Crankshaft pumps were not generally used in ultra-high pressure applications until fairly recently. This was because the
typical crankshaft pump operated at more strokes per minute than an intensifier pump and caused unacceptably short life of
seals and check valves. Improvements in seal designs and materials, combined with the wide availability and reduced cost of
ceramic valve components, made it possible to operate a crankshaft pump in the 40,000 to 50,000 psi (280,000 to 345,000
kpa) range with excellent reliability. This represented a major breakthrough in the use of such pumps for abrasive jet cutting.
Experience has shown that an abrasive jet does not really need the full 60,000 psi (414,000 kpa) capability of an intensifier
pump. In an abrasive jet, the abrasive material does the actual cutting while the water merely acts as a medium to carry it
past the material being cut.

FIG: 2 Typiéal 20/30 horsepower crankshafts driven triplex pump.

This greatly diminishes the benefits of using ultra-high pressure. Indeed many abrasive jet operators with 60,000 psi
(414,000 kPa) intensifier pumps have learned that they get smoother cuts and more reliability if they operate their abrasive
jets in the 40,000 to 50,000 psi (276,000 to 345,000 kpa) range. Now that crankshaft pumps produce pressures in that range,
an increasing number of abrasive jet systems are being sold with the more efficient and easily maintained crankshaft-type
pumps.

2.3Nozzles

All types of abrasive jet systems use the same basic two-stage nozzle as shown in the FIG. First, water passes
through a small-diameter jewel orifice to form a narrow jet. The water jet then passes through a small chamber where a
Venturi effect creates a slight vacuum that pulls abrasive material and air into this area through a feed tube. The abrasive
particles are accelerated by the moving stream of water and together they pass into a long, hollow cylindrical ceramic mixing
tube. The resulting mix of abrasive and water exits the mixing tube as a coherent stream and cuts the material. It's critical
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that the jewel orifice and the mixing tube be precisely aligned to ensure that the water jet passes directly down the center of
the mixing tube. Otherwise the quality of the abrasive jet will be diffused, the quality of the cuts it produces will be poor, and
the life of the mixing tube will be short.

High pressure water

Jewel (onfice)

~Abrasive inlet

Mixing tube

~ Nozzle guard

FIG: 3. Typical abrasive jet nozzle

The typical orifice diameter for an abrasive jet nozzle is 0.010" to 0.014" (0.25 mm to 0.35 mm). The orifice jewel
may be ruby, sapphire or diamond, with sapphire being the most common.

The venturi chamber between the jewel orifice and the top of the mixing tube is an area that is subject to wear. This
wear is caused by the erosive action of the abrasive stream as it enters the side of the chamber and is entrained by the water
jet. Some nozzles provide a carbide liner to minimize this wear. Precise alignment of the jewel orifice and the mixing tube is
critical to mixing tube life. This is particularly true for the relatively small diameter 0.030" (0.75 mm).

Mixing Tube
The mixing tube is where the abrasive mixes with the high-pressure water.

The mixing tube should be replaced when tolerances drop below acceptable levels. For maximum accuracy, replace the
mixing tube more frequently. The size of the kerf and cutting performance are the best indicators of mixing tube wear.

High Pressure Water

]

!
I

/

! I Mixing tube

<— Abrasive

e

FIG: 4 Mixing Tube

2.4 Motion System:

X-Y Tables

In order to make precision parts, an abrasive jet system must have a precision X-Y table and motion control system. Tables
fall into three general categories:

i) Floor-mounted gantry systems with separate cutting tables

ii) Integrated table/gantry systems
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iii) Floor-mounted cantilever systems with separate cutting tables
Each type of system has its benefits and drawbacks.

1. Floor-mounted gantry with separate cutting table

A floor-mounted gantry with a separate cutting table is the most common approach used by water jet system
manufacturers. A framework that supports the X-Y motion system is secured directly to the floor and straddles a separate
cutting table and catcher tank. The nozzle(s) is mounted to a carriage which moves along a gantry beam that straddles the
table. The gantry beam is supported on each end by a guide system and is moved by ball screws, rack and pinion assemblies
or drive belts located at each end. The parallel drive mechanisms are either operated by two electronically-coupled drive
motors or by a single motor driving a mechanically-coupled drive system.

2. Integrated table/gantry system

The integrated table/gantry system is very similar to the traditional gantry system previously described, except that
the guides for the gantry beam are integrated into the cutting table. Because of this the X-Y motion system and the material
support table are part of the same overall structure and unwanted relative motion between them is eliminated. In this type of
system, the floor is not a vital part of the system structure. This system is typically more accurate than the more traditional
separate gantry and table.
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This type of system uses a floor-mounted X-axis and a cantilevered Y-axis mounted to the X-axis carriage. The
nozzle mounts to a carriage on the Y-axis. The cutting table is totally separate from the X-Y motion structure.

I11. Working
A typical abrasive jet machining center is made up of the following components:
High pressure water starts at the pump, and is delivered through special high pressure plumbing to the nozzle. At the
nozzle, abrasive is (typically) introduced, and as the abrasive/water mixture exits, cutting is performed.

Abrasive
delivery
Bystem

Motion system ‘ﬁe}gma\nk
FIG: 5 Typical Machining Centre

once the jet has exited the nozzle; the energy is dissipated into the catch tank, which is usually full of water and
debris from previous cuts. The motion of the cutting head is typically handled by an X / Y-axis structure. Control of the
motion is typically done via a computer following the lines and arcs from a CAD drawing.

V. AJM FEATURES
(A)Obtainable tolerances:
You need a machine with good precision to get precision parts, but there are many other factors that are just as
important. A precise machine starts with a precise table, but it is the control of the jet that brings the precision to the part.

A key factor in precision is software - not hardware. This is also true for cutting speed. Good software can increase
cutting speeds dramatically. This is because it is only through sophisticated software that the machine can compensate for a
"floppy tool" made from a stream of water, air, and abrasive. Obtainable tolerances vary greatly from manufacturer to
manufacturer. Most of this variation comes from differences in controller technology, and some of the variation comes from
machine construction. Significant advances are made in the control of the process allowing for higher tolerances.
(B)Material to machine - Harder materials typically exhibit less taper, and taper is a big factor in determining what kind of
tolerances you can hold. It is possible to compensate for taper by adjusting the cutting speed, and/or tilting the cutting head
opposite of the taper direction.

(C)Material thickness - As the material gets thicker, it becomes more difficult to control the behavior of the jet as it exits
out the bottom. This will cause blow-out in the corners, and taper around curves. Materials thinner than 1/4" (6mm) tend to
exhibit the most taper (which is perhaps the opposite of what you might expect.), and with thicker materials, the controller
must be quite sophisticated in order to get decent cuts around complex geometry.

(D)Accuracy of table - Obviously, the more precise is the positioning the jet, the more precise will be the machine part.
(E)Stability of table - Vibrations between the motion system and the material, poor velocity control, and other sudden
variances in conditions can cause blemishes in the part ("witness marks"), the hardware that is out there varies greatly in
stability and susceptibility to vibrations. If the cutting head vibrates relative to the part, the part will be ugly.

(F)Control of the abrasive jet - Because your cutting tool is basically a beam of water, it acts like a "floppy tool". The jet
lags between where it first enters your material and where it exits.

V. Machining Aspects
1. Around curves: As the jet makes its way around a radius, the jet down, and let the tail catch up with the head. (And / or
tilt the cutting head to compensate)
2. Inside corners: As the jet enters the corner, the traverse speed must slow down to allow the jets tail to catch up.
Otherwise the tail lag will cause the corner to "blow out" a little. As the jet exits the corner, the feed rate must not be
increased too quickly, otherwise the jet will kick back and damage the part.
3. Feed rate: When the jet slows down, its kerf width grows slightly.
4. Acceleration: Any sudden movement (like a change in feed rate) will cause a slight blemish as well. Thus for highest
precision it is necessary to control the acceleration as well as feed rate.
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5. Nozzle Focus: Some nozzles produce more taper than others. Longer nozzles usually produce less taper. Smaller diameter
nozzles also produce less taper. Holding the nozzle close to the work piece produces less taper as well.

6. Speed of cutting: Typically, the slower the cutting, the higher the tolerance. This is because as the cutting is slowed
down, the surface finish improves, and the taper begins to disappear. However in some cases it is possible to slow the
cutting down so much that tolerances begin to get worse due to reverse taper.

7. Active taper compensation: Some newer machines now have the option of tilting the cutting head against the
taper. This can be used to virtually eliminate the taper, or to purposely add taper into a part. The big advantage to active
taper compensation is that taper can be reduced without having to slow the cutting down. ("Taper" is when the edge of the
part is not 100% perpendicular.) | have an entire page dedicated to this topic elsewhere in this web site. If you want to go
there now.

8. Kerf width: Kerf width, which is the width of the cutting beam, determines how sharp of an inside corner you can make.
About the smallest practical abrasive jet nozzle will give you a kerf width of .020" (0.5mm) in diameter. Higher horsepower
machines require larger nozzles, due to the amount of water and abrasive that they flow through.
Some water jet (water only) nozzles have very fine kerf widths (like .003" / 0.076mm). Likewise, it is possible to make
ultra-small abrasive jet nozzles, but they are problematic.

9. Consistency of Pump Pressure: Variations in water jet pump pressure can cause marks on the final part. It is important
that the pump pressure vary as little as possible while machining is in progress to prevent these. (This becomes an issue only
when looking for better than +-.005" (0.125mm) tolerances, however). Typically it is older Intensifier type pumps that
exhibit this problem. Some newer intensifiers, and as far as | know all crankshaft driven pumps have smoother pressure
delivery, and this is not an issue.

10. Cutting speeds: ldeally, you want to make the most precise part possible in the least amount of time, and for the least
amount of money. Cutting speeds are a function of the material to cut, the geometry of the part, the software and controller
doing the motion, the power and efficiency of the pump making the pressure, and a few other factors such as the abrasive
used. The primary factors that determine cutting speed Material being cut (And how thick it is)

Hardness: Generally speaking, harder materials cut slower than soft materials. However, there are a lot of exceptions to
this. For example, granite, which is quite hard, cuts significantly faster than Copper, which is quite soft. This is because the
granite easily breaks up because it is brittle. It is also interesting to note that hardened tool steel cuts almost as quickly as
mild steel. (Though "absolute black” granite, which is tough as nails, actually cuts a bit slower than copper)
Thickness: The thicker the material, the slower the cut. For example, a part that might take 1 minute in 1/8" (3mm) steel,
might take a half hour in 2" (50mm) thick steel, and maybe 20 hours in 10 inch (250mm) thick steel.

Geometry of the part: It is necessary to slow the cutting down in order to navigate sharp corners and curves. It also takes
additional time to pierce the material. Therefore, parts with lots of holes and sharp corners will cut much slower than
simpler shapes.

Desired Result: If you want a high tolerance part and / or a smooth surface finish, then the part will take longer to
make. Note that you can make some areas of a part high tolerance and other areas fast, so you can mix and match to get the
optimal balance between cutting speed and final part quality.

Software controlling the motion: This is probably one of the most overlooked aspects of abrasive jet machining by novice
users. You would not think that software would have much to do with the speed of cutting. In fact, this is true if all you are
doing is cutting in a straight line. However, as soon as you introduce any complexity to the part, such as a corner, there is
great opportunity for software to optimize the cutting speed. The difference, as it turns out, is all through software that
automatically optimizes the tool path to provide the desired precision in the least amount of time. Basically, what the
software does, is looks at the geometry of the part, and then modify the feed rates and add "tweaks" to the cutting in order to
squeeze the maximum amount of speed. It does this by finding the optimal speeds and accelerations for all curves and
corners, setting the optimal length and feed rate for all pierce points, adding special "corner pass" elements at corners to
allow the cutting to go right past the corners where it can, etc. It was found that by simply optimizing the corners that we
could get about a factor of two in cutting speed over a hand-optimized part. Then, over the next 10 years or so, we added a
lot more optimizations in terms of faster piercing, corner passing, improved cutting models and such, and were able to get
another factor of 2 in cutting speed for some parts, while at the same time increasing the precision. So, software
matters! And one of the most beautiful things about optimizing in software is that it does not cost any money. In fact, it
saves money, because if you cut faster through software, you use less abrasive and put less wear and tear on all the high-
pressure components!

Power at the nozzle (pressure and water flow rate): The more horsepower at the nozzle, the faster you can cut. How
much horsepower makes it to the nozzle is a function of the pressure and the orifice that it's being squeezed through. (Note:
do not confuse "horsepower” with "horsepower at the nozzle". It is the power that actually makes it to the nozzle that is most
important. Having a big motor makes no difference, if the power all goes into wasted heat!)
Simply put, the higher the pressure, the faster the cut. The more water you flow, the faster the cut. Unfortunately, as the
pressure increases, so does the cost and maintenance, so this is not as simple as it seems. A good way to learn more about
how pressure and jewel size effect-cutting rates, and to calculate "nozzle horsepower" is to run the Abrasive jet Feed Rate
Calculator, which you can download from this web site.

Type of abrasive: In the industry, pretty much everyone uses 80 mesh garnets for their abrasive. However, it is possible to
cut slightly faster with harder abrasives. However, the harder abrasives also cause the mixing tube on the nozzle to wear
rapidly. So, pretty much everyone uses garnet. It is worth mentioning that not all garnet is the same. There are big
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variations between purity, hardness, sharpness, etc, that can also affect the cutting speed and operating cost.
Quality of abrasive: Typically, abrasive jets consume between 0.5 and 1 Lb (0.25 and 0.5Kg) of abrasive per minute. There
is a sweet spot for every nozzle size and pressure as to what amount of abrasive flow rate will cut the fastest, and what
amount will cut the cheapest.

VI. Comparison to Other Machining Processes

1. Comparison with EDM Key Wire EDM strengths

i) Extremely precise parts are possible [+0.0001" (+0.025mm)]

ii) Very thick parts [over 12" (30 cm)] can be made

iii) Intentional taper can be put into a part for die clearance and other uses

Key Precision Abrasive jet strengths

iv) Five to ten times faster in parts less than 1" (2.5 cm) thick [but, at £0.003" (0.1 mm), less precise as well
vi) No Heat Affected Zone (HAZ), so no need for secondary operations to remove the HAZ or additional heat-treating to
compensate for it

vii) Works well in non-conductive materials (such as glass, stone, plastic) as well as conductive materials
viii) Can pierce material directly without the need for a pre-drilled starter hole

ix) Can produce large parts at reasonable costs

x) Simple and rapid programming and set-up with minimal fixturing

2. Comparing abrasive jet to laser

Key laser strengths

i) Very fast production in thin, non-reflective materials such as sheet steel.
ii) Accuracy to £0.001" (£0.025 mm) or better in thin material.

Key precision abrasive jet strengths

iii) Can produce parts up to 2" (5.1 cm) thick in virtually any material while holding tolerances on the order of £0.003" to
+0.005" (+0.08 to £0.1 mm).

iv) Can machine reflective, conductive and thicker materials such as stainless steel and aluminum, copper and brass.

v) Cuts without melting, providing a smooth uniform surface with very little burr or dross.

vi) No heat-affected zone (HAZ), which may eliminate the need for a secondary operation to remove HAZ and makes
conventional secondary operations, such as reaming or tapping, easier to perform.

vii) No noxious gas or vapors produced during cutting.

viii) Simple and rapid programming and set-up for short-run parts.

3. Comparison of precision abrasive jet to milling

Key mill or machining center strengths

i) A well-understood familiar technology.

ii) Able to make three-dimensional parts.

iii) Rapid production if set up and programmed for long-run parts.

Key precision abrasive jet strengths

iv) Very rapid programming and set-up does not require a highly trained operator.

v) Very low cutting loads mean that fixturing is easier and also means that intricate and delicate parts can be machined.

vi) One cutting tool performs all machining functions in all materials, so there is no need to purchase and calibrate multiple
cutting tools.

vii) Large cutting envelope compared to a machining center of comparable price.

viii) Minimal burr compared to conventional machining. Environmentally friendly; no oil-soaked chips and minimal scrap.
xi) The key reasons traditional job shops buy a precision abrasive jet is to get new projects, become more competitive, and
make more money.

4. Comparison of precision abrasive jet to milling

Key mill or machining center strengths

i) A well-understood familiar technology.

ii) Able to make three-dimensional parts.

iii) Rapid production if set up and programmed for long-run parts.

Key precision abrasive jet strengths

iv) Very rapid programming and set-up does not require a highly trained operator.

v) Very low cutting loads mean that fixturing is easier and also means that intricate and delicate parts can be machined.
vii) One cutting tool performs all machining functions in all materials, so there is no need to purchase and calibrate multiple
cutting tools.br>

viii) Large cutting envelope compared to a machining center of comparable price.

iX) Minimal burr compared to conventional machining. Environmentally friendly; no oil-soaked chips and minimal scrap.
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X) The key reasons traditional job shops buy a precision abrasive jet is to get new projects, become more competitive, and
make more money.

VIl. Machinable Materials
Virtually any material can be cut by using AJM method i.e. harder materials like titanium to steel Aluminum, Steel, Titanium
Laminates Flammable materials Cut thin stuff, or thick stuff Brittle materials like glass, ceramic, quartz, stone. Laminates
Flammable materials Cut thin stuff, or thick stuff.

VIII. Conclusion

The better performance, and the applications presented above statements confirm that ABRASIVE JET
MACHINING (AJM) will continue to expand. Industry is convinced that the large aerospace segment will take off in near
the future, together with other segments that are currently showing interest in AJM method. From operator experiences the
abrasive jets are capable of anywhere from 0.5mm-0.025mm precision. High precision manufacturing needs can be met by
using AJM method. Newer machines are capable of 3D machining thus making it an important in specialty manufacturing.
The new software’s used will minimize time and investments, thereby making it possible for more manufacturers of
precision part to install AJM centers.
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Abstract: The foam mat drying is a good way of dehydrating liquids foods in short times. Due to the porous structure of the
foamed materials, mass transfer is enhanced leading to shorter dehydration times. This technique can be successfully
employed for drying a variety of fruit juice concentration and pulps. The dried powders have good reconstitution
characteristics. These studies are particularly applicable for drying of fruit and vegetable pulps drying such as guava,
bananas and tomato etc. with some of the commonly used foaming agents like egg albumin and soya protein.

The drying studies are carried out in a tray drier. The drying curves are drawn with different operating
parameters and foaming agents. Falling rate is observed for the foam at different timings. Drying rates are compared and
the drying time is evaluated by drying the foam at 55°C to 80°C. These studies are helpful for evaluating best drying to get
good quality dried powders.

Keywords: mass transfer, foaming agents, falling rate, reconstitution characteristics

I. INTRODUCTION

Drying is a process of moisture removal due to simultaneous heat and mass transfer from the surrounding
environment .the transfer of energy depends on the air temperature, air humidity, air flow rate and pressure. Rate of moisture
transfer is governed by some of factors such as physical nature of the food, temperature, composition and initial moisture
content. Foam mat is drying is one the very effective methods employed for the removal of moisture from the fruit pulps to
obtain a free flowing powder that have good reconstitutions characteristic. it is the simplest method of drying in which a
liquid food concentrate along with a suitable foaming agent is whipped to form a stable foam and is subjected to dehydration
in the form of a mat of foam [1,2].rate of drying in this process comparatively very high because of enormous increase in
liquid-gas interface, in spite of the fact that the heat transfer is impeded by a large volume of gas present in the foamed mass

[3].

NanjunaSwamy et al [4] reported on the drying of fruit juice and pulps. Glycerol monostearate , egg albumin,
ground nut protein isolate, gur gum and carboxy methyl cellulose (CMC) were employed in the preliminary trials as
foaming agents.. Anjaria and chivate [5] reported that foam mat drying of certain model system multiple constant rate
periods and falling rate periods foam mat drying was ideally suitable for drying of sticky and viscous slurries. Bolin and
salunke [6] reported the physicochemical and volatile flavor changes occurring in fruit juices during concentration and foam
mat drying.over the years, the foam-mat drying have been applied to many fruits including banana, guava, apple [7], tomato
juice[8]. Lewicki and Konopacka [9] reported the mass transfer and volatile retention during the foam mat drying.

Drying occurs in multiple constant rate periods due to periodic bursting of successive layers of foam bubbles, thus exposing
new surfaces for heat and mass transfer as the drying progresses [10, 11]. The foam-mat dried products have better
reconstitution properties because of their honeycomb structure and are superior to drum and spray dried products [12]

Il. Materials and methods
2.1. Materials
The fruits and vegetables Viz., guava, banana and tomato were procured from the local market.

2.2. Foaming agents:
1. Egg albumin
2. Soya protein isolate

2.3. Methods

Studies were conducted with different concentrations of foaming agents at temperature ranging from 55°C to 75°C.they are

as follows:

. Guava pulp foamed with egg albumin

. Guava pulp foamed with soya protein isolate

. Guava pulp foamed with egg albumin and water

. Banana pulp foamed with egg albumin

. Banana pulp foamed with soya protein isolate
Banana pulp foamed with egg albumin and water.

g. Tomato pulp foamed with egg albumin.

h. Tomato pulp foamed with soya protein isolate

i. Tomato pulp foamed with egg albumin and water.

- D OO Tw®
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2.3.1. Preparation of pulps: Guava pulp was prepared by scooping out the pulp along with seeds from fruits. Then these
seeds were separated from pulp by rubbing the mixture on 14mesh sieve where the most of the pulp is passed through the
mesh leaving seeds. This pulp was then smoothly blended in a mixer. Creamy white pulp was obtained which was ready for
analysis. In the same way banana pulp and tomato pulp were prepared.

2.3.2. Preparation of foam:
1. Preaparation of guava foam

Guava pulp was foamed by dispersing initially 0.25% to 1% of the foaming agent in a known quantity of water of
50%.the mixture was then stirred at 300rpm using magnetic stirrer for about 15minutes.stable foam was thus prepared in a
stable form previously weighed amount of guava pulp was slowly added . Homogeneous foam slurry was thus prepared and
the foam slurry was ready for carrying out the foam mat drying process. In the first case of foaming agent used was egg
albumin followed by soya protein isolate. Along with egg albumin and soya protein isolate sometimes water was also added
which acted as a stabilizer of the foam for different cases. Stability of the foam played an important role while foam was
subjected to drying. During drying they should not be any damage to the foam structure. The same process was done for the
preparation of Banana and tomato pulp.

2.3.3. Determination of initial moisture content of the foam: The moisture content was determined by AOAC method . A
small amount of this sample (approx. 2 gm) was taken in a pre-weighed petri dish. A sample in the petri dish was dried in an
oven for overnight or until the constant weight is reached at 1000°C. The difference in the weight of the sample gave the
amount of moisture content and percentage of moisture content was calculated.

% moisture = (Wt of moisture) / (Wt of sample — Wt of moisture) * 100

2.3.4. Preparation of soya protein isolate: Soya bean isolate can be defined as major proteineous fraction of soya bean
prepared from superior quality, clean soya bean by removing preponderance of non protein components by physical and
chemical process. Food grade, defatted soya bean flour was the basic raw material for the preparation of soya protein isolate.
Soya protein isolate was prepared by mixing soya flour and water in the ratio of 1:20. The pH of this mixture adjusted to 9 to
10 by adding 0.1 N NaOH drop by drop. The mixture was centrifuged for 20 min at 5000rpm. Supernatant was adjusted to
the pH 4.5 by slowly adding 1N Hcl drop by drop. This was again centrifuged to separate the precipitate to get the soya
protein isolate. It was then stored in cool and dry place preferable below 28°C at a relative humidity of 65% or less. The flow
sheet for the process of preparing soya protein isolate is shown in the figurel.

Defatted soya flour (100 g)
!
Water (200 ml) soya flour (1: 20)

!
Add 0.1N NaOH slowly to adjust the pH of the slurry 9 to 10
!

Centrifugation

l

Supernatant

Add 1N Hcl to adjust the pH o#the supernatant to 4.5
Centrifjgation
White precipitate is sepalrated as residue
Soya proitein isolate
Figure 1: Flow sheet for the preparation of soya protein isolate

2.4. Drying studies: known quantity of the foam was taken into a tray kept in a tray drier. The tray was kept in tray drier
until the foam gets dried. This process was carried at different temperatures ranging from 550°C to 800°C. The weights of
the sample were taken for every 5minutes, till the foam gets dried. Initial moisture content was determined by AOAC
method [13]. Final moisture content of the dried foam in sample in tray drier was also determined. A fine crispy powder was
obtained and flakes were observed after some samples which were due to the foaming agent. Considering the experimental
samples the good and the best suited foaming agent for these fruits were observed. The same procedure was followed for
tomato, banana and guava pulp.

2.5. Rate Curves: A free flowing powder was obtained after drying. However for some samples, the powders were not free
flowing. This is due to the foaming agent. The powder is then stored in poly ethylene covers and thus can be used for flavor.
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From the data obtained after foam mat drying, curves of moisture content as a function of time were plotted. This was useful
directly in determining the time required for drying. Much information were obtained if the data were converted into rates of
drying expressed as —dX/ dt and plotted against moisture content X. for this purpose the smooth curves for moisture content
versus drying time data tangents were drawn for different point to obtain the values for drying rates and drying rate curves
were drawn.

I11. Results and Discussions

Dried powders were made from tomato, banana and guava by using foam mat drying technique. The tangents were
drawn for drying curves and —dx/dt was determined and converted into rate of drying for which the values are shown in the
tables 4.1.a to 4.3.b.Maximum moisture (X) for guava, banana and tomato foamed with soya protein isolate and egg albumin
against time was determined. From the data available from experiments conducted, it can be observes that the moisture
content was decreasing with time. Similarly data was also collected for banana and tomato.

Rate of drying was evaluated from drying curves. The drying curves were drowning with the data on rate of drying
versus moisture content at any time. Multiple constant rate periods was observed for different fruits foamed agents because
of periodic bursting of successive layers of foam bubbles giving rise to new layer each time.

Data for moisture content of foam dried of guava, banana and tomato samples with time from initial moisture
constant to final moisture content are shown in the table 4.1.a. variation of moisture content were shown and the drying
curves in figure 4.7, 4.8, 4.9 for guava , banana and tomato with soya protein isolate as a foaming agent for which values are
shown in table 4.3a. In the case of foam mat drying of fruit and vegetables pulps constant rate periods falling the rate periods
were obtained. The pulp of fruit and vegetables does not change the behavior of the foam mat drying.

Drying was fast in all the above model systems considered. Higher drying resulted in less drying times of the pulp
of any fruit and vegetables. The foam mat dried guava powder was in cream color where as a pleasant red color was
observed. These powders were highly reconstitutable in water.

Multiple constant rate periods were not observed in control process unlike in the case of foam mat drying. Drying
rates were not higher in these cases. Consequently more time was required when compared to the foam mat drying method.
As can be seen figures 4.1, 4.2, 4.3, which were drawn from table 4.1a shows the drying data and observed that the initial
moisture content decreases with time at 65°C.The drying data for foam mat drying of guava, tomato and banana samples
were done under 12mesh size with egg albumin as a foaming agent and water is converted into drying rate vs moisture
content are shown in table 4.1.b.

As can be seen figures 4.4, 4.5, 4.6, which are drawn from table 4.2.a shows the drying data and observed the initial
moisture content decreases with time at 65°C. Here guava, tomato and banana samples were done under 14 mesh size with
egg albumin as a foaming agent dried. The drying data for foam mat drying of guava, tomato and banana samples under 14
mesh with egg albumin as a foaming agent is converted into drying rate vs moisture content are shown in table 4.2.b. From
the figures 4.10, 4.11 and 4.12 we can observe the particles of smaller diameters have more drying rates than that of larger
particles for the guava, tomato and banana samples with foaming agent as 1 weight percent egg albumin and water because
the drying depends on the particle size and specific surface of drying material. The larger particles and uneven surface of
drying material takes more time to drying. From the figure 4.13, 4.14 and 4.15 we can observe the particles of samples with
egg albumin gives larger drying rates than the samples with 1 weight percent of foaming agent. The drying of material
depends on the density of the particles. The less dense particles gives larger drying rates. The foam with egg albumin as a
foaming agent ha less density than the foam with soya protein isolate as a foaming agent.

IV. Conclusion

Studies on foam mat drying of the guava, tomato and banana were carried out. The creation of foam has resulted
increased surface area for drying with the increase in surface area exposed for drying, increased the rate of drying. Where the
low density foams dried at relatively low temperature in an ordinary forced circulation drier. Foam mat drying has results in
fruit leathers or powders which otherwise would not have been possible by normal drying. The mat dried powders were good
quality and were highly reconstitubel in water.

The foaming agent has effect on rate of drying. Of the various foaming agents dried. Egg albumin was found to be
the best. Hence the foam mat drying method is highly feasible in producing fruit and vegetable powders of acceptable quality
at reasonable cost under the experimental conditions employed.
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S.No | Time, t | Moisuture content, X (g moisture/g dry solid)
(min)
Guava Tomato banana
1 0 10.08 30 8.7
2 5 9.76 22 7.8
3 10 8.16 17.66013.33 7
4 15 6.9 9.33 6.8
5 20 6.25 7 6.6
6 25 5.25 3.66 6.4
7 30 45 3.66 5.7
8 35 3.83 3.66 5.5
9 40 35 2.33 5.4
10 45 3.3 0.33 4.8
11 50 1.8 0 44
12 55 15 0 3.4
13 60 1.08 0 3.0
14 65 0.75 0 2.2
15 70 0.416 0 2.1
16 75 0.33 0 1.9
17 80 0 0 0
18 85 0 0 0
Table 4.1.a: drying data for the samples under 12 mesh size
S.No | Guava tomato Banana
Moisture Drying rate | Moisture Drying rate | Moisture Drying rate
content, X |N ( g/|content, X |N ( g/|content, X|N ( g
(9 cm?min) (9 cm?min) (9 cm?min)
moisture/g moisture/g moisture/g
dry solids) dry solids) dry solids)
1 6.9 0.0367 26 0.13565 7.5 0.031
2 5.3 0.0366 19.5 0.111 5.5 0.024
3 3.8 0.0354 12 0.0827 4.8 0.016
4 2.3 0.0278 5 0.056 3.4 0.014
5 0.7 0.0240 3 0.034 2.2 0.006
Table4.1.b: drying data for the samples under 12 mesh size
S.No Time, t (| Moisture content, X ( g moisture / g dry solid)
Minutes) guava Tomato Banana
1 0 4 24.5 1.8
2 5 3.8 20.5 1.68
3 10 3.46 18.5 1.54
4 15 2.93 17 1.45
5 20 2.3 9 1.18
6 25 1.93 5 0.9
7 30 1.26 1 0.54
8 35 0.93 1 0.5
9 40 0.8 1 0.4
10 45 0.46 0.5 0.318
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11 50 0.2 0 0.045
12 55 0.13 0 0
13 60 0.13 0 0
14 65 0 0 0
15 70 0 0 0
Table 4.2.a: drying data for foam- mat drying of samples using egg albumin as a foaming agent under 14 mesh sizes.
S.No | Guava tomato Banana
Moisture Drying rate | Moisture Drying rate | Moisture Drying rate
content, X | N ( g/|content, X |N ( g/|contentt X |N ( o
(9 cm’min) (9 cm’min) (9 cm’min)
moisture/g moisture/g moisture/g
dry solids) dry solids) dry solids)
1 6.9 0.01236 26 0.06656 7.5 0.04168
2 5.3 0.00957 19.5 0.05112 5.5 0.0361
3 3.8 0.00697 12 0.03329 4.8 0.0342
4 2.3 0.00434 5 0.01656 3.4 0.0303
5 0.7 0.015 3 0.00002 2.2 0.02704
Table 4.2.b: drying rate data for the samples under 18 Mesh size
S.No Time, t (| Moisture content, X (g moisture / g dry solid)
Minutes) guava Tomato Banana
1 0 5.25 8.6 20.5
2 5 4.75 8.4 15
3 10 3.125 8.0 13.5
4 15 3.02 7.4 12
5 20 2.875 6.6 11.5
6 25 1.965 6 11
7 30 0.625 3.4 10.5
8 35 0.52 2.4 9.5
9 40 0.25 14 8.5
10 45 0 0.4 8
11 50 0 0 7
12 55 0 0 6
13 60 0 0 5
14 65 0 0 3
15 70 0 0 1.5
16 75 0 0 0
17 80 0 0 0
Table 4.3.a. Drying rate for foam-mat drying of samples using soya protein isolate a foaming agent under 18 Mesh
S.No | Guava tomato Banana
Moisture Drying rate | Moisture Drying rate | Moisture Drying rate
content, X |N ( g/|content, X |N ( g/|content, X|N ( g
(9 cm?min) (9 cm?min) (9 cm?min)
moisture/g moisture/g moisture/g
dry solids) dry solids) dry solids)
1 6.9 0.01236 26 0.06656 7.5 0.04168
2 5.3 0.00957 19.5 0.05112 55 0.0361
3 3.8 0.00697 12 0.03329 4.8 0.0342
4 2.3 0.00434 5 0.01656 3.4 0.0303
5 0.7 0.0015 3 0.00002 2.2 0.02704
Table 4.3.b: drying data for the samples under 14 Mesh size.
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Fig: 4.1. Drying curve for guava (12 meshes) with Egg albumin as a foaming agent at 65°C
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Fig: 4.2. Drying curve for Tomato (12 mesh) with Egg albumin as a foaming agent at 65°C
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Fig: 4.3. Drying curve for Banana (12 mesh) with Egg albumin as a foaming agent at 65°C
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Fig: 4.4. Drying curve for Guava (18 mesh) with Egg albumin as a foaming agent at 65°C
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Fig: 4.5. Drying curve for Tomato (18 mesh) with Egg albumin as a foaming agent at 65°C
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Fig: 4.6. Drying curve for Banana (18 mesh) with Egg albumin as a foaming agent at 65°C
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Fig: 4.7. Drying curve for banana (18 mesh) with Soya protein as a foaming agent at 65°C
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Fig: 4.8. Drying curve for Tomato (18 mesh) with Soya protein as a foaming agent at 65°C
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Fig: 4.9. Drying curve for Banana (18 mesh) with Soya protein as a foaming agent at 65°C

Nomenclature:

Moisture content, X (g moisture/g dry solids)
Drying rate N ( g/ cm“min )

Time t (min)

Temperature °C

Carboxy methyl cellulose (CMC)
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Abstract: We obtain the ranks of m-gonal numbers such that the difference between any two special m-gonal numbers is
unity. The recurrence relations satisfied by the ranks of each m-gonal numbers are also presented.
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I. INTRODUCTION
Number is the essence of mathematical calculation. Variety of numbers has variety of range and richness. Many
numbers exhibit fascinating properties, they form sequences, they form patterns and also and so on [1, 2, 3]. In [4] explicit
formulas for the ranks of Triangular number which simultaneously equal to Pentagonal, Octagonal, Decagonal and
Dodecagonal numbers in turn are presented. Denoting the ranks of Triangular, Pentagonal, Hexagonal, Octagonal, and
Heptagonal, decagonal and Dodecagonal number by the symbols N, P, Q, M, H, D and T respectively. In [5], the following
relations are studied:
1. N-P=12.N-M=1 3.N-H=1 4 N-D=1
1. N-T=1 6.P-M=1 7.P-Q=1 8.P-H=1
In [6], the ranks of m-gonal numbers such that the difference between any two m-gonal
numbers is unity. The recurrence relations satisfied by the ranks of each m-gonal number in turn are presented. In this
communication, we make an attempt to obtain the ranks of other special pairs of m-gonal numbers such that the difference
between any two m-gonal numbers is unity. The recurrence relations satisfied by the ranks of m-gonal numbers are also
presented.

1. Method of Analysis
1) Centered hexagonal number — Triangular number =1
Denoting the ranks of the centered hexagonal number and Triangular number to be A and M respectively, the
identify is given by

Centered hexagonal number — Triangular number = 1 (D)
is written as y2 —6x%-5 2
where Xx=2A+1 y=2M +1 €)]

whose initial solutionis Xg =3, Yo =7
Let (XS, ys) be the general solution of the pellian

y2 =6x%+1

)N(s=%((5+2«/§)S+1—(5—2\/€)S+1]
A =%((5+2J€)S+1+(5—2J€)8+1j, s=012..

Applying Brahmagupta’s lemma between the solutions (XO, yo)and ()?0, )70) the sequence of values of x and y

where

satisfying equation (2) is given by

Xs =%((m2£)S+1(7+3£)—(5—2£)3+1(7—B\E)j
Ys =%((5+2£)3+1(7+3\E)+(5—2£)3”(7—3\E)j, 5=0,12..

Inview of (3), the ranks of centered hexagonal number and Triangular number are respectively given by

A :%((m2J§)S+1(7+3J€)—(5—2J€)5+1(7—346)—&/6)
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1 s+1 s+1
M =((5+248) " (74338)+(5-246) " (7-346) -2 s-0a.2..
and their corresponding recurrence relations are found to be
Asi2 —10Ag 1 + A, -4=0
Mg, o —-10Mg 1 +Mg—-4=0,5=0,12...
In similar manner, we present below the ranks of other special Polygonal numbers with unit difference in a tabular

form

S. M-Gonal General forms of ranks

No number

1 | Centered 1 1 1
Eﬁ?r:%ge??;)l B :m((msﬁ)” (13+5¢7)~(8-3v7) " (13—5ﬁ)—2ﬁ)
Loy M, :%((8+Bﬁ)SH(13+5ﬁ)+(8—3ﬁ)3+1(13—5ﬁ)—2), s=0,12...

2 | Centered 1 1 1
gecagoral C, :W[(%Z@)H (31+7+20)~(9-2v20) " (31—7@)—2@)
Triangular
number(M) M, :%((9+2\@)3+1(31+7\/7—0)+<9_2\@)s+1(31_7\/%)_2j]

s=0,12..

3 | Centered 1 1 1
Eﬁﬁsgf(%))nal D, =4—\/1_1((10+3«/1_1)S+ (23+7V11)~(10-3411) " (23—7\/1_1)—2\/1_1j
embonti) M, =%((10+3\/1_1)S+1(23+7J1_1)+(10—3J1_1)S+1(23—7J1_1)—2),

~0,1,2...

Bl vt ?5 _ L [(15+4y12) " (41411318 ) (15— ayid)" " (41-11412 ) - 2412
Tt | £, = {15+ 8] (411228)- (15 3 1-2053)-
Triangular
number M, = %[(15+4J1_4)S+1(41+11J1_4)+(15—4J1_4 )S+1(41—11J1_4 )—2) ,

s=0,12..

5 | Centered 1 1 1
Esgtgg(re(c:)gonal F =m((4+x/ﬁ)s+ (ll+3x/1_5)—(4—\/]g)s+ (11—3«/]3)—2«/]3)
embonti M :%((4+J1_5)S+1 (11+3J1€)+(4—JE)5+1 (11—3#1_5)-2)

s=0,12..

6 | Centered 1 1 1
Lzorzzge??él) Gq zm[(9+2\/%)s+ (49+11ﬁ)—(9—2\/§)5+ (49—11\@)—2\%
Triangular
numoer() M, =%((9+2\/%)S+1(49 +11@)+(9—2@)S+1(49—11@)+2),

s=0,12..
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The recurrence relations satisfied by the ranks of each of the special polygonal numbers with unit difference

presented in the table above are as follows

(1]
(2]
(3]
(4]

(5]
(6]

S. No Recurrence relations
1 Bs,2 =16Bg 1 —Bs +7; By =39,B; =629
Mg, =16Mg,; —M +7; M( =104, M; =1665
2 Cq0p =18Cg 1 —C5 +8; Cp =62,C; =1121
Mg, » =18Mg, 1 —M4 +8; My =279,M; =5015
3 Dy, o =20Dg,1 —Dg +9; Dy =69, D; =1386
Mg, » =20Mg 1 —Mg +9; Mgy =230, M =4598
4 Eq o =30Eg,1 —Eg +14; Ej=164,E =4929
Mg, » =30Mg,1 — M +14; My =615, M, =18444
5 Foro=8F 1 -FK+3 F=44FKH =90
Mg, » =8Mg 1 —Mg +3; Mg =11 M; =350
6 Gg o =18Gg 1 —Gg +8; Gy =98,G; =1767
Mg, » =18Mg,1 —M¢ +8; My =440,M, =7904

I11.  Conclusion
To conclude, one may search for the other M-gonal numbers satisfying the relation under consideration.
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ABSTRACT: LFSR based Pseudo random test pattern generator is used in the testing of ASIC chips which generates
random sequences of test patterns. This project deals with the design of LFSR and also how to multiplex the Test inputs with
the ASIC inputs to reduce the additional test input pins required for the ASIC.

This project presents a novel low-transition Linear Feedback Shift Register (LFSR) that is based on some new observations
about the output sequence of a conventional LFSR. The proposed design, called bit-swapping LFSR (BS-LFSR), is composed
of an LFSR and a 2 x 1 multiplexer. When used to generate test patterns for scan-based built-in self-tests, it reduces the
number of transitions that occur at the scan-chain input during scan shift operation by 50% when compared to those
patterns produced by a conventional LFSR.

Hence, it reduces the overall switching activity in the circuit under test during test applications. The BS-LFSR is combined
with a scan-chain-ordering algorithm that orders the cells in a way that reduces the average and peak power (scan and
capture) in the test cycle or while scanning out a response to a signature analyzer. These techniques have a substantial effect
on average- and peak power reductions with negligible effect on fault coverage or test application time. Experimental results
on ISCAS’89 benchmark circuits show up to 65% and 55% reductions in average and peak power, respectively. Index
Terms Built-in self-test (BIST), linear feedback shift register (LFSR), low-power test, pseudorandom pattern generator, scan-
chain ordering, weighted switching activity (WSA).

Keywords: LFSR, Optimization, Low Power, Test Patterns

I.  Introduction

The main challenging areas in VLSI are performance, cost, testing, area, reliability and power. The demand for
portable computing devices and communications system are increasing rapidly. These applications require low power
dissipation for VLSI circuits. The power dissipation during test mode is 200% more than in normal mode [1]. Hence it is
important aspect to optimize power during testing. Power optimization is one of the main challenges.
There are various factors that affect the cost of chip like packaging, application, testing etc. In VLSI, according to thumb rule
5000 of the total integrated circuits cost is due to testing. During testing two key challenges are:
> Cost of testing that can’t be scaled.
> Engineering effort for generating test vectors increases as complexity of circuit increases.

Based on 1997 SIA data, the upper curve shows the fabrication cost of transistor and lower curve shows the testing
cost of transistor. Figure 1 shows that the fabrication cost transistor decreases over the decades according to Moore's law but
the testing cost as constant.

| Acost: cents /transistor
0

001
0.001 (capital / transistor
00001
000001 | s~ Testcapital / transistor

.- Based on 97 SIA' Roadmap Data

0,000000] ’
1082 (085 1088 1901 1994 1997 2000 2003 2006 2009 2012

Figure 1: Fabrication cost versus testing cost

There are main two sources of power dissipation in digital circuits; these are static and dynamic power dissipation.
Static power dissipation is mainly due to leakage current and its contribution to total power dissipation is very small.
Dynamic power dissipation is due to switching i.e. the power consumed due to short circuit current flow and charging of
load capacitances is given by equation:

P =05 VDD E(SW) CL Fclk

Where VDD is supply voltage, E (SW) is the average number of output transitions per 1/fclk, fclk is the clock
frequency and CL is the physical capacitance at the output of the gate. Dynamic power dissipation contributed to total power
dissipation. From the above equation the dynamic power depends on three parameters: Supply voltage, Clock frequency,
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switching activity. To reduce the dynamic power dissipation by using first two parameter only at the expense of circuit

performance. But power reduction using the switching activity doesn't degrade the performance of the circuit. Power

dissipation during the testing is one of most important issue [12]. There are several reasons for this power increased in test
mode.

e To test large circuit, circuits are partitioned to save the test time but this parallel testing result in excessive energy and
power dissipation.

e Due to the lack of at-speed equipment availability, delay is introduced in the circuit during testing. This cause power
dissipation.

¢ In the successive functional input vectors applied to a given circuits in normal mode have a significant correlation. While
the correlation between consecutive test patterns can be very low. This can cause large switching activity in the circuit
during test than that during its normal operation. Power dissipation in CMOS circuits is proportional to switching activity,
this excessive switching during test may be responsible for cost, reliability, performance verification, autonomy and
technology related problems.

During testing large power is dissipated than in the normal mode. This is due to lack of correlation between the successive

test patterns generated by ATPG (for external testing) or LFSR (for BIST) and this large power dissipation causes following

effects:

e The increased power may be responsible for cost, reliability, performance verification, autonomy and technology related
problems. Low power dissipation during test application is thus becoming an equally important figure of merit in today’s
VLSI circuits design and is expected to become one of the major objectives in the near future.

¢ High power and ground noise caused by high switching during testing are serious problem where the supply connects are
poor. Thus excessive noise can change the logic state of the circuit lines leading good dies to fail the test and hence loss of
yields.

o As the circuit is designed in the deep sub micron (DSM) technology, this uses small supply voltages and hence this
reduces the use of special cooling equipment to remove the excessive heat during test.

o Low power testing is done at speed. But in other testing techniques, circuits are added to lower the frequency of circuit
during test.

For complex circuits, hierarchical approach is used. The advantage of hierarchical approach is that every block is
tested separately. Test input is given to each block and output is observed and verified. DFT (Design For Testability) is the
action of placing features in a chip design process to enhance the ability to generate vectors, achieve a measured quality level
or reduce cost of testing. The conventional DFT approaches use scan and BIST.

In this paper a modified low power LFSR are used in which the number of transitions of test pattern are reduced
testing. The remainder paper is organized as follows: Section 2 describes the previous work while section 3 presents the
proposed work. Section 4 describes the simulation results and conclusions.

Il.  Prior work

There has been various low power approaches proposed to solve the problem of power dissipation during the
testing. Some of the earliest work that has been proposed for optimizing the power during testing are discussed in this section
of paper. One method is to use Random Single Input Change (RISC) test generation, which is used to generate low power
test pattern. In this method, power consumption is reduced but at the additional cost is between 19% to 13%. Another
technique was proposed in [5]. This approach proposed a low transition LFSR for BIST applications. This reduces the
average and peak power of circuit during testing. In [6] approach, a fault model and ATPG algorithm is chosen first and then
test pattern are generated to obtain the desired fault coverage. There are various advantages of test pattern generation at a
higher level than the gate level. While F. Corno et al has proposed for the low power test pattern generation for sequential
circuit [7]. In this paper, redundancy is introduced during testing and this reduces the power consumption without affecting
the fault coverage. In [8], it is shown that different LFSR architecture affects the power consumed and the hardware used.
Jinkyu Lee et al [9] developed a LFSR reseeding scheme. In this approach, there are two goals, first is to reduce the number
of transition in scan chain. Second is to reduce the number of specified bits generated by LFSR reseeding.

I1l.  BIST Architecture

It is very important to choose the proper LFSR architecture for achieving the appropriate fault coverage. Every
architecture consumes different power even for same polynomial. Another problem associated with choosing LFSR is LFSR
design issue, which includes LFSR partitioning, in this the LFSR are differentiated on the basis of hardware cost and testing
time cost.

A typical BIST architecture consists of a test pattern generator (TPG), usually implemented as a linear feedback
shift register (LFSR), a test response analyzer (TRA), implemented as a multiple input shift register (MISR), and a BIST
control unit (BCU), all implemented on the chip (Figure 1). This approach allows applying at-speed tests and eliminates the
need for an external tester. The BIST architecture components are given below.

Circuit Under Test (CUT): It is the portion of the circuit tested in BIST mode. It can be sequential, combinational or a
memory. Their Primary Input (P1) and Primary output (PO) delimit it.

Test pattern generator (TPG): It generates the test patterns for the CUT. It is a dedicated circuit or a microprocessor. The
patterns may be generated in pseudorandom or deterministically.
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Multiple input signatures register (MISR): It is designed for signature analysis, which is a technique for data
compression. MISR are frequently implemented in portability of alias. MISR are frequently implemented in BIST designs, in
which output response are compressed by MISR

Test Response Analysis (TRA): It analyses the value sequence on PO and compares it with the expected output.

BIST controller Unit (BCU): It controls the test execution; it manages the TPG, TRA and reconfigures the CUT and the
multiplexer. It is activated by the Normal/Test signal and generates Go/No go.

v

Figure 2 BIST Architecture

IV. Algorithm for Low Power LFSR
As discussed in the previous section LFSR is used to generate test patterns for BIST. In this, test patterns are
generated externally by LFSR, which is inexpensive and high speed. LFSR is a circuit consists of flip-flops in series. LFSR
is a shift register where output bit is an XOR function of some input bits. The initial value of LFSR is called seed value.
LFSR's seed value has a significant effect on energy consumption [3].

XOR gate
1 2 3 4
D X X X X
0 . .
X |Tlip Flip Flip Flip
flopl flop2 flop3 flop4
1] ) SR

Figure 3: LFSR in which input of first flip-flop is xored with last flip-flop.

The output that influence the input are called tap. A LFSR is represented by as polynomial, which is also known as
characteristic polynomial used to determine the feedback taps, which determine the length of random pattern generation. The
output of LFSR is combination of 1's and 0's. A common clock signal is applied to all flip-flops, which enable the
propagation of logical values from input to output of flip-flops. Increasing the correlation between bits reduces the power
dissipation. This can be achieved by adding more number of test vectors, which decreases the switching activity [4].

First half 1s active, and second half 1s 1dle
and gives output as previous

‘ Generating T'1

Both halves are idle. First half sent to output
and second half's output as prewious

Grenerating vector ‘ Generating Ta

Second half is active, and first half 1z 1n 1dle
mode and gives same output as previous

*l Generating Tb

Both halves are in idle mode. First halves
1s given by mjetor and second half 1s same
as previous

Generating Tc

Figure 4: Proposed algorithm for low power LFSR
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LFSR is characterized by the polynomial by its characteristics polynomial and inverse of characteristics polynomial is
generated polynomial. In this approach the 3 intermediate test vectors are generated between every two successive vectors
(say TI, T2). The total number of signal transition occurs between these 5 vectors are equivalent to the number of transition
occurs between the 2 vectors. Hence the power consumption is reduced. Additional circuit is used for few logic gates in
order to generate 3 intermediate vectors. The 3 intermediate vectors (Ta, Th, Tc) are achieved by modifying conventional
flip-flops outputs and low power outputs. The first level of hierarchy from top to down includes logic circuit design for
propagation either the present or next state of flip-flop to second level of hierarchy. Second level of hierarchy is
implementing Multiplexed (MUX) function i.e. selecting two states to propagate to output as shown in flow. Second level of
hierarchy is implementing Multiplexed (MUX) function i.e. selecting two states to propagate to output as shown in flow:;

RiEmnl o
Em

B0 Oaa8

Slel
4
Sle2 o
1 13 4 5ooF g §
Figure 5: Low power linear feedback shift register
o
AND gate

\
| L
|
I OR gate
multiplexer \_ © L ge—— R=1

Figure 6: Injector Circuit

The EDA tool is used in which conventional and low power LFSR is coded in VHDL hardware descriptive language and a
seed value is given (010010100101101011010010100101101011) to the polynomial and primitive value polynomial in
LFSR block. The outputs of the 36-bit LFSR are used as the inputs to the c432 ISCAS-85 a benchmark circuit of interrupt
controller. In this c432 is used as CUT; the generated code is synthesized in Xilinx Web Pack 10.1 for Spartan 3e device.
The hardware summary is obtained for each method implementation log file of Xilinx 10.1 project navigator.

V. Results And Conclusion
The results obtained from the Xilinx 10.1 implementation with the device xc3s200-4pg208 in which, we have
generated VCD file after the post simulation. X power is used to calculate the with the simulation files. Results are obtained
for each case and comparison of power dissipation is made on the basis of reports is shown in figure. It is observed that the
total power consumed in modified LFSR is 46% less than the power consumed with normal LFSR and output dynamic
power is decreased by 44.6 %.
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Figure 7: Comparison of Power dissipation in testing with conventional and low power LFSR
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It is concluded that low power LFSR is very useful for BIST implementation in which the CUT may be Combinational,
sequential and memory circuits. Using low power LFSR technique we can further decrease the power in BIST
implementation.

Simulation results:
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Figure 8: conventional LFSR

1600
Carrent Simulaton
Time: 1000

ol
[
o dioutt
o it o

of it
of

Figure 9: low power LFSR
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Fatigue and Corrosion Fatigue Behavior of Nickel
Alloys in Saline Solutions
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ABSTRACT : Nickel based alloys have been developed as materials offering superior corrosion fatigue. The fatigue
performance of IN600, IN601 and C22 was examined in increasing saline solution severity of 3.5% sodium chloride at pH =
6.8. Results of fatigue and corrosion fatigue tests indicate that the fatigue lives of IN600, IN601 and C22 tested in 3.5 %
sodium chloride solution (NaCl) are essentially the same as for specimens tested in air. Fatigue fractures presented a ductile
appearance in specimens tested in both air and in a saline solution, thus providing additional evidence of there being no
effect of the 3.5% sodium solutions on fatigue strength.

Keywords: Air, C22, fatigue, IN600, IN601, solution.

I. INTRODUCTION

Fatigue is the time-dependent growth of subcritical cracks under cyclic loading [1]. Fatigue cracking is one of the

most common causes of failure of engineering structures, can go undetected, be unexpected, and can result in catastrophic
failures.
Fatigue and fatigue damage in the presence of various corrosive media have been the subjects of sustained research in
materials engineering technology for more than a century [2]. Metals and their alloys, when they are exposed to aggressive
environments and cyclic stresses, can suffer a degradation of fatigue resistance. Even laboratory air containing some
moisture has been shown to influence crack propagation rates of materials when compared with those obtained from tests in
vacuum or in dehumidified inert gases. Measures to avoid such corrosion cracking include careful materials selection, heat
treatment, and modifications of material/environment interactions through coating, controlled solution chemistry, inhibition,
and applied potentials. Find better solutions are of extreme importance in several industries, including and especially in
aerospace and power generation and offshore service.

Nnumerous studies have been carried out on the mechanical and chemical properties of nickel alloys [3-5]. Nickel
alloys containing chromium and molybdenum are used in a wide variety of environments involving corrosive media because
these elements significantly improve corrosion properties [6-8].

Understanding the processes of fatigue cracking of these nickel alloys in corrosive environments is key to
developing processes for the addition of alloying elements and for materials and manufacturing process selection. For
example, fatigue crack initiation in materials used in environments containing corrosive media has been attributed to various
factors such as the presence of pitting corrosion sites. Increased corrosion fatigue enhanced deformation was proposed to
explain the apparent intensification of intrusions and extrusions in materials [6-10].

The current study was conducted to determine and to compare the effect of alloying elements on the fatigue and
corrosion fatigue behavior of the nickel-based alloys, IN600, IN601 and C22.

Il. EXPERIMENTAL PROGRAM
2.1 Material
The IN600, IN601 and C22 alloys were chosen because of the possibility that chloride ions (CI), could severely
disorder passive film and then damage the oxide film. In addition, chloride ions can be found in dry and wet atmospheric
conditions. The chemical composition (wt. %) of these alloys is reported in [11]. For the tests reported in this study,
standard fatigue specimens with dimensions shown in Figure 1 were machined from the as-received material.

- 254 - - 127 - 254 - 127 - 254 -
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Figure 1Dimensions of fatigue specimen in (mm)

2.2 Fatigue Test Equipment

Fatigue tests were conducted on annealed specimens of the three alloys at a constant frequency of 10 Hz under axial
tension-tension load in two environments - air and 3.5 % sodium chloride (NaCl) solution and were conducted on an Instron
1337 testing machine, connected to an Instron 8500 programmable control unit. The Instron 1337 unit has a load cell with a
full load scale of 1000 kg/1V. The servo-hydraulic test unit applies a load through a hydraulic actuator, while a computer-
controlled servomechanism controls the oil flow to the actuator. The specimen is mounted on the test unit between the
actuator and the load cell by screwing it into the test fixture as shown in Figure 2. The Instron 8500 programmable control
unit was used to set up all the testing parameters. Furthermore, the control unit also received data from the displacement
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gauge and the load cell throughout each test. The data were processed in real time by the computer and, based on the
programmed test parameters, feedback sent to the servo valve to control the hydraulic actuator.

Figure 2 Photograph of Instron testing machine and corrosion cell
Fatigue tests in corrosive solutions were performed by enclosing the specimen within an “O” ring sealed, acrylic
glass cylinder, as shown in Figure 3. An O-ring was installed at the bottom of the cell to permit the transfer of load to the
specimen while preventing leakage of the saline solution (Figure 3).

Acrylic glass

Figure 3 Micrograph showing corrosion cell connected to the grip from the bottom

I1l. RESULTS AND DISCUSSION
Fatigue tests were first conducted in air to provide a baseline for comparing with results in aqueous solutions of 3.5
% NacCl solution at pH = 6.8. The results of the fatigue testing are presented in the form of stress to cycle to failure curves
(Figures 4-6).

800 -
O Air
14 & Solution
7004 o
o0
[aRm|
tau|
— 6004 oo
o oo
= e} m]
@ o =
@ 500 4 ol
n o o
e}
o m|
400 4
300 T T R T T j T T R T T R T 1
0.0 2.0x10° 4.0x10° 6.0x10° g.0x10° 1.0x10°

Cycle to Failure

Figure 4 Fatigue test curves of IN600 in air and in 3.5%NaCl at pH = 6.8
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Figure 5 Fatigue test curves of IN601in air and in 3.5%NaCl at pH = 6.8
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Figure 6 Fatigue test curves of C22 in air and in 3.5%NaCl at pH = 6.8

Test data show that fatigue in 3.5 %. NaCl solution had little effect and difference not statistically significant and
hence, essentially the same on the fatigue strength of any of the alloys as the fatigue test curves are similar to those for
specimens tested in air (Figs 4-6).

The test data are supported by scanning electron microscopy (SEM) which shows similar fracture surfaces for
specimens tested in air and those tested in 3.5% NaCl solution (Figs. 7-9). In both cases, the fracture surfaces have a ductile
character with fatigue striations. There is no evidence for corrosion or cleavage fracture. It was therefore concluded that all
three alloys had excellent corrosion resistance in 3.5 % NaCl solution.

Appearance of striations is evidence that the fracture was definitely caused by fatigue. However, if striations do not

appear, this does not necessarily mean the fracture is not due to fatigue. Typical striations were observed in a number of
specimens of C22 alloy as shown in Figure 10.

Figure 7 Fatigue fracture surface of IN600 (a) in air, and (b) in 3.5%NaCl solution at pH 6.8
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\ S e T o

Figure 9 Fatigue fracture surfaces of C22 (a) in air, and (b) in 3.5%NacCl solution at pH = 6.8

A similar study of corrosion fatigue on annealed type 316 stainless steel showed the maximum stress level for
failure in 0.5 M sodium chloride aqueous solution at pH = 4.2 was one-third lower than in air after a similar number of
cycles [12].

Microscopic examination showed crack initiation resulting from pit formation, and crack coalescence was
suggested as an explanation for the decrease in the maximum stress level for corrosion fatigue. The nickel alloys used in the
study reported here has a greater resistance to corrosion pitting than type 316 stainless steel and therefore a comparatively
greater resistance to crevice corrosion and degradation of fatigue strength [12].

f L/ 4 )\fu\ t { ,.

10 Tpical striations o

Figur bserved on fatigue fractl)re surface of aIIo C22 (a) and (b)
IV. CONCLUSION

The 3.5% NaCl solution at pH 6.8 had no effect on the fatigue life of any of the three alloys tested. Fracture

surfaces for specimens tested in air showed no differences to those in specimens tested in 3.5% NaCl solution. Hence, all

three alloys had excellent corrosion resistance in 3.5 % NaCl solution.
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Area Model Mediating Learning of Area Measurement: A Case
Studv of African American Students

Nosisi N Feza
Human Sciences Research Council Education and Skills Department Pretoria South Africa

Abstract: The over-arching gap in research is regarding the instructional needs and the cultural capital that African
American students bring to the mathematics classroom. Given the reality that most African American students in the United
States will learn mathematics from a white, middle-class teacher. Using models of learning in teaching of mathematics for
diverse students might bridge the cultural differences between teachers and students. The case study of 5 fifth grade African
American students illustrate that using gradual release model with area model in mediating learning of area measurement,
allowed these students to achieve the higher levels of abstraction in their thinking.

Keywords: area model, cognitive variability, learning trajectories, internalization, context-based problems

I. Introduction

Measurement is an indispensable everyday mathematical activity worldwide. The idea of measurement is too broad
and attempting to define it will do disservice to the topic itself [1]. However, Russell (1900) cited by [1] give a broader
description that encompasses aspects of measurements related to this study. They describe measurement of magnitude as a
method used to define some properties of a particular object by using mathematical concepts like number, relations and
functions. Therefore, measurement is the activity of determining the magnitude of a quantity by comparison with a standard
for that quantity. In this paper measurement of magnitude refers to measuring the surface area that uses the properties of the
shape measured, using number, rows and columns as vehicle to expose students to the relations between length and area and
conceptualize the formula of | X b = area. Area measurement integrates mathematical concepts as [2] state, “it can develop
other areas of mathematics including reasoning and logic” (p.163). These other areas are patterns leading to algebraic
thought, geometric reasoning leading to logic, and number operations as tools for generalizing etc.

Measurement concept performance of fourth grade US students is lower than number and probability [3], [4], [5].
Black students’ average performance on math content in [5] was 217 for measurement, 220 for number, 227 for probability,
229 for algebra and 226 for geometry. According to these results measurement has the lowest average performance for Black
students. Few studies [6]; [7] and [8] have investigated fifth grade students’ processes in understanding 3D arrays and 2D
arrays. Their results showed that students demonstrated complicated structures in working with these arrays. [9] suggested an
inquiry-based approach in studying these complicated mental structures. [10] used a cognition-based assessment in
understanding these structures. This paper is contributing towards extending their work focusing on area measurement and
using area model as a mediation tool. This paper aims to use an area model as a tool in mediating and eliciting processes of
conceptual development of area to 5 fifth grade African American students. To describe these thought processes the
following question will be addressed:
What role can area model play in mediating learning of area to African American fifth grade students?

This paper is structured into four parts: the first part present and describe the theoretical framework employed as
lenses for discussing the findings. This is followed by discussion of the area concept this study employs in eliciting African
American students’ thought processes. The second part focuses on the methodology of the reported study. The third part
presents findings. These findings are presented using themes with measurement learning trajectories hypothesized by [2].
The fourth part engages with the current literature in discussing the findings of the study and then draws and presents the
final conclusions on the reported study.

Il.  Theoretical Framework
The theoretical framework used in this paper is influenced by Vygotskian theory of internalization of ideas, and
Ernest’s philosophy of connectionist approach to teaching of mathematics.

11.1 Vygotskian theory of internalization

Internalization refers to the psychological process of transforming intermental to intramental through mediation of
student’s cultural tools [11]. The mental structures that form when conceptualization of a concept takes place [2]. [12], [13]
asserts that ideas/concepts are tools. When these tools are not personalized they are external however, when they become
personalized meaning they become internal tools [14]. This psychological process of personalizing meaning is
internalization/interiorization in Vygotskian language.

[15] defines internalization as a five phases process. The phases are “(1) the phase in which the given phenomenon
does not manifest itself yet; (2) the phase in which its initial traces seem to appear for the first time, always with
corresponding analysis of the psychological tools and social forces that bring this phenomenon to life; (3) the phase in which
the phenomenon reaches its climax, always linked to social interaction and usage of tools; (4) the phase of its gradual
interiorization; (5) and finally the phase in which it appears that the phenomenon has been there, quite naturally in our heads,
resembling inherited individual property that was just waiting its time to be actualized”. Ageyev’s phases give a clear
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developmental path for internalization of ideas using cultural mediation tools. Activities with peers or with an educator
encourage social engagement that brings the phenomenon to reach the climax. Clearly for this internalization to occur
educator’s role is to create activities that connects with students’ mediation tools pushing for intermental ideas to be
intramental [14]. Social interaction with peers and educator plays an integral part for moving a student towards mental
climax. The educator fulfills the purpose of philosophy of mathematics education in assisting students’ mental structures to
reach actualization of mathematical concepts [15].

11.2 Ernest’s philosophy of connectionism

[15] claims that educators have distinct philosophies of mathematics that influence their perspective of philosophy
of mathematics education. Absolutist philosophy of mathematics is demonstrated in practice by instruction that is
transmissionist. This instruction is characterized by memorization of rules and formulas, [17] while fallibilist philosophy of
mathematics is transferred towards creation of ideas that acquire broader instruction [18]. Fallibilist philosopher believes that
mathematical knowledge is created instead of being discovered or a set of rules that already exist. This study is influenced by
the fallibilist philosophy that if mathematics is created, the creator has to connect new ideas with existing mental structures
of students recognizing the influence of their environment as well as their culture that determines their way of knowing. This
instructional approach in Ernest’ term is a connectionist instructional approach. The teaching experiments employed by this
reported study are influenced by connectionism and internalization of concepts or ideas in teaching area measurement.
I1.3 Area measurement conceptualization

Research that demonstrates how young children learn reveals that mediation and use of technology lead to
internalized measurement concepts [19]; [20]; [21]; [22]; [23]. Nonetheless, research on older children’s processes of
conceptualizing measurement concepts is still limited.

[24] Described area as a concept that connects a number of mathematical concepts. Understanding of area

measurement demands coordination of all the concepts involved, i.e., structuring, adding, and multiplication that leads to
functions. [2] Divide the area foundational concepts into six sub-concepts of area that follows:

Attribute of area: Quantitative meaning of space

Equal partitioning: Using congruency is dividing two-dimensional space into equal parts.

Units and unit iteration: Covering space with the same units without gaps or overlaps.

Accumulation and additivity: Adding rows and column repeatedly.

Structuring space: The concept is realizing multiplicative structures of the rows and columns.

Conservation: Composing and decomposing of shapes exposing students to the idea of area staying the same even if it is
rearranged. [2] argue that these foundational concepts form basis of building students’ conceptual understanding of area
measurement.

I11.  Methodology
111.1 Context
The study was conducted in a public school in Western New York. The sampled school comprised of 30 % black
population, 10 % of Hispanic students, and the majority (60%) was white students. About 31% of the students qualified for
free lunch.

111.2 Participants

There were fourteen 5™ grade African American students in the whole school. Seven of them were in a math special
class and the other seven in a mainstream math class. Only students in the mainstream math class participated in this study.
Out of the seven students, six brought back their parents’ consent forms. The math teacher was requested to share students’
performance results for the previous year. From the six students with consent, a selection of five who represented varying
performance was conducted. Two of these students attended both mainstream and special math classes, two others were high
performers while the other one was on average.

111.3 Data Collection

The reported study employed clinical individual pre-interviews and post-interviews with students and teaching
experiments. The pre-interviews were conducted to inform the designing of teaching experiments and to instruct at the
thinking level of students. Whereas the post-interviews were used as a measuring stick of the area concept gains student
made during teaching experiments and to study the role of the area model.

111.3.1 Interviews

The pre and post clinical interviews were conducted prior and after teaching experiments. Each interview was
between 10 to 15 minutes. Video and audio recorders were used to collect data. Field notes were taken during interviews for
the purpose of triangulating data.

11.3.2 teaching experiments
The teaching experiments focused on mediation of new area measurement concepts, after establishing students’

zone of proximal development. [12] zone of proximal development has two linked perspectives that are psychological
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perspective on student’s development and pedagogical development on instruction. He argues that these two perspectives are
connected. The student’s zone of proximal development (ZPD) is the level the student demonstrates when solving a task
independently. Then mediation of new ideas is connected to the student’s ZPD for student intellectual development to occur.
The individual teaching experiments were used in order to describe and engage with students personalized ideas
that they use in solving problems that involve measurement concepts. One main teaching experiment was designed with
follow up episodes intended to address students’ needs in understanding the area concept. Each lesson lasted 20 minutes with
each student. The follow up episodes varied in time depending on students’ level and pace. The teaching experiments were
both audio and video taped for audibility and capturing of all different kinds of communication the student undertook during
a lesson. The field notes were taken with students’ written work to triangulate for credibility in describing students’ thinking.

Figure 1 represents the triangulation of the data sources, techniques and tools used in this study.

pre-
intervi

collecti
on

techni h
post- \aues te:;h'
intervie .
s experi

video video

record record

ng interyi
experi B
ments, tools
audic Yool
record

audio
record
notes otes
aL

field fieldn

Figure 1: Triangulation of data sources, techniques and tools

11.4 Data analysis

In this study data collection and analysis were inseparable. The analysis continuously informed data collection and
also assisted in engaging with the data [25]. Analysis of the pre-interviews of area concepts was conducted using a table.
Each student’s responses were put in the table and grouped by color-coding similar levels of thinking using [2] learning
trajectories for area.

Each color represented a specific level for the area attribute. Below is a summarized description of the learning
trajectories used to analyze the interviews reported in this study [14].

11.4.1 Hierarchical Area Measurement learning trajectories

Pre-Area Quantity Recognizer: Students  show little specific concepts of area. For example, when students have a task
to cover any surface they cover by packing tiles on top of each other without a plan of covering the space at all.

Area Simple Comparer: Students may compare areas using one side. In this case it is possible for students to compare only
lengths of the areas without considering the width of the area.

Side-to-Side Area Measure: Students cover a rectangular space with physical tiles but cannot organize, co-ordinate the 2D
space. Mostly they cover sides and fiddle with the space in the middle.

Primitive coverer: When counting squares covering the area students skip count, loose track, sometimes count some
squares repeatedly. Covering of spacing might have gaps or overlapping.

Area Unit Relater and Repeater: Students count one row at a time. Student has not developed the structure of rows and
columns. S/he counts one unit at a time keeping track.

Partial Row Structurer: Counts rows but sometimes does not count all rows. The column existence is not yet realized. The
relationship between the rows and the columns has not been recognized yet.

Row and Column Structurer: Students count rows and draw rows of squares to determine area.
Area Conserver: Conserve area by determining different looking surfaces as equal.
Array Structurer: Use multiplicative structures in filling up and counting area [10].
Conceptualization of area measurement is an integral part towards mastering calculating skills of area. The area

formula is not the same for different shapes, therefore knowing formulas without understanding creates barriers for further
development in understanding the Pick’s theorem that allows students to calculate area of any polygon. This might sound
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abstract but with the understanding or the six sub-concepts of area suggested by [2] give this fundamental understanding.
Internalization of these concepts has its own developmental path for each student. The learning trajectories hypothesized by
[2] became the relevant tool for analyzing the developmental path of these five African American students.

The analysis of the post-interviews was simply analytical using the learning trajectories. The results of this analysis
supported the teaching experiment themes that respond to the question of the study reported. The teaching experiments data
was transcribed from the video tapes, and audio tapes. Each transcription was typed with numbered rows to assist analysis.
The field notes taken from the interviews were also typed and numbered in rows too. Data from each of the three data
sources were analyzed separately. Each typed data was annotated with low inference phrases. Those annotations were put
into tables. Each table was color coded to group similar phrases and single out odd ones. Once those annotations were in
colors analytical memos were written for each annotated data to make sense of the patterns and odd annotations. Descriptive
codes emerged from the three groups of data. The codes were triangulated and area measurement themes emerged. Those
themes were context-based instruction, area model, and responsibility.

The three themes responded on “the role of area model in mediating leaning of area and the processes these
students went through in conceptualizing area” Each student is reported under the themes that emerged. Figure 2 illustrates
how themes were divided in response to the study’s question.

" What

b context based
Area model problems
responsibility area model

Figure 2: Division of area measurement themes

IV.  Findings

The findings are presented firstly by describing the area measurement understanding of the fifth grade African
American students’ prior teaching experiments. Then, emerged themes from the area teaching experiments will be presented
and discussed. The findings from the pre and post interviews are presented graphically in order to demonstrate the trajectory
levels of the African American students’ prior and post teaching experiments.
1V.1 Students’ Developmental Progression Levels

The learning trajectories used in this study were designed for young children’s developmental progression in
measurement concepts [2]. The research conducted to develop these learning trajectories was undertaken from pre-school to
8 yr olds. However, the pre-interviews of this study revealed that these fifth grade students’ developmental levels were still
missing some developmental progression levels in the early childhood standards. The pre-interview data present the levels of
development of the five African American students’ prior teaching experiments.

Out of the five students, Portia and Jerome (pseudonyms) were able to cover the shape with the correct number of
squares without touching them. They were both able to see the relationship between the square and the triangle, that two
triangles cover the square and use their square covering response to get the correct answer for covering surface area with
triangles. The other three students could not cover the shape correctly physically, they had overlaps and gaps. They were also
unable to neither cover the shape with the triangle nor see any of the relationships between the two shapes. Four of them
were primitive coverers only one of them was an Area Unit Relater and Repeater. Below is the graphical presentation of their
developmental trajectory levels prior teaching experiments.
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V1.2 teaching experiments themes

The first teaching experiments theme, context based instruction addresses the instructional support that meets
African American needs regardless of their challenges. Then two themes, responsibility and area model responded to the
African American students’ ways of learning area measurement.

1VV.2.1 Context based instruction

The shape used to find area had two challenges for the students, first the shape had missing lengths, and secondly it
was an L shape. The rationale behind these challenges is to diagnose student’s ZPD so as to give the instruction at their
actual level and establish their potential. Students’ knowledge of a rectangle was the connecting concept as all students
knew the properties of a rectangle and could easily use them to learn the area model. For example, Jerome and Amos had a
similar approach in attempting to find the missing lengths of the shape of the land. The following was my dialogue with
Amos:

3m

1,5m

am

6m

R: This diagram represents the gardening land my uncle has. He wants to calculate the amount of space he has but
need fence to protect the land from animals first. He has some missing lengths on it. Help him calculate the missing lengths
of his land?

Amos: His length is 14.5 meters.

This step showed that the context of the story made it simple to do perimeter informally. An opportunity presented
itself for learning and teaching and the following was my approach in connecting all that Amos brought with him,
completing the perimeter problem that was emerging was vital for in-depth understanding of area.

R: Does that mean this side is not going to be fenced and this other side. He does not want any animals in his land. How are
we going to get the missing lengths?

Amos: This side is

3m

1,5m

4m

6m

R: Oh you think this side (the 3m side) and this side are the same? (The side he labeled 3m)

Amos: Yes
R: Ok what if we do this. We try and make this shape a familiar one by using some dotted lines as follows:

R: What will be this side if you have to give us the whole side (side marked with arrows)?
Amos: 4m
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3m

1,5m
Im

4m

R: Why is it 4 now?
Amos: Because it’s the same as the other one on the other side (pointing opposite side). The side on that side of 6m will also
be 6 because they are the same.
R: So what will be the length from this corner to here? (The one below 1.5m)
Amos: 3m
R: Oh, why?
Amos: Because this one is 6m and that one has 3m and the missing one is 3m.
R: Write it then where it belongs. What about the other missing length on that side opposite to 4?
Amos: wrote the following on the paper
15
+3.5
5.0
He then wrote again the following:
15
2.5
4.0
The missing length is 2.5m.

Finding these missing lengths with these five students informed the researcher of their internalized ideas and ideas
that have not been internalized yet. The two boys Amos and Jerome were able to transfer their understanding of properties of
a rectangle to the L shape in finding lengths. While the other three students, Gerald, Brianna and Portia could not find the
missing lengths on their own. They demonstrated that they have not yet internalized the knowledge of properties of a
rectangle. It was still external knowledge to them, as they could not transfer it to another context. The researcher had to work
with them using rectangles. These teaching episodes are not reported, as they are not the focus of this paper. Area
measurement mediation is the focus of this paper.

Area model

The actual problem students have to solve was to calculate the area of the land. Each student experience and
approach is reported in learning area using area model. Each student was given the L shape to start with. The Area model
pushed individual students differently. The results show that it assisted others to connect ideas that were already there easily.

Jerome’s journey
R: Divide the garden and calculate the area of each portion.
Jerome: (divides the land this way)
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R: Now that you have divided the land, tell me which portion of it you want me to work with you on? Choose the one you
want me to help you with? We have a 3 by 1.5 land and a 6 by 2.5 land.
Jerome: This one (pointing a 6 by 2.5 land)
R: If I want to get squares that cover this land. | am going to make columns that are 6 because of the 6m. (Making the 6
columns). Does that make sense? Still | do not have squares | have only columns.
Jerome: | know.
R: What do you know?
Jerome: You need to make rows now that will help you make the squares.
R: Yes. But how many?
Jerome: You need 2
R: Only 2
Jerome: And then you need half way.
R: This is half. So you think we have squares now?
Jerome: Mh mh
R: So how many squares is this portion? Can you count them?
Jerome: 1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18. 18 squares.
R: I do not agree with you. These (pointing the row of halves) are not squares they are half squares.
Jerome: Oh---.1, 2, 3,4,5,6,7,8,9, 10, 11, 12, 13, 14, 15. 15 squares.
R: You have 15 square meters. Remember Uncle wants to know the Area of the whole land. So you need to do the other
portion too.
Jerome: | need 3 columns. | need one and a half across. | have three.
R: What about these? (The row of halves)
Jerome: 4 %2 square meters?
R: You can even write square meters as m®. What is the area of the whole land then?
Jerome: writes
15
+4.5
19.5 square meters.

R: Can you try and find Area of this one?

| D SGUE e herS

Jerome: (divide the land independently as shown in the diagram above and wrote.) 12 square meters (without
counting them).

Jerome started at the second phase of internalization the phenomenon of columns and rows. Before this teaching
experiment he could not count all the rows but now a connection took place in his mind that made him see that he needs to
draw rows on those columns to get the squares he needed. Seeing the columns the researcher drew caused connection of
some mental structures. His pace of internalizing the area model required only 25% of the researcher’s demonstration and he
took over and ran with it. His challenge was dealing with halves and conceptualizing square as units. This caused climax as
he kept on counting half squares as full squares and could not see the relationship between rows and columns before. His
area measurement learning path started from partial row structurer straight to an Array Structurer jumping three learning
trajectories.

Gerald’s journey

This episode demonstrates Gerald’s pace and approach in internalizing the area model.
R: Now that the garden is fenced uncle wants to divide it into two portions. Divide the garden and calculate the area of each
portion. Do you know the area?

Gerald: Yes
R: Divide the land into two portions.
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Gerald: (divide the land as above.)
R: By Area he wants to know how many square meters cover his land. Do you know how many squares?
Gerald: No
R: I will make squares with you. For the side with 3m I will make 3 columns. (working on the small portion). Then
on the 2.5m | will make two and a half rows. (I wrote a 2 inside each half square). Now see | have squares can you count
them for me.
Gerald: 9
R: Wow I don’t see 9 show me.
Gerald: Counts them one by one. 7 %2 squares.
R: These squares have names. What is the name?
Gerald: Square meters.
R: Now | want you to do the big one. How many rows are you going to make?
Gerald: Four rows.
R: Ok make them.
Gerald: Draw columns and rows in the 3 by 4 side as shown in the diagram above. (4 rows and 3 columns)
R: How many squares is that portion?
Gerald: It’s 12 squares.
R: Is it only 12 squares?
Gerald: It’s 12 square meters.
R: What is the total area now? Can you add it up for him?
Gerald: writes
12
+7%
19 % square meters

R: Do you know that you have just done Area? Let’s see if we can find area of simple shapes now that one was complicated.
Work out this one. Find the sides that are not labeled first.

- B

st
\g §C\UC\VC B
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Gerald: (first labeled the missing length).
That is good. Calculate the area now.
Jerome: (draw rows and columns as shown in the drawing and writes) 18 square meters.

R: Let’s do the last one:
. ) \
Lfrm

f———

\' o S g APHERD

o

Gerald: (label missing lengths and writes) 12 square meters.

Gerald showed that he needed the area model to make sense of area. He needed full demonstration before he used it.
He was challenged by fractional parts but through mediation he progressed. The model assisted his actualization of area and
pushed him to an Array structurer. He had to master the area unit relater and repeater first and jumped to Array structurer
from there.

Amos’s journey

R: Now that the garden is fenced let us divide it into two portions. Divide the garden and calculate the area of each portion.
R: Do you know how we can find square meters?

Amos: | will try and draw squares.

R: Great. To make it easy for us divide this into two lands. So that it can be easy to work with. Where would you divide it?
Amos divided the diagram as follows:

A . .

R: So you have the land cut into two portions one with 3m by 1.5m and 6m by 2.5 m. Let’s work with one portion at a time.
Do you know how we are going to make these squares? We have three meters and then | think we can divide it into three
equal portions. Then we divide it again into 1 1/2. How many square meters is that portion?

Amos: 5 %

R: How come?

Amos: | counted them.

R: Remember we have half squares there. Can you show me?

Adam: Yes

R: How many are they?

Amos: 3

R: So how many squares do you get then?

Amos: | get 4 %2 squares

R: How did you get that?

Amos: | counted the three full squares then combine two half squares to one and have four then added the other half.

R: What kind of squares are they? Let’s look back on our division what were we dividing?
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Amos: Meters

R: So our squares are square meters. Now | want you to do the other portion by your self.

Amos: (quietly divide the bottom part as follows: Check the diagram above to see his work. He labeled his first row of
squares 1 each square then the second row he labeled 2 each square then the third row he labels a % each square then he
started counting them.) 1, 2, 3,4,5,6 (then when he gets to the second row he counts) 8, 10, 12, 14

R: Ok tell me what is it that you are counting why you are adding two’s now, show me.

Amos: | am adding what is in the squares.

R: Oh why do you have two in those squares?

Amos: They are in the second row.

R: Why do you have halves in the third row then?

Amos: Because | did not want to forget that they were halves.

R: What makes the second row two’s then?

Amos: I don’t know.

R: What must you do?

Amos: Count the squares as one each.

R: How many square meters is this portion?

Amos: 15 square meters.

R: Ok | think we need to do more. You said the first portion is 4 ¥ square meters and this one is 15 meters. What is the total
area of uncle’s land?

Amos: 19 Y% square meters.

R: 1 would like you to try working the area of this one.

Amos first labeled the sides that were not labeled. He drew the columns like this twice. Check below. | had to draw a
diagram teaching him columns and rows.

R: How are you dividing this land?

Amos: Three rows and two columns.

R: Can you show me columns first?

Amos: Point the rows.

R: Ok me too | used to call those columns. But the line you made across forms rows and then the lines that go down for
columns. Ok how many meters are on the side on top?

Amos: Two

R: So how many columns are you suppose to have then?

Amos: Two

R: What about the other side?

Amos: | must make 3 rows

Can you draw then now? Amos: draws the fourth diagram above.
This is six square meters.

R: That is good Amos can you try and find Area for this one too.
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Amos: (label it first) then draw columns and rows as shown above. The Area is 8 square meters.

Amos’ journey was unique compared to his peers. He did not grasp the area model after the researcher
demonstration. When he started he was challenged by the rows and columns he had to master them first then move to the
area unit relater and repeater before he moved to array structurer.

Portia’s journey
R: Now that the garden is fenced. How many square meters cover his land?

Portia: It has two square meters.

R: Let’s see it has 6m long and then I will make 6 columns. (Making 6 columns). Then it is 4m wide then | make 4 rows.
Whu, I have squares. How many squares is this land?

Portia: (count squares one by one) 24 squares.

R: Can you try and find area with this little land I give you now.

(48}
——

>

£ “’2/,) 2

i

Portia: (label the sides first with bold labeling) She then makes three columns.
R: Why are you making 3 columns?

Portia: | am making the columns that are oh, I am suppose to make two.

R: I like it when you say oh, ok let’s work with another diagram.
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Portia: makes two columns as above and three rows.

R: How many square meters do you have?

Portia: 6 squares

R: Write 6m? this is how we write them in mathematics.
Portia; writes 6m?

Briana’s journery

R: Now that the garden is fenced uncle wants to divide it into two portions. Divide the garden and calculate the area of each
portion.

Briana: (divides the land like this using dotted lines for dividing)

ns

[
T o

R: Now we have two lands. Which one do you want me to help you with?

Briana: The small one.

R: This is 3m long and 2.5m wide. Let’s make squares. Because this is 3 1 will make 3 columns (refer to figure). And
because this is 2 %2 meters | will make 2 % rows.(refer to figure) Now | have squares. How many squares are they? Can you
tell me?

Briana: 9 squares

R: I can’t see 9. Show me how you got 9.

Briana: 1, 2, 3,4,5,6, Y2 and % is 1 and there is a 1/2 and it’s 7 % squares.

R: Now make your own squares in the other portion it is 4m long and 3m wide.

Briana: (makes three columns then struggle to make the rows)

R: Let me make another drawing for you.

3m

4m

Briana: (continues to struggle in drawing)
Briana did not move further that row structurer during teaching experiments. Her development was not evident
except that moved back to Side-to- Side Area measure showing regression at the end of her teaching experiments.

1V.2.2 Release of Responsibility

The area model was an attempt used in addressing the abstract conception of area. With the language challenge the
study employed a gradual release of responsibility approach in mediating use of area model. A model in mathematics
teaching and learning is used to introduce an abstract idea. Mathematical ideas are not tangible or visible, and because of that
nature cannot be easily mediated. It is important to note that a model is not a concept but a model used to make the concept
accessible. Thus, a model represents the concept. In this case releasing responsibility of doing area model gradually assisted
instruction and comprehension of the problem. The researcher took 100% responsibility introducing the model except with
Jerome who grasped it immediately. However, other students needed more time to grasp with Portia regressing. Below is a
line graph presenting each student developmental path using the learning trajectories.

Each student’s path is unique. Jerome and Gerald’s path during teaching experiments was linear, while Amos and
Portia needed to go back to area unit relater and repeater to have a solid understanding. Briana moved one level up and
moved back two levels showing regression at the end of the teaching experiments.
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Students' developmental growth
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The following graphical representations below present the difference between pre-interviews and post-interviews
these students took before and after teaching experiments for the area measurement.

10 1 Learning trajectories of pre andpostinterviews
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African American students

From this graph it is clear that Briana was not regressing but touch basing internalizing the concepts. Her route
support the statement made by [2] about these learning trajectories that they are hierarchical but students develop through
them differently. Some students develop linear but some mental structures are formed through intertwined progress.

V.  Discussion and Conclusion

This study’s results reveal four important components of learning area measurement concept by 5 fifth grade
African American students of different performance levels. (1) Integrating a language model and a mathematics model gave
access to abstract ideas of area measurement. (2) The learning trajectories can be used as assessment tools to inform practice.
(3) Students cognitive structures are complicated and varied [26]. (4) African American students have potential for learning
and are diverse in their learning. Area model became a powerful teaching tool that students were able to internalize and
transfer to other area problems in unique ways [27]; [28]. However, on its own it could not assist students in conceptualizing
area without the language model [29]. This paper supports the Vygotskian perspective of directing instruction to the student
level of development. It also supports [26] argument of prevalence of variability in students’ cognition at all levels. In this
paper Briana demonstrated a unique way of learning by moving from a lower level of development to a higher level and then
goes back two levels down. During assessment interviews Briana demonstrated an enormous growth that moved her from a
third level to the highest level of abstraction, level 9. Briana’s case demonstrated variability within [26]. Reflecting on the
other four students in the study two students, Gerald and Jerome development was linear following the learning trajectories
hierarchically. However, Amos and Portia showed some similarities in their development that moved to higher development
first then regressed two levels down. Looking closely at their development they both developed uniquely up. Amos moved
from Primitive cover to partial row structurer and took time to see relationships between rows and columns. When he did,
understanding unit relater and repeater was easy for him. On the other hand Portia was still thinking in terms of length and
focusing on length before she noticed rows, then columns. These two cases demonstrate variability between that could be
explored further in research.
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Abstract: A great number of wheel tests are required in designing and manufacturing of wheels to meet satisfactory
requirements. The impact performance of a wheel is the major concern. Numerical implementation of impact test is essential
to shorten the design time, improve the mechanical performance and lower development cost.

Project includes the “Topology Optimization of Cast Aluminium Alloy wheel” using impact analysis. Since the fail
value of plastic strain for standard Cast Aluminium Alloy Wheel is 4.0%, cracks will appear if the Plastic Strain value is
greater than 4%. This analysis will predict the plastic strainOs induced during impact testing. Topology Optimization is
carried out by increasing the thickness of the rim until the plastic strain value is below 4%.

The main objective of the project is to generate a Finite element model (Hexa & Penta elements) using Hypermesh
V10.0 with all the properties, materials, loads and Boundary conditions as specified by the client. Impact analysis is
carried out using LS-Dyna software to predict the plastic strains during impact test.

Topology Optimization is carried out by changing the thickness of the rim of the Cast Aluminium Alloy Wheel until
the value of the plastic strain is less than 4.0%.

Keywords: Topology Optimization, Impact test, Finite element analysis, Plastic Strain.

I.  Introduction

Road wheel is an important str