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Energy Losses And Turbulence Characteristics Through
Hydraulic Structures Using Laser Doppler Velocimetry(LDV)

M. I. Attia
Assoc. Prof., Water & Water Structures Engg. Dept. Faculty of Engg., Zagazig University, Zagazig,Egypt,

ABSTRACT: This paper deals with the experimental investigation of energy losses and turbulence characteristics through
hydraulic structures in a rectangular channel using Laser Doppler, measurements include turbulence intensity components
and mean velocity components. Experiments were conducted with different contraction ratios at different expansion angles
for different bed slopes. The results show that, the rate of variation of the energy loss increases till expansion angle about
30°. This rate of increase decreases above this value of angle of expansion. The energy loss is quite high at a contraction
ratio of 0.7. Also, the results clearly show that, gradual expansion decrease the turbulence intensities in the wall and free
surface regions compared to the sudden expansion. The maximum values of the turbulence intensities occur either close to
the bed or at the free surface, with minimum values occurring within the core region. The turbulence intensities, however
increases sharply at the free surface due to the free surface waves effect, and is the largest in sudden expansion.

KEY WORDS: Energy losses-Turbulence characteristics-Hydraulic structures-Laser Doppler velocimery-Contraction
ratio-Free surface-Froude number-Expansion angle.

. INTRODUCTION

The information regarding the turbulence characteristics in the transitional structures is somewhat scanty.
Paradoxically enough, the problem of separation of the main stream of flow at open channel transitions or at an abrupt
change of the boundary attracted the attention of investigators since the earliest time and yet it remains one of the least
understood and the most critical problems of fluid dynamics today. Open channel transitions are commonly used in hydraulic
structures in variety of situation to serve as link with minimum possible energy loss. Open channel transitions have been
studied extensively because of their use in water resources engineering and their efficacy in reducing the energy loss in
hydraulic structures. Transitions are provided, whenever the size or the shape of the cross section of an open channel
changes. Such changes are often required in natural and artificial channels for water structures economically as well as for
practical reasons. The transitions may be vertical or horizontal, contracting or expanding, sudden or gradually which are
required for subcritical or supercritical flows. The change in the cross section disturbs the flow in the contracted reach and
near it from both upstream and downstream. The change in the cross section, slope, and/or alignment over a specified reach
is termed local transition, such channel transition is used mainly to avoid or minimize the excessive energy loss, to eliminate
the cross waves, the resulting turbulence and to ensure safety of both the structure and the downstream channel reach. In the
design of hydraulic structures, designers do their best to avoid sudden transition of the flow by sudden contractions to ensure
smooth flow with minimum energy loss and to reduce turbulence pattern. As the flow passes through a bridge, a channel
transition in the form of contraction and subsequent expansion is involved. Since these transitions are meant for continuous
use, their role in minimization of the energy loss and attenuation of turbulence assumes significance. It is indispensable in
hydraulic engineering to investigate structures of turbulence behind of multi vents water structures in the expansion zone in
order to control turbulent flows and to design hydraulic structures properly. In designing of channel transitions, it is
necessary to avoid excessive energy loss, to eliminate cross waves and the turbulence, to ensure smooth streamlined flow, to
minimize standing waves, and to prevent the transition from acting as a choke influencing upstream flow. Free surface has a
unigue role in governing the turbulence in open channel flows. The phenomenon is usually so complicated that the resulting
flow pattern is not readily subjected to any analytical solution. So, a practical solution is possible, however, through
experimental investigation. The turbulent flow models in open channel flows were discussed by Garde [5,6], Rodi [12];
Nezu [10]. Measurements of turbulence characteristics in open channel flows using LDA have been pointed by several
investigators [7, 9, 13, 14]. Experimental investigation of turbulent structure of back facing step have been reported by
several investigators. [1, 8, 11, 3]. The main results of Formica were reported in Chow [2]. The present study of the how
characteristics and turbulence structure behind of multi vents water structures, is a typical case of separation at an abrupt
change of boundary. Thus, one of the purposes to study the turbulence behind of water structures in the expansion zone is to
gain in sight into the properties and interactions of these turbulent structures. Much less information is available regarding
the turbulence characteristics in the expansion zone of water structures.

Therefore, precise and accurate measurements of the energy loss are carried out to study the variation of the energy
loss upstream, within and downstream of the multi vents water structures. Also, the present research involves measurements
of mean and fluctuating flow characteristics such as streamwise and vertical turbulence intensities, and streamwise and
vertical mean velocity components in the expansion zone behind the multi vents water structures. The measurements are
carried out using a Laser Doppler Velocimetry(LDV)a non-intrusive Fiber Optic state of the art technique, in the expansion
zones of water structures at different contraction ratio b/B of 0.9, 0.8, 0.7, 0.6, 0.5 and 0.4 at different expansion angles 6 of
15°, 30°, 45°, 60°, 75°, and 90° for various bottom slope S, of 0.005, 0.01, 0.015, 0.02, and 0.025. Also, the objectives of the
present research are: to use LDV, which includes the data acquisition system, data processing to measure mean and
fluctuating flow characteristics at different locations in the expansion zones of the water structures; to conduct a comparative
study of the depthwise variation of streamwise and vertical turbulence intensities at different cross sections in the expansion
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zones of water structures, to make a comparative study of the depthwise variation of water structures, to make a comparative
study of the depthwise variation of streamwise and vertical mean velocity components. Similarly, the measurements were
made in the expansion zones along the centerline at relative depth ratio y/y, of 0.5 to study the variation of mean and
fluctuating flow characteristics.

II. THEORETICAL STUDY

In the flow over the water structure through a channel, part of pressure head will lost partly due to dissipation of
energy in separation zones, and partly due to friction between fluid and the channel wetted parameter. On the other hand, the
constriction of flow by contraction will result in a corresponding backwater build up. Figure.3 shows a definition sketch of
flow through contraction in sloping channel. The variables affecting the flow through the multi vents water structure are
shown on the figure and explained at the notation section. The functional relationship of the energy loss through the water
structure could be written as follows:
f,(gV,, Y, b,B,Yy,Vy, AE, AE, ,AEy ,S,,0) = 0 (1)

Using the dimensional analysis, the following dimensionless relationship is obtained:
A

E=6 [Fog 8.0 ] 2

Keeping in mind the properties on the non-dimensional quantities, the following expression could be obtained from
Eq. (2)

%=f3 [Fuﬁgﬁso'e] (3)

It may appear better to analyze the energy loss through the water structures as a ratio related to the upstream energy,
E.. Therefore, the E, is used instead of Y| in the left hand side of equation (3) which becomes:

AE b
a=f4[Fu'§ 'So'e] (4)
The energy loss through the transition is equal to the difference in specific energies before and after the transition.

From Fig.3, applying specific energy equation between sections (1-1) and (3-3)
2

ME= B, — By = (vu+ ) - (va+ L) )

And relative energy loss is expressed as
L (6)
Ey Ey
Similarly to equation (6), from Fig.3, applying the specific energy equation between sections (1-1) and (2-2) also

between sections (2-2) and (3-3).

ﬂ=1—E—‘,and @)
Ey Ey

ABq _ Bt _

Eq Ed 1 (8)

Where;

E., E: and Egq, specific energy upstream, within and downstream the water structure respectively, AE= total energy
loss between sections (1-1) and (3-3), AE, = upstream energy loss between sections (1-1) and (2-2), AE4 = downstream
energy loss between sections (2-2) and (3-3).By knowing either the value of velocity or water depth upstream, within and
downstream the multi water structure, the energy loss can be calculated by using equations (6), (7) and (8) for the known
values of discharges and different contraction ratios b/B at different expansion angles 6.

1. EXPERIMENTAL SET UP AND PROCEDURE

The experiments were carried out in a rectangular open channel that is 8.0m long, 0.3m width and 0.5m height with
glass wall 6 mm thick and a steel plate bed Fig.1 shows layout of the test facility. The water is supplied from a constant head
overhead tank to the flume at a desired discharge that is continuously monitored with an on-line orifice meter. The
discharges were measured using a pre-calibrated orifice meter in the feeding pipeline. And in-line discharge control valve
that is fitted into the main supplying pipeline was used to regulate the flow rate. Depth measurements were taken using a
needle point gauge with a reading accuracy of £ 0.10 mm. The flume side walls are made up of 6 mm glass sheets. A tail
gate is provided at the downstream end of the flume to maintain a required water depth of the channel flow. The water is
finally collected in a sump placed in the basement from where it is pumped back to the overhead tank by a 15 Hp pump. The
experiments were carried out using six different lateral contraction ratios, b/B of 0.9, 0.8, 0.7, 0.6, 0.5, and 0.4 and five
different expansion angles, 6 of 15°, 30°, 45°, 60°, 75°, and 90°. Five different channel bottom positive slopes, S, of 0.005,
0.01, 0.015, 0.02, and 0.025 were used to illustrate the effect of bottom slope on the flow characteristics due to contraction.
The slopes were selected based on the flume facilities. For each combination of lateral contraction ratio, b/B, expansion
angles, 6, and bottom slope, five different flow rates ranging from about 15 Lit/sec to 40 Lit/sec were used. The upstream
water depth was adjusted to produce a Froude number of approach ranging from 0.10 to 0.4. The flow through the transition
was always subcritical but it may changed to supercritical state just at the end of the transition or away from it, depending
upon the incoming flow rate, the applied flume bottom slope, the expansion angle and the contraction ratio. The effect of the
expansion angle © on the energy loss and turbulence intensities was also studied, for a different lateral contraction ratios b/B
and a different bottom slope S,. Channel transitions were fabricated from transparent prespex sheets. One type of
construction at the inlet was sudden and different expansions at the outlet were at expansion angles 6 of 15°, 30°, 45°, 60°,
75°, and 90° downstream of two vents water structure.
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V. LASER DOPPLER TECHNIQUE

The experimental data were collected using the two color back scatter Laser Doppler Velocimetry (LDV) system.
Fig.2 shows a block diagram of the two component LDV set up used for the measurements. A 5 Watt Argon-ion laser with
two laser beams; one blue (488nm) and one green (514.5nm), were focused at a measuring point from one side of the
channel through an optical lens. Two Burst Spectrum Analyzers (BSA) were used to evaluate the Doppler frequencies.
Subsequent computer analysis consisted of velocity bias averaging and outlier rejection. The number of samples taken at
every point was 5000 bursts. This correspond to a simple averaging time of about 100 seconds. The data rate was about (50-
60) per second. Before acquiring the data, the LDV signal was checked for its quality on a 100 MHz Gold storage
oscilloscope. The signal display as regular Doppler burst that correspond to a particle passing through the measuring volume.
The measurements were taken at different cross sections in the expansion zones downstream of two vents water structure for
different flow rate (Q). Fig.3 shows the location grid of the measuring stations.

With reference to the origin fixed at the channel bed and in the centre of lower vent as shown in Fig.3, transverse of
measuring volume was run to obtain the profiles of both the RMS of the streamwise and vertical turbulence intensities, and
streamwise and vertical mean velocity components. The measuring points were closely spaced in the region of high velocity
gradient. All the measurements were made for a constant free steam water depth of 31cm irrespective of the flow rate. To
obtain the vertical profiles of the mean and fluctuating flow quantities, the measurements were conducted in the vertical
plane at z/b= 0 and 0.3 at different cross sections at different flow rates. In the vertical direction at every profile, 30
measurements at 5mm intervals up to 60 mm from the bed boundary and 15mm for the rest were taken. Similarly, the
measurements were done in the expansion zones along the centerline at relative water depth y/y,= 0.5 to study the variation
of mean and fluctuating flow characteristics.

V. RESULTS AND DISCUSSION

The relative total energy loss with regard to the energy upstream of the multi water structure AE/E, is plotted as a
function of downstream expansion angles © of 15°, 30°, 45°, 60°, 75°, and 90° at different contraction ratios b/B of 0.9, 0.8,
0.7, 0.6, 0.5 and 0.4 at various bottom slope S, of 0.005, 0.01, 0.015, 0.02 and 0.025, Fig.4. The total energy loss is the least
value for channel contraction b/B of 0.9 and a maximum value for channel contraction b/B of 0.4. It is relatively small up to
the contraction ratio b/B of 0.7. The rate of increase in energy loss, Fig.4, is almost the same between the contraction ratios
b/B of 0.9 and 0.8; and 0.8 and 0.7. By taking the value of the rate of increase in energy loss between contraction ratios b/B
of 0.9 and 0.8; and 0.8 and 0.7 as a reference. This rate of increase in energy loss has the double value between the
contraction ratios b/B of 0.7 and 0.6. Similarly, this rate of increase in energy loss increases to about (5-6) times between b/B
of 0.6 and 0.5 and almost about (10-12) times between contraction ratios b/B of 0.5 and 0.4 as compared to the increase in
energy loss between the contraction ratios b/B of 0.9 and 0.8. This trend is almost the same for all other contraction. As the
expansion angle © increases up to 30°, the rate of increase in the head loss AE/E, is relatively high for all the contraction
ratios b/B, being very high for the contraction ratio b/B of 0.6. Above expansion angle © of 30°, the increase in the energy
loss is much slower. Particularly for expansion angle © greater than 45° at which the energy loss is almost constant for all
the practical purposes. Also, as shown in Fig.4, the energy loss AE/E, increases with the increase of bottom slope S,.

Fig.5 depicts the variation of total relative energy loss AE/E, with regard to the energy upstream with bottom slope
S, at different contraction ratios b/B of 0.9, 0.8, 0.7, 0.6, 0.5 and 0.4 at different expansion angles 6 of 15°, 30°, 45°, and
90°. From this figure, it can be observed that for a fixed expansion angle 6, the trend of variation between relative energy
loss AE/E, and bottom slope S, is increasing with a nonlinear trend. Also, at a particular bottom slope S,, relative energy loss
AEJ/E, as the channel contraction b/B increases.

Fig.6 shows the variation of relative total energy loss AE/E, with upstream Froude number F, for different
contraction ratios b/B of 0.9, 0.8, 0.7, 0.6, 0.5 and 0.4 for the flow rates Q of 15 Lit/sec and 40 Lit/sec. Several Froude
numbers respect to upstream depth were generated from these discharges by changing the depths for the given discharges. It
can be noticed from the figure that the relationship between F, and AE/E, is a family of curves. The nature of the trend of
variation of total energy loss AE/E, is similar in all cases of flow. The curves are extended backward from F,=0.05 and 0.1
for comparative purpose. With an increasing Froude number F,, the energy loss AE/E, increases with a slightly slower rate
up to F, = 0.2 say, for contraction ratio b/B > 0.5, the energy loss AE/E, is small up to say F,=0.1, after which energy loss
increases rapidly as Froude number F, increases above 0.1. The trend of variation of the relative energy loss AE/E, for b/B
=0.6 occupies an intermediate position between these two trends for contraction ratios b/B less than or equal to 0.7 or greater
than or equal to 0.5. Again for the same Froude number, F,, the relative energy loss increases rapidly as the channel
contraction increases. Especially, this increase is quite significant for the channel contraction greater than 0.7. For higher
Froude number above 0.2 (in the subcritical range of flow of the present investigation) this in increase is several folds
compared to the minimum channel contraction b/B of 0.9.

As shown in Fig.7, for each plot, the groups of curves representing the relationship between relative upstream
energy loss AE,/E, and upstream Froude number, F,, at various contraction ratios b/B of 0.9, 0.8, 0.7, 0.6, 0.5 and 0.4 at a
fixed value of angle 6 for different discharges Q of 15 Lit/sec and 40 Lit/sec. It clear that, the trend of variation AE//E, is
quite similar in its behavioral characteristics to the one described above for total energy loss AE/E,, but with reduced
magnitude, as AE, constitutes a part of the total energy loss AE. The study of each plot show that both AE,/E, and F,
increase with the increasing value of contraction ratio b/B. The value of AE/E, was nonlinear function of F,. Also, it is clear
that, with the same value of contraction ratio b/B, the AE,/E, increases with the increasing upstream Froude number F,. The
decrease of the channel contraction, reduces separation zone, decreasing the upstream energy loss. It can be observed that by
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extending the lower sides of curves through the point F,=0, AE,/E,=0, the hydrostatic condition prevails. An extension of the
upper limbs of the earlier curves, till it reaches an optimum value of contraction ratio b/B.

Fig.8 demonstrates the relationship between relative downstream energy loss AE4/E4 and upstream Froude number
F, for different contraction ratios b/B of 0.9, 0.8, 0.7, 0.6, 0.5, and 0.4 at a fixed value of expansion angle © for discharges of
15 Lit/sec and 40 Lit/sec. Again the resulting curves indicated the same trend as discussed above for AE and AE,. It is
observed that, the downstream energy loss, AE4 (at water structure outlet) are more than the corresponding upstream energy
losses (at water structure inlet), probably due to the creation of the larger recirculating fluid mass; separated flow at the
outlet of the water structure in the expansion zones. Fig.9 shows the variation relative energy (efficiency) E4/E, with
upstream Froude number F, for different contraction ratios b/B of 0.9, 0.8, 0.7, 0.6, 0.5 and 0.4 for discharges of 15 Lit/sec
and 40 Lit/sec at a fixed values of expansion angle and bottom slope. From this figure, it can be observed that for discharge,
the trend of variation between E4/E, and F, is decreasing with nonlinear trend. Also, at a particular F,, E4/E, increases as
channel contraction decreases. It is observed that the effect of F, on E4/E, is significant. The E4/E, increases non-linearly
with the decrease of F,. Also, the E4/E, increases as the discharge decreases. Fig.10 shows the variation of relation water
depth Y4/Y, as a function of upstream Froude number F, at different contraction ratios b/B of 0.9, 0.8, 0.7, 0.6, 0.5 and 0.4
for discharges of 15L.it/sec and 40 Lit/sec at a fixed value of bottom slope and expansion angle. It is clear that, the trend of
variation Y4/Y, is quite similar in its behavioral characteristics to the one described above for relative energy E4/E,. The
study of each plot shows that Y4/Y, increases as F, decreases with the decreasing of channel contraction. The value of Y4/Y,
was nonlinear function of F,. Fig.11 depicts the variation of relative heading up AY/Y, as a function of upstream Froude
number F, for different contraction ratios b/B of 0.9, 0.8, 0.7, 0.6, 0.5 and 0.4 for discharges of 15 Lit/sec and 40 Lit/sec at a
fixed values of expansion angle © and bottom slope S,. From this figure, it is observed that the effect of F, and Y4/Y, is
significant. The Y4/Y, increases non-linearly with the increase of F,. Also, at a fixed discharge Q, the trend of variation
between Y4/Y, and F, is increasing with a nonlinear trend. Also, at a particular F,, Y4/Y, increases as the channel contraction
increases.

Figs.12 and 13 depict the variation of streamwise and vertical components of turbulence intensities 0/U, and ¥ /U,
as functions of channel depths y/y, in the expansion zone of water structure at different expansion angles 6 of 15°, 30°, 45°
and 90° at different contraction ratios b/B of 0.7 and 0.5 for discharge of 40 Lit/sec along the depth at different cross
sections. The trend of variation of U/U, and ¥ /U, are similar in all the cases of expansion angles. The trend of U/U, and 0 /U,
in the expansion zones in all the cases of expansion angles 6 have higher values close to the bed, following a gradual fall in
the wall region defined by y/y,<0.2, reaching minima in the core region defined by 0.2<y/y,<0.6. Turbulence intensities 0/U,
and v/U, rise gradually and then rapidly in the upper region (free surface region) defined y/y,>0.6, reaching the maximum at
the free surface. The minimum turbulence intensities U/U, and 0 /U, always lie in the core region. The maximum turbulence
intensities occur close to the bed or at the free surface depending on the location of the profile station. The nature of these
variations is similar in all the cases of expansion angles, contraction ratios and discharges. Fig.13 shows the turbulence
intensities U/U, and ¥ /U, at b/B = 0.5 of the expansion angles 6 of 15°, 30, 45°, and 90°. The profiles of 4/U, and ¥ /U, in
the expansion zones of the hydraulic structures, which depict the turbulence behavior more dearly, in expansion angle 6 of
90° indicate large magnitude of turbulence in the wall and free surface regions, with fairly uniform turbulence in the core
region. However, for expansion angle ©=15°, turbulence profile is fairly uniform with comparatively less increase of the
turbulence in wall and free surface regions. In case of expansion angle ©=90°,as shown in Fig.13, the nature of variation in
turbulence intensities 0/U, and ¥ /U, at the entry of expansion zones and subsequent sections downstream is somewhat
distinct compared to the turbulence profiles in the case of gradual expansion © =15°. Herein, in the core region of sudden
expansion 6 of 90°, turbulence intensity profiles U/U, and ¥ /U, do not exhibit the tendency towards constancy unlike in the
gradual expansion, ©=15°. Generally in sudden expansion ©=90° after reaching the minimum turbulence intensities G/U,
and V/U, as the flow distance increases from the wall, the turbulence tends to increase consistently till the free surface is
reached. Turbulence intensities are particularly largest 0/U, = 45%, ¥ /U, = 29% and 0/U, =55%, 0/U,=35% at x/b=2, z/b=0
and x/b=2, z/b=0.3 closer to the wall region and free surface region respectively. Similarly, both the turbulence intensities
U/U, and ¥ /U, are large at all the sections investigated downstream of the inlet of expansion zone in 90° sudden expansion
in the wall region and free surface region. The general trend in variation of depthwise turbulence is similar in the expansion
zone up to x/b=6 observed in this work. Generally, the turbulence intensities 0/U, and ¥ /U, grows rapidly after the flow
separation and spreads in vertical direction in all cases of expansion angle. Also, it can be seen that the gradual expansion ©
of 15°, is more effective in minimizing the turbulence intensity in the expansion zones compared to the 90° expansion angle.
Downstream of the inlet of the expansion zone along the centerline, it is noted that, farthest downstream at x/b=6, turbulence
intensities U/U, and ¥ /U, along the axis and z/b=0.3 are lowest for 15° expansion. However increase sharply at the free
surface. Concluding, gradual expansion decreases the depthwise turbulence intensities 0/U, and ¥ /U, in wall and free
surface regions compared to the sudden expansion. This dampening effect could be attributed to the reduced magnitude of
surface waves observed in the gradual expansion compared to relatively larger surface waves in the 90° sudden expansion.
Further, the results show the influence of the expansion angle(diversion angle) on the turbulence intensities 4/U, and ¥ /U,,
which decrease with reduced diversion angle. Moreover with the increasing expansion and channel contraction, the vertical
variation in turbulence intensities U/U, and ¥ /U, become more pronounced. Changing rapidly in the wall, core and the free
surface region.

Figs.14 and 15 depict the variation of streamwise and vertical components of turbulence intensity fluctuations 0/U,
and ¥ /U, along the centerline at relative water depth y/y, = 0.5 above the bed in the expansion zones for the flow of 40
Lit/sec, at different contraction ratios b/B of 0.5 and 0.7, at different expansion angles 6 of 15°, 30°, and 90°. Clearly, the
trend of turbulence intensities 0/U, and ¥ /U, variation are quite similar in all the cases of expansion angles 6 and
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contraction ratio b/B. Following a slight general fall, reaching minima, turbulence rises rapidly to reach maxima with
subsequent monotonous decrease along the distance away from the outlet of hydraulic structure. Generally, maximum
turbulence intensities U/U, and ¥ /U, occur at the same location with slight shift noticed for gradual expansion 6 =30°. The
salient feature of the variation observed are as follow. For contraction ratios b/B of 0.7 and 0.5, the minimum values of /U,
and v /U, occurring at O< x/b< 1.5 for all the expansion angles. The maximum values of 0/U, and ¥ /U, accruing at
2.2< x/b< 4.5. Similar trends are observed for turbulence intensities U/U, and 0 /U, for all contraction ratios b/B of 0.5 and
0.7 of the different expansion angles 6 of 15°, 30°, and 90°. It may be concluded that downstream of the water structures
beyond specific values of x/b for instance 3.8, turbulence intensities U/U, and ¥ /U, are always higher in the case of 90°
sudden expansion and lower for most gradual expansion of 15°, for all contraction ratios b/B of 0.7 and 0.5. The trend is
exactly opposite as observed for x/b< 2.7. Also, it may concluded that turbulence intensity beyond x/b = 4.1 from the centre
of the hydraulic structure decreases with angle of diversion decreases and is subsequently higher as for sudden expansion
0=90°, the lowest for gradual expansion © of 15° and being the intermediate for gradual expansion ©6=30°. The trend is
reverse for x/b < 2.7where the turbulence intensity is higher for gradual expansion ©=15° and lower for 90° sudden
expansion. At x/b of 2.7 up to 4.2, the maximum turbulence intensities U/U, and ¥ /U, occur for all the expansion angles at
different contraction ratios b/B and all different spanwise locations. Also, with increasing channel contraction, the turbulence
intensities U/U, and ¥ /U, increase for all the cases.

VI. CONCLUSIONS
The conclusions arising out from this study can be summarized as follows:

Form the evidence of the variation of the total energy loss AE/E, with the expansion angle in the expansion zones
downstream of the water structures, it appears that up to expansion angle of 30° and decreasing the expansion angle, the head
loss decreases, but above this expansion angle of 30°, the effect of the boundary is insignificant. The energy loss is quite
high if the contraction ratio b/B > 0.7. The energy loss increases rapidly up to expansion angle of 30° and tends to remain
constant above expansion angle of 45°. Thus, expansion angle of 30° appears to be a critical angle defining a border value
between the maximum energy loss and the value up to which total energy loss increases rapidly as expansion angle increases
form 0° to 30°. The results indicate that, the most significant differences in energy loss occur with expansion angle in the
range less than 45°. The total energy loss AE/E,, upstream energy loss AE/E,, and downstream energy loss AE4/Eq4 of the
multi vents water structures, increase with the increasing value of both upstream Froude number and channel contraction.
The downstream energy loss (at hydraulic structure outlet) are more than the corresponding upstream energy loss (at
hydraulic structure inlet), probably due to the creation of the large recirculating fluid mass, separated flow at outlet of the
hydraulic structure in the expansion zones.

The streamwise turbulence intensities 0/U, and 0/U, are higher nearer the bed in the wall region defined by y/y,<
0.2 due to wall effect and the free surface region defined by y/y,> 0.6 due to free surface effect. In the intermediate core
region defined by 0.2 < y/y,<0.6, minimum turbulence intensities 0/U, and /U, occur, and consistently correspond to the
maximum streamwise mean velocity G/U,, occurring in the same zone approximately at the same location with the local
velocity gradient being zero. In the expansion zones, gradual expansion decrease the turbulence intensities 0/U, and 0 /U, in
wall and free surface regions compared to the sudden expansion. The maximum values of turbulence intensities u/U, and
U /U, occur either close to the bed or at the free surface. As a comprehensive observation, it noted that the streamwise
turbulence G/U, is always greater compared to the vertical turbulence ¥ /U,. Also, it is concluded that with the decreasing of
expansion angle and channel contraction in the expansion zone, turbulence intensities /U, and ¥ /U, decrease at all the
cases. Along the depth, the trend of variation of turbulence intensities are similar in all the expansion angles in the
expansion zone of hydraulic structures, and increase or decrease simultaneously of the all cases of expansion angles.

0 Vertical component of turbulence intensity in NOMECLATURE:
y- direction (RMS), b Width of hydraulic structure(total width)
x Longitudinal axis along channel length, B Natural channel width
y Transverse axis along channel height, @ Streamwise mean velocity in x-direction,
z Transverse axis along channel width, U, Streamwise mean free steam, velocity
S, Bottom slope. averaged over the cross section.
Q Flow discharge U Streamwise component of turbulence intensity in x-
6 Expansion angle direction (RMS),
RMS Root mean square v Vertical mean velocity in y-direction,
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ABSTRACT : Emergence is the creation of systems of greater dimension than the elements that create it. Emergence is a
phenomenon which is intrinsic to the way systems grow and evolve. Since the dawn of civilization, humans have made cities
to support their societies. These cities, although they have been the source of progress, have never been fully understood,
relying on traditions and trial-and-error processes for their growth. The reason for this is because they occur in the
emergent dimension, and later attempts to plan them and bring them under the control of a central planner have resulted not
in ordered cities, but disordered emergence .In this paper, we have discussed different aspects of emergence of cities and its
analysis.

Keywords: City, population, urban planning, urbanization, optimization.

I. INTRODUCTION

At present, the population and economic activities in the metropolitan area is over-intensive, and this creates
enormous pressure on urban operation. Developing a new city to expand urban space, optimize its structure, ease urban
pressure coming from the population growth, and enhance the urban competitiveness, has become one of the key issues in
the field of urban planning and management. In the context of this reality, the forecast and plan on urban spatial structure is
very important to the development of urban economy. In the globalization environment, economic model changes
substantially leading to population and industries to concentrate in the urban area where information, resources, capital, and
human resources exchange rapidly among cities. This change leads to competition, originally among nations, gradually
among cities [1]. One cannot predict the outcome of a city, but only try to determine the processes by which the city evolves.
Studying the rules that enable emergence will allow us to build the systems to deal with the complexity of the universe.

I1. CONTEXT

New cities are born at stochastically determined times when existing cities are larger than their optimal sizes and
unstable. Emergence of cities is affected by several attributes within different facets ranging from geography to economics to
environment. These variables have direct influences in the final characteristics of the emergent city [2]. In this work, primary
aim is to determine idea behind optimal emergence of a new city in order to develop a new town. Determining optimal
emergence from an initial setup is often a NP-class problem where solution cannot be expressed by formulae or algorithms.
This work utilizes Genetic Algorithm (GA) in an attempt to discover an optimal emergence from a given arbitrary initial
setup.

Genetic algorithms belong to the larger class of evolutionary algorithms (EA), which generate solutions to
optimization problems using techniques inspired by natural evolution, such as inheritance, mutation, selection, and
crossover. Genetic algorithms were developed by John Holland at the University of Michigan in the early 1970’s [3]. They
operate on a population (a group of individuals) of potential solutions applying the principle of survival of the fittest to
generate improved estimations to a solution. At each generation, a new set of approximations is created by the process of
selecting individuals according to their level of fitness and breeding them together using genetic operators inspired by
natural genetics. This process leads to the evolution of better populations than the previous populations [4].

I1l. PURPOSE
There are some researches examine city formation in a country whose urban population is growing steadily over
time, with new cities required to accommodate this growth [6]. There once was a time when designing new cities was one of
the most ambitious and urgent tasks for any urban designer and planner. The purpose of studying city formation theory is to
regulate the usage and construction of land. When a plan is drawn up it includes plans of where for example residential
areas, workplaces, park and garden areas and traffic will be placed in the city. Town planning is divided into different
planning levels. The more general plan directs how the more precise levels can be planned

IV. SIGNIFICANCE
Strategic urban planning is very important in ensuring sustainable utilization of land available in urban areas. A good urban
planning plan can help to promote development in an area as well as solve some of the problems that face urban areas such
as high population and sanitation problems. One of the importances of urban planning is to enable correction of mistakes that
had earlier being made in the design of urban areas. Effective urban planning takes into consideration all the demographic
factors in the area to ensure that the population has access to all the basic necessities of life.
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V. MOTIVATION
Last few decades witness a dramatic increase in city population worldwide associated with excessive urbanization
rates. This raises the necessity to understand the dynamics of urban growth process for sustainable distribution of available
resources.
In India, with controversies on migration to cities and increasing infrastructure problems in metros like Mumbai and
Delhi, the topic of urbanization is forcing itself on to the public sphere. There is a strong view worldwide, that cities that are
planned and developed by private enterprises are the solution to these problems. India is going to experience rapid
urbanization involving around 300 million people within the next two to three decades. This means that they will either drift
to existing cities, thus congesting them further, or move into new cities. If it is new cities, then they will have to be either
cities that are planned, or cities that evolve, more or less in an unplanned manner [5]. According to “A Vision of Smarter
Cities” published by IBM, 500 new cities are to be developed in the next 20 years. This is equivalent to an increase of seven
new cities at the size of city New York worldwide. And by 2050, 70% of the world population is expected to live in the
cities. Although rapid urbanization is an indication of economic and social progresses for emerging countries especially, the
global infrastructure is required to become smarter to cope with the environmental changes [1].

VI. LITERATURE SURVEY

In order to motivate this approach, it is useful to see how the extant literature has addressed them. The development of smart

city can be categorized into two types, emerging city and redeveloped city [1].

e Emerging Cities: This is mostly found in emerging countries. A typical example is the Masdar Initiative, a future green
city, of the United Arab Emirates, to be completed in 2015. Masdar is a city under construction with an area of 6.4 km2
accentuating the world’s very first city with zero waste, zero carbon emission, and zero radiation. The entire city is
designed to be a gigantic recycling system for all resources. All energies employed in the city are from renewable
energies, including solar, wind power, hydrogen, and green buildings implementing the concept of a sustainable city.

¢ Redeveloped Cities: This is found mostly in developed countries and often referred to as urban planning. A representative
city is the Amsterdam Smart City Project in the Netherlands. Although exploiting existing infrastructure in the city, the
energy efficiency is improved with additional sensors and control equipments. The landscape doesn’t seem to change
much after the redevelopment; however, through smart energy-saving technologies, carbon dioxide emission and energy
consumption have been reduced substantially leading to an improved quality of life and environment. An urban plan can
take a variety of forms including strategic plans, comprehensive plans, neighborhood plans, regulatory and incentive
strategies, or historic preservation plans. Urban planning (urban, city, and town planning) is a technical and political
process concerned with the control of the use of land and design of the urban environment, including transportation
networks, to guide and ensure the orderly development of settlements and communities. It concerns itself with research
and analysis, strategic thinking, architecture, urban design, public consultation, policy recommendations, implementation
and management [7].

This research work focuses on the first type, Emerging city and will help in understanding the process of formation of a city

on a particular land.

1.1 What is a city?
A city is a mesh of relationships between spaces. It begins once a space is built to provide a specialized function
that is not fulfilled by another existing space, and the two spaces are linked together by a communication system.

1.2 Development Strategy

In this work, following important aspects are considered in order to ensure how an effective city can be formed in a
particular place [1].

1.2.1 Smart Environment: The purpose is to establish a comfortable zoning guideline to make the best of land and to
contemplate lifestyle and safety in designing architectures. Urban zoning concept is incorporated in planning disaster
precaution system, against fire and typhoon especially. The area is further divided into regions, communities, and
architecture and block model for management purposes accordingly.

1.2.2 Smart Transportation: The purpose is to minimize the impact from traffic by promoting the mobility and accessibility
of public transportation in the city.

1.2.3 Smart Lifestyle: The purpose is to provide smart lifestyle in order to ensure Hazard prevention, health caring, power
saving and sustainability, smart and convenient, comfortable and convenient, and leisure standard of living, also to ensure
the success rate of services and products.

1.2.2 Smart Economy: Economy plays vital role in emerging city. Developing industries will boost job opportunities which
will help to improve economy of the city.

In order to implement this development strategy, this work can use products and services to be provided in a particular land
S0 as to analyze whether a city can be emerged in a particular area or not.

1.3 Urban Structure

Urban structure is the arrangement of land use in urban areas. Sociologists, economists, and geographers have
developed several models, explaining where different types of people and businesses tend to exist within the urban setting.
Urban structure can also refer to the urban spatial structure, which concerns the arrangement of public and private space in
cities and the degree of connectivity and accessibility.
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1.4 Urbanism

Since the dawn of civilization, humans have made cities to support their societies. These cities, although they have
been the source of progress, have never been fully understood, relying on traditions and trial-and-error processes for their
growth. The reason for this is because they occur in the emergent dimension, and later attempts to plan them and bring them
under the control of a central planner have resulted not in ordered cities, but disordered emergence. Urbanity is the
cooperation and mutual-support of large humbers of people in close proximity. It is inevitably emergent and to understand
the science of emergence is the key to inventing the first fully emergent urbanism, capable of resolving all the complexities
of a 21st century, sustainable city.
Designing cities is possible. The means of designing cities are, by the fact of the emergent nature of cities, completely
different from modern architectural practice. Understanding those means is what will enable us to carry out the will of the
billions of urbanites of the world: to live in more enjoyable, more beautiful environments, and be free to transform these
environments. And hence it becomes important to understand and develop theory that gives the possibility to build a city.

1.5 Real World Scenarios
An evolution or an emergence of a city can be a slow or a sudden quick process. It can depend upon multiple

factors, considering the resources, potentialities in different fields of the nation as a whole. Most of the times emergence of a

city is occurred when basically the, main city has been over crowded or a city is actually needed when the scope of particular

industries or educational institution is more.

The main factors for emergence/evolution of cities can be:

e The scope for an industry or educational institutions is given importance, i.e. the scale of activities like business trade,
commerce etc.

e The scale of socio economic and cultural activities has dramatically grown and the co activities has been affected and
thus the need of a new sister city is required.

Considering above mentioned factors, some real world scenarios can be considered as follows:

e Jamshedpur can be pointed out as the example for the first point of city evolved from industrial use. The city had
evolved from the vision of Jamsetji Tata, when he conceptualized his dream city, was built on the ideology that it would
comprise not merely Asia’s first fully integrated steel plant, but also embody a step towards building a new Nation[9].

e Between 1951 and 1961, the population of Mumbai rose by 50% and in the next decade by 80.8%.This rapid growth
was due to the increasing industrial and commercial importance of the city. It resulted in a deteriorated quality of life for
many of the city’s inhabitants. Expansion of the city was limited by the physical location of the city on a long, narrow
peninsula with few mainland connections. The goal was to shift population and commercial activities from Mumbai to
Navi Mumbai, which would be sustainable physically, economically and environmentally. The new city was projected
to gain two million people and 750,000 jobs from the 1970s through the 1990s [8].

1.6 Optimization

Optimization is a process that finds a best or optimal solution for a problem. The process of city / town planning can
be considered as optimization problem. In this work, primary aim is to determine idea behind optimal emergence of a new
city in order to develop a new town. Determining optimal emergence from an initial setup is often a NP-class problem where
solution cannot be expressed by formulae or algorithms. This work can further be implemented by using Genetic Algorithm
(GA) and can be an attempt to discover an optimal emergence from a given arbitrary initial setup.

VII. CONCLUSION
From this study of analysis of emergence of cities, it can be concluded that planning of a new city or redeveloping
an existing city is the area fall into optimization category of problem solving where computational techniques can be applied
in order to study them more clearly. Further research can be carried out in different facets and an approach for solving this
optimization problem of emergence of cities, Genetic Algorithm can be proposed in future.
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ABSTRACT: In Kosovo the electricity generation from lignite-fired power plants produces around 1 Mt/annually of fly ash
as combustion byproduct. The energy demand in Kosovo increases each year and the same with the lignite consumption that
directly leads to the increase of fly ash production. Since the first operation of first thermal power plant till now there are
around 27 Mt of unutilized fly ash, i.e. fly ash in Kosovo has not been treated or utilized at all. In the other hand, the
concrete industry, respectively cement production process is associated with CO, emission, around 5% of world’s CO,,
which is a greenhouse gas. The cement production is increasing due to high market needs and consequently more CO,
emission in the atmosphere. The results of studies and researches show that each tonne of cement contributes with the
emission of around 1 tonnne of CO,. In this paper, the studying of physical and mechanical properties of Kosovo B TPP Fly
ash intends to boost efforts for utilization of fly ash of Kosovo as partial cement replacement or admixture through its
standardization as construction product. The benefits of this utilization will be of great importance for saving the
environment, the improvements of many properties of concrete built with a certain percentage of fly ash, and finally with the
direct substitution of cement with fly ash which results with the decrease of CO, emissions from cement industry. The test
results of this study are in favor of these benefits.

Keywords: Kosovo, fly ash, compressive strength, flexural strength, initial setting, standardization.

l. INTRODUCTION

The fly ash produced in Kosova A and Kosova B thermal power plants has high lime content, i.e. it is calcareous fly
ash possessing cementitious and hydraulic properties [1]. As according to the ASTM C618 12a, the general classification of
Fly ash is done conform to the percentage content of CaO, and since the Kosovo fly ash is produced from burning lignite, the
test analyses showed that lime content in fly ash was 32.92 % [2]. The testing has been done in accordance with SIST EN
197-1, clause 3.1 and this percentage value classifies the Kosova B TPP Fly ash to Class C [3] [4]. Class C Fly ash in
addition of pozzolanic properties has also cementitious properties enabling the use of this ash in cement, respectively
concrete industry.

The chemical analyses regarding the composition of the fly ash from Kosova B TPP show no different or
exceptional properties comparing to the fly ashes from other countries. This similarity in chemical composition would pave
the way for utilization of Kosovo fly ash in the cement and concrete industry. As the chemical composition of fly ash
generally allows its use, then the physical and mechanical properties should be in accordance with the standards that depict
the use of fly ash in industry. This paper study aims to examine and test the basic physical and mechanical properties of the
Kosovo fly ash and standardize it as an industrial construction product. This utilization may have a fundamental importance
for producing green concrete: less CO2 emissions and less surface land pollutions.

1. FLY ASH PRODUCTION FROM LIGNITE COMBUSTION

According to European standard for Fly ash in Concrete, fly ash is defined as “Fine powder of manly spherical,
glassy particles derived from burning of pulverized coal, with or without co-combustion materials, which has pozzolanic
properties and consists essentially of SiO, and Al,O; [5].

Kosovo with lignite reserves around 14 Bt [6] has oriented its energy strategy towards the Thermal Power plants
with lignite as burning fuel. The total installed power capacity of TPP Kosova A and B is 1478 MW. The energy generation
only from Kosovo Energy Corporation TPPs is over 97%. The rest is from hydro-power-plants [7]. The Kosovo
Government has planned the construction of one other TPP unit “The New Kosovo”, with anticipated installed capacity 1000
MW in the first phase, and with another 1000 MW in the second phase [8]. The increase of generating capacities implies
increase of lignite consumption, more fly ash consequently.
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Table I: Kosovo lignite quality and parameters [9]
Ash content 12-21%. The average values 14-17%
Moisture content 35-50%
Heating values Bardh -Mirash 7800 KJ/kg
Sibovc 8100 KJ/kg

Total reserves 29% > 8.4 MJ/kg

43% 7.7-8.4 MJ/kg

25% 5.8-7.7 MJ/kg

Sulfur content 1 %. In all deposits/mines. The average content of combustible sulfur is 0.35%
Lime The concentration of lime is sufficient to absorb the SO, gas emitted during
combustion- no need for desulfurization of flue gases

From the analyses of Kosovo lignite, the content of ash in lignite is around 14-17% by mass [9]. This indicates that
from burning of 1ton lignite the residue ash is around 160 kg, 80% of which is captured by ESP as Fly ash [10]. A
calculation shows that up to 2012, in Kosovo there are around 27 Mt of unutilized fly ash. Only in 2012 the lignite
combustion in Kosova A and B TPP produced around 1 Mt of fly ash [4]. Taking an average of 16% of ash content in
Kosovo lignite, it the Table I it is shown the quantity of fly ash production during 2002-2012.

Table I1: Fly ash production in TPP Kosova A and Kosova B [11] [12]

Year | 2002 | 2003 | 2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012
Lignite Mt 523 | 5.64 [559 |6.27 |6.35 | 711 | 7.46 | 841 |9.34 | 9.11 | 9.35
consumption
Ash Mt 0.84 | 0.90 (0.89 |[1.00 |1.02 |1.14 |1.19 |135 |149 |146 |150
production
Fly ash | Mt 0.67 | 0.72 {0.72 [ 0.80 [ 0.81 | 091 | 095 | 108 |1.20 |1.17 |1.20
production

As it s shown, the residues of burning lignite are millions of tonnes of fly ash that up to now in Kosovo have not
been utilized at all. Explicitly said this ash is a waste. As many countries in the world utilize Fly ash either as direct cement
replacement in concrete production and/or as mineral additive in concrete for improving specific properties of mortars and
concrete, in Kosovo the Fly ash utilization is not taking place.

The use of fly ash in concrete industry has manifold advantages, apart from those environmental [13]. A brief
description includes the improved workability and consistency of concrete made with fly ash, reduction of water demand
[14], concrete pumping, compatibility, flow ability, reduced agglomeration, less risk of surface shrink holes [14], reduces
water segregation [15].

The crucial part of this study focuses on the physical and mechanical properties of Kosovo Fly ash with the aim of
standardizing this waste residue to a product conform to European Standard EN 450-1 for use in construction industry [5].
The results of this standardization would avoid all suspicions and concerns for the utilizations of Fly ash from KEK TPPs in
concrete industry. If not to the world, but in Kosovo this would be a milestone of a great importance, economically and
environmentally.

1. CHEMICAL AND MINERALOGICAL COMPOSITION OF KOSOVO B FLY ASH

The chemical composition favors to a great extent the utilization of fly ash in concrete industry as partial cement
replacement. Based on its chemical composition, or better said due to high CaO content (in % by mass), Kosova B Fly ash
belongs to calcareous fly ash, i.e. Class C fly ash [4].

Table I11: Chemical composition of Kosovo B fly ash

constituent formula
%/wght

Silica SiO, 29.7
Alumina Al,O; 10.65
Iron Oxide Fe,O, 6.18
Lime CaO 32.92
Magnesium oxide MgO 5.93
Sulfur SO, 9.98
Sodium oxide Na,O 0.74
Potassium oxide K,O 0.61
Loss on ignition 2.09

These chemical constituents influence the properties of concrete produced with a certain percentage of fly ash as
cement replacement or admixture.
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V. PHYSICAL AND MECHANICAL PROPERTIES OF FLY ASH OF KOSOVO B TPP
The ash samples for analyses of physical and mechanical properties were taken from Kosovo B TPP and physical
and mechanical analyses were conducted at laboratory ZAG, Department of materials, Laboratory for cement, mortar
and ceramics, Ljubljana, Slovenia. The analyses were conducted in conformity with European Standards SIST EN 450-
1:2005 5.2 and 5.3 [5].

Table IV: Physical properties of Fly ash

Component Measured Requirements Test method

SIST EN 450-1, cl. 5.3
Bulk density 2.56 g/cm’ - SIST EN 196-6
Fineness 35.9% [] 40%, N category SIST EN 451-2
Soundness (expansion) 1.1 mm 10 mm SIST EN 450-1, cl. 5.3.3
CEM | +EF
Water for standard SIST EN 450-1, cl. 5.3.5
consistency:
CEMI 30.0% -
CEMI+ EF 31.8% -
Initial setting SIST EN 450-1, cl. 5.3.5
CEMI | 185 min
CEM | + EF 260 min [1 370 min
Final setting SIST EN 450-1, cl. 5.3.5
CEMI 230 -
CEM | +EF 290 -
Activity index in 28 days | 79.5 % 0 75% SIST EN 450-, cl. 5.3.2
Activity index in 90 days | 87.1 % [ 85 % SIST EN 450-, cl. 5.3.2

4.1. Soundness 1.1 mm

According to Brown et al. “Soundness is the ability of a cement paste, mortar or concrete to withstand internal
stresses generated during cement hydration, without cracking [16]. During the process of hydration of cement blended with
fly ash, the presence of expanding oxides as CaO and MgO reacting with water form respective hydroxides Ca(OH), ,
Mg(OH), which have large molecular volume. This leads to internal stresses in concrete followed by cracks consequently
[17]. In the case of Kosovo B TPP fly ash the expansion doesn’t exceed 1.1 mm, which is in full compliance with the
requirements of SIST EN 450-, cl. 5.3. [5]. The testing method according to SIST EN 196-3 [18], limits this soundness up to
10 mm, that our Fly ash, is very sound. The test designs a proportion of mixture of 30%/mass of calcareous fly ash and
70%/mass of cement CEM 1.

4.2. Fineness 35.9 %

Fineness or particle size of fly ash is measured, commonly by sieve analysis and is expressed as the proportion of
mass in percent of the ash retained when wet sieved on a 0.045 mm mesh sieve. This physical property is very important
because the specific surface of fly ash directly influences the compressive and tensile splitting strength of concrete made
with a certain percentage of fly ash [19]. The fineness is expressed as the mass proportion in percent of the ash retained
when wet sieved on a 0.045 mm mesh sieve. The fineness is determined in accordance with the SIST EN 451-2, Method for
testing fly ash-Part 2: Determination of fineness by wet sieving. This standard limits the fineness for category N not to
exceed the value 40% by mass, and the Kosovo B fly ash with fineness 35.9% is compatible with the European standard.

4.3. Water for standard consistency 31.8%

This is determined in conformity by the method prescribed by European Standard SIST EN 451-1, Cl. 5.3.5. The
test result for CEM 1+ Fly ash is 31.8%, whilst only for CEM I is 30%. Even though the European Standard SIST EN 451-
1 does not have any requirement for water for standard consistency, this represents a fluctuation because the use of fly ash in
concrete/cement generally should reduce the water demand for achieving the same consistency as cement alone [ 14].

4.4. Initial setting time 260 min

It represents the time when the cement paste, in our case cement + fly ash starts to stiffen. The test regarding the
initial setting time of cement alone shall meet the requirements specified in EN 197-1 [20], that in our case for CEM |
(Portland cement CEM 1 42, 5 R) is 185 min. The determination of the initial setting time of CEM + Fly ash is done in
accordance with SIST EN 450-1: 2005+A1:2007 (E), respectively EN 196-3 [18] and the setting time is 260 minutes,
which is smaller than the standards requirement <370 min, i.e. this is in compliance with the European standard requirement.

4.5. Activity index

Activity index is ratio of the compressive strength of cement paste, mortar or concrete with fly ash to that of
compressive strength of control sample. As the compressive strength of the sample with or without fly ash is determined at
the age of 28 days and 90 days, under the same curing conditions, here are presented the tests results for respective ages
[20].
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4.5.1. In 28 days 79.5 %
This is determined in accordance with SIST EN 450-1, cl.5.3, and the testing method conform SIST EN 450-1, cl.
5.3.2, which require the value/ratio not to be less than 75%. The activity index of Kosovo fl ash in 28 days is 79.5% that is in
full compliance with the requirements of standard.

4.5.2. In 90 days 87.1 %

This is also determined in accordance with SIST EN 450-1, cl.5.3, and the testing method conform SIST EN 450-1,
cl. 5.3.2, which require the value/ratio not to be less than 85%. The activity index of Kosovo fly ash in 90 days is 87.1 % that
is in full compliance with the requirements of standard.

4.6 Flexural and Compressive strength of cement CEM | 425 R

In the Table V are shown the flexural strength and compressive strength of CEM | 42. 5 R, which is considered to
be the referent sample with which we will compare these two mechanical properties of cement mixed with fly ash. The
analyses are done in accordance with SIST EN 197-1, which is the European Standard for cement [21], and SIST EN 196-1,
which is the European standard for testing cement [22]. Both, flexural strength and compressive strength were tested at two
ages, 28 and 90 days.

Regarding the flexural strength the SIST EN 197-1 does not set any requirements, but for compressive strength it
does. The mean value of three measurements, at 28 days is 60.6 Pa. This is in compliance with the aforementioned standard.

Table V: Compressive strength and flexural strength of CEM 1 42.5 R

Strength measurement Requirement | Test

MPa SIST EN method
1 2 3 Mean 197-1

Flexural 9.1 8.1 9.1 8.7 -

28d

Flexural 9.0 9.2 9.2 9.2 -

90d SIST EN

Compressive | 60.2 | 59.3 | 60.2 | 59.5 | 62.4 | 61.8 | 60.6 [142.50162.5 196-1

28d

Compressive | 69.2 | 67.9 | 69.6 | 66.9 | 66.6 | 69.2 | 68.2 =

90d

4.7. Flexural and Compressive strength of mixture of CEM | + Fly Ash (SIST EN 450-1, cl. 5.3.2)

The flexural and compressive strength tests of the mixture of CEM 1 42.5 R and Fly ash were also carried out in
accordance with SIST EN 450-1, cl. 5.3.2. This in fact is the crucial part of this paper: The replacement of a certain part of
cement by fly ash. The tests for determining flexural and compressive strength were performed at two ages: 28, respectively
90 days.

Table VI: Flexural and Compressive strength of mixture of CEM | 42.5 R + Fly Ash

Strength measurement Requirement | Test

MPa SIST EN method
1 2 3 Mean 107-1

Flexural 6.9 7.6 6.7 7.1 -

28d

Flexural 8.2 8.0 9.0 8.4 -

90d SIST EN

Compressive | 48.2 | 48.9 | 479 | 47.4 | 47.7 | 49.1 | 48.2 196-1

28d

Compressive | 59.0 | 60.7 | 59.1 | 58.3 | 59.4 | 59.8 | 59.4 -

90d

The comparison of flexural and compressive strengths of mix CEM | + Fly ash with the one that is considered as
referent, i.e. only cement paste, in fact justify the use of fly ash as cement replacement; the achieved values of these two
strengths are very satisfying for utilizing of the fly ash. These tests that prove that Kosovo Fly ash meets the necessary
requirements of standards, support the aim of this study for utilizing the fly ash of Kosovo as construction material by using
as cement replacement in concrete production industry.

Table VII: Comparison of Flexural and Compressive strength

Strength (MPa) Flexural Compressive

Age (days) 28 90 28 90
CEM | (Referent) 8.7 9.2 60.6 68.2
CEM | + Fly Ash 7.1 8.4 48.2 59.4
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VI. CONCLUSIONS

The energy generation sector in the Republic of Kosovo is profoundly dependant from the energy production by
thermal power plants. These plants use lignite as fuel for combustion. Apart from the emissions of greenhouse gases the
process of lignite combustion produces around 1 Mt of fly ash annually. A simple calculation shows that since the first
operation of first TPP Unit, in Kosovo there were produced more than 27 Mt of unutilized ash, and due to the increase of
electricity generation this amount increases daily. Up to now, this ash has been considered as a waste and nothing was done
for its utilization. Being so, it represents not only a waste that should be stockpiled, but it also represents an industrial
pollutant of environment that must be considered very seriously.

This study aims to turn this industrial waste to an industrial construction product. The study of the chemical and
mineralogical composition of Kosovo fly ash proved that many of its properties are in compliance with European Standard
EN 450-1, which depicts the properties of the fly ash for use in concrete. The chemical analyses showed many advantages
for utilization, but the content of CaO and MgO was higher and represented a fluctuation from the standard(s). This
excessive content of these two oxides may lead to unsoundness of concrete made with a certain amount of fly ash. But,
through this study of physical and mechanical properties, the test results prove brilliantly that Kosovo fly ash is very suitable
for utilization in concrete industry, overcoming the concerns of unsoundness. The test regarding the soundness that was a
concern from the chemical analyses showed that Kosovo fly ash is in full compliance with the SIST EN 450 requirements.
The standard requires the value to be <10 mm, and the expansion (soundness) factor of Kosovo fly ash is much lower, <1.10
mm. Thus, concrete made with Kosovo fly ash will not undergo any undesired expansion that would cause cracks in the
concrete. The fineness or particle size of fly ash which is a very important factor because directly affects the rate of
hydration process of fly ash (cement) is very compatible with the requirements of standards. The setting time, both initial
and final times meet the standard’s requirements. These setting times are of importance because directly affect many
properties of concrete such as strength, workability, placement, pumping etc. Regarding the water requirement for standard
consistency, although the EN 450-1 does not apply any limit because Kosovo fly ash belongs to fineness class N, Kosovo fly
ash show a discrepancy from the general properties of use of fly ash in concrete. Normally for achieving a specific
consistency of cement (concrete) the presence of fly ash should reduce the water demand. This is an open issue to be
considered for farther studies.

Two mechanical properties, compressive and flexural strength of cement paste made with an addition of Kosovo B
fly ash showed very impressive results. These two achieved values of flexural and compressive strength definitely justify the
use of Kosovo fly ash in concrete industry as partial cement replacement. The importance of this use is doubled: we will
recycle the waste (fly ash) by use in concrete, and indirectly we reduce the CO, emissions resulting from the cement
production industry.
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ABSTRACT: The Sinks are vivacious in many wireless sensor network (WSN) solicitations for competent data
accumulation, confined sensor reprogramming, and for extricating and revoking conceded sensors. However, in sensor
networks that make use of the temporal key dissemination schemes for pairwise key naissance and endorsement between
sensor nodes and mobile sinks, the engross of mobile sinks for data assortment exalts a new reassurance challenge: in the
basic probabilistic and g-composite key redistribution schemes, a mugger can easily procure a hefty number of keys by
apprehending a small fraction of nodes, and hence, can gain control of the network by arraying a simulated mobile sink
preloaded with some conceded keys. This critique designates a multifarious level general framework that authorities the use
of any pair wise key redistribution scheme as its basic component. The new framework necessitates two separate key pools,
one for the mobile sink to retrieve the network, and one for pair wise key disposition between the sensors. To auxiliary
condense the reimbursements initiated by predetermined access node replication attacks; we have underwired the
authentication mechanism between the sensor and the stationary access node in the propositioned framework. Through
detailed analysis, we show that our security framework has sophisticated network resilience to a mobile sink replication
attack as compared to the polynomial pool-based scheme.

Keywords: Distributed Security, Wireless Sensor Networks, Mobile Sinks

l. INTRODUCTION

The Recent advances in electronic technology have paved the way for the development of a new generation of
wireless sensor networks (WSNs) consisting of a large number of low-power, low-cost sensor nodes that communicate
wirelessly. Such sensor networks can be used in a wide range of applications, such as, military sensing and tracking, health
monitoring, data acquisition in hazardous environments, and habitat monitoring. The sensed data often need to be sent back
to the base station for analysis. However, when the sensing field is too far from the base station, transmitting the data over
long distances using multichip may weaken the security strength (e.g., some intermediate may modify the data passing by,
capturing sensor nodes, launching a wormhole attack, a sybil attack, selective forwarding sinkhole), and increasing the
energy consumption at nodes near the base station, reducing the lifetime of the network. Therefore, mobile sinks (MSs) (or
mobile soldiers, mobile sensor nodes) are essential components in the operation of many sensor network applications,
including data collection in hazardous environments localized reprogramming, oceanographic data collection, and military
navigation.
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Fig. 1.1 Various Components in Sensor Nodes
In many of these applications, sensor nodes transmit critical information over the network; therefore, security
services, such as, authentication and pairwise key establishment between sensor nodes and mobile sinks, are important.
However, the resource constraints of the sensors and their nature of communication over a wireless medium make data
confidentiality and integrity a nontrivial task. Traditional schemes in ad hoc networks using asymmetric keys are expensive
due of their storage and computation cost.
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Fig. 1.2 Sequential Process of Mobile Sink Replication in Sensor Nodes

These limitations make key redistribution scheme tools of choice to provide low cost, secure communication
between sensor nodes and mobile sinks. However, the problem of authentication and pairwise key establishment in sensor
networks with MSs is still not solved in the face of mobile sink replication attacks. For the basic probabilistic and g-
composite key redistribution schemes, an attacker can easily obtain a large number of keys by capturing a small fraction of
the network sensor nodes, making it possible for the attacker to take control of the entire network by deploying a replicated
mobile sink, preloaded with some compromised keys to authenticate and then initiate data communication with any sensor
node. To address the above-mentioned problem, we have developed a general framework that permits the use of any pair
wise key redistribution scheme as its basic component, to provide authentication and pairwise key establishment between
sensor nodes and MSs. To facilitate the study of a new security technique, we first cultivated a general three-tier security
framework for authentication and pairwise key establishment, based on the polynomial pool-based key redistribution
scheme.

The proposed technique will substantially improve network resilience to mobile sink replication attacks compared
to the single polynomial pool-based key redistribution approach, as an attacker would have to compromise many more
sensor nodes to launch a successful mobile sink replication attack. In the new security framework, a small fraction of the
preselected sensor nodes, called the stationary access nodes, act as authentication access points to the network, to trigger the
sensor nodes to transmit their aggregated data to mobile sinks. A mobile sink sends data request messages to the sensor
nodes via a stationary access node. These data request messages from the mobile sink will initiate the stationary access node
to trigger sensor nodes, which transmit their data to the requested mobile sink. The scheme uses two separate polynomial
pools: the mobile polynomial pool and the static polynomial pool. Using two separate key pools and having few sensor
nodes that carry keys from the mobile key pool will make it more difficult for the attacker to launch a mobile sink replication
attack on the sensor network by capturing only a few arbitrary sensor nodes. Rather, the attacker would also have to capture
sensor nodes that carry keys from the mobile key pool. Keys from the mobile key pool are used mainly for mobile sink
authentication, and thus, to gain access to the network for data gathering.

1. LITERATURE SURVEY

Classic routing strategies [12], [13] are usually based on a hierarchical organization of the nodes in the network. In
fact, the simplest way to aggregate data flowing from the sources to the sink is to elect some special nodes which work as
aggregation points and define a preferred direction to be followed when forwarding data. In addition, a node may be marked
as special depending on many factors such as its position within the data gathering tree [4], its resources [35], the type of
data stored in its queue [16], [7], or the processing cost due to aggregation procedures [8]. According to the tree-based
approach [1], [3], [6] a spanning tree rooted at the sink is constructed first. Subsequently, such a structure is exploited in
answering queries generated by the sink. This is done by performing in network aggregation along the aggregation tree by
proceeding level by level from its leaves to its root. Thus, as two or more messages get to a given node, their aggregate can
be computed exactly. However, this way of operating has some drawbacks as actual wireless sensor networks are not free
from failures. More precisely, when a packet is lost at a given level of the tree, e.g., due to channel impairments, the data
coming from the related sub tree are lost as well. In fact, a single message at a given level of the tree may aggregate the data
coming from the whole related sub tree. In spite of the potentially high cost of maintaining a hierarchical structure in
dynamic networks and the scarce robustness of the system in case of link/device failures, these approaches are particularly
suitable to design optimal aggregation functions and perform efficient energy management.

In fact, there are some studies where the sink organizes routing paths to evenly and optimally distribute the energy
consumption while favouring the aggregation of data at the intermediate nodes [6], [9], [10]. In [9] the authors compute
aggregation topologies by taking into account the residual energy of each node through linear programming. Further
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algorithms can be found in [4], [5], [11], [12]. In [11] the authors investigate which nodes in the network can be exploited as
aggregation points for optimal performance. In [14], [12] the focus is on the nodes that should be entrusted with the
transmission of the sensed values, whereas in [15] the emphasis is put on the proper scheduling of sleeping/active periods.
Often, optimal paths are calculated in a centralized manner at the sink by exploiting different assumptions on the data
correlation and selecting the best aggregation points by means of cost functions [13]. Recently, also tree-based schemes for
real time or time-constrained applications have been proposed [14]-[16]. The pairwise key establishment problem, however,
is still not solved. For the basic probabilistic [12] and the q composite [13] key pre-distribution schemes, as the number of
compromised nodes increases, the fraction of affected pairwise keys also increases quickly. As a result, a small number of
compromised nodes may affect a large fraction of pairwise keys. Although, the random pairwise key does not suffer from the
above-mentioned problem, given a memory constraint, the network size is strictly limited by the desired probability that two
sensor nodes share a pairwise key, as also by the number of neighbour nodes with which a sensor can communicate. An
enhanced scheme using the t-degree bivariate key polynomial was proposed by Liu et al. [14]. They developed a general
framework for pairwise key establishment using the polynomial-based key pre-distribution protocol [21] and the
probabilistic key distribution in [12] and [13]. Their scheme could tolerate no more than compromised nodes, where the
value of t was limited by the memory available in the sensor nodes.

I, METHODOLOGY

3.1 Existing Method

Three different routing metrics, that aims at an appropriate tradeoff between the detection performance and the energy
expenditure. In particular, each metric relates the detection performance explicitly in terms of probabilities of detection and
false alarm, with the energy consumed in sensing and routing. Prior to deployment, each mobile sink randomly picks a
subset of polynomials from the mobile polynomial pool. In our scheme, to improve the network resilience to mobile sink
replication attack as compared to the single polynomial pool based approach, we intend to minimize the probability of a
mobile polynomial being compromised if Rc sensor nodes are captured. As an adversary can use the captured mobile
polynomial to launch a mobile sink replication attack, the routing problems are formulated as combinatorial optimization
programs, and we provide solutions drawing on operations research.

3.2 Disadvantages

The Neyman—Pearson criterion widely adopted for target detection and surveillance related applications. This
formulation, as far as we are aware, is the first one which accounts for both the energy consumption in sensing and routing,
and detection performance (in terms of detection probability and false alarm probability) at the same time. The detection
performance and the energy expenditure are considered jointly in a different but interesting way by which an appropriate
tradeoff between them is attained. Provide algorithms for solving those formulated integer programming problems, based on
state-of-the-art operations research results.

3.3 Proposed Method

The study presented a general three-tier security framework for authentication and pairwise key establishment
between mobile sinks and sensor nodes. The proposed scheme, based on the polynomial pool-based key redistribution
scheme substantially improved network resilience to mobile sink replication attacks compared to the single polynomial pool-
based key redistribution approach.

Multilevel Security
Scheme Access Point

l

Mobile Sinks Authentication 4>

Access Point

Sensor(WSN)

Fig 3.1 Data Flow Diagram
Using two separate key pools and having few stationary access nodes carrying polynomials from the mobile pool in
the network may hinder an attacker from gathering sensor data, by deploying a replicated mobile sink. Analysis indicates
that with 10 percent of the sensor nodes in the network carrying a polynomial from the mobile pool, for any mobile
polynomial to be recovered, the attacker would have to capture. They act as authentication access points for the network and
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trigger sensor nodes to transmit their aggregated data to the mobile sinks. A mobile sink sends data request messages to the
sensor nodes via a stationary access node. The mobile sink’s data request messages will initiate the stationary access node to
trigger sensor nodes to transmit their aggregated data to the requested sink. Each stationary access node may share a mobile
polynomial with a mobile sink. All sensor nodes, including the stationary access nodes, randomly select a subset of
polynomials from the static polynomial pool. The advantage of using separate pools is that mobile sink authentication is
independent of the key distribution scheme used to connect the sensor network. We divide our scheme into two stages: static
and mobile polynomial pre-distribution and key discovery between a mobile sink and a sensor node.

Diata Faquest

Mobile sinkreplication

Stationary Acosss
HNoda Feaplication

Fig 3.2 Use Case Diagram

Uszer Authenticator

3.4 Advantages
The three-tier security scheme is more robust against a stationary access node replication attack. The authentication
mechanism between the stationary access nodes and sensor nodes using one-way hash chains algorithm in conjunction

with the static polynomial pool-based scheme. The mobile polynomial pool are used to establish the authentication between
mobile sinks and stationary access nodes, which will enable these mobile sinks to access the sensor network for data
gathering. The random pairwise keys scheme randomly picked pairs of sensor nodes and assigned each pair a unique random
key. Both schemes improved the security over the basic probabilistic key redistribution scheme. Using two separate key
pools and having few sensor nodes that carry keys from the mobile key pool will make it more difficult for the attacker to
launch a mobile sink replication attack on the sensor network by capturing only a few arbitrary sensor nodes.

V. POLYNOMIAL POOL-BASED SCHEME

List of Modules

1. Mobile Sink

2. Q-Composite Key Scheme

3. Sensor Nodes

4. Mobile Sink Replication

5. Access Node Replication
Module Description

1. Mobile Sink

In this module, a mobile sink sends data request messages to the sensor nodes via a stationary access node. These

data request messages from the mobile sink will initiate the stationary access node to trigger sensor nodes, which transmit
their data to the requested mobile sink.

WWW.ijmer.com 3331 | Page



International Journal of Modern Engineering Research (IJMER)
Www.ijmer.com Vol. 3, Issue. 6, Nov - Dec. 2013 pp-3328-3335 ISSN: 2249-6645

Sensor WNetworks with Mhfobile Sinks

Sxystern Architectiire

Q-cormposite
e I

Caprurs Samsornodss

Elew
Establisment

hiobile Sink
F.eplication

Cathering Sensor data

-

Polynomial
Poaols

One Way Elash

Authentication

Stationary
accass MNods
Faplication

Acttaclk

Fig. 4.1 Proposed Method Architecture

2. Q-Composite Key Scheme

Since this module is a three-tier security, we present the probability of a mobile polynomial being compromised;
hence, an attacker can make use of the captured mobile polynomial to launch a mobile sink replication attack against the
sensor network. For an attacker to launch a mobile sink replication attack on the network, the adversary has to compromise
at least one polynomial from the mobile polynomial pool. The adversary must capture at least a specific number of stationary
access nodes that hold the same mobile polynomial.

3. Sensor Nodes

This module is based on the polynomial pool-based key redistribution scheme substantially improved network
resilience to mobile sink replication attacks compared to the single polynomial pool-based key redistribution approach.
Using two separate key pools and having few stationary access nodes carrying polynomials from the mobile pool in the
network may hinder an attacker from gathering sensor data, by deploying a replicated mobile sink.

4. Mobile Sink Replication

In this module, the attacker is able to launch a replication attack similar to the mobile sink replication attack. After a
fraction of sensor nodes have been compromised by an adversary, captured static polynomials can be loaded into a replicated
stationary access node that transmits the recorded mobile sink’s data request messages to trigger sensor nodes to send their
aggregated data.

5. Access Node Replication

In this module, we have strengthened the authentication mechanism between the stationary access nodes and sensor
nodes using one-way hash chains algorithm in conjunction with the static polynomial pool-based scheme. They developed a
general framework for pairwise key establishment using the polynomial-based key redistribution protocol and the
probabilistic key distribution in the basic probabilistic and g-composite key redistribution schemes, an attacker can easily
obtain a large number of keys by capturing a small fraction of the network sensor nodes, making it possible for the attacker
to take control of the entire network by deploying a replicated mobile sink, preloaded with some compromised keys to
authenticate and then initiate data communication with any sensor node.

V. EXPERIMENTAL RESULT

“NET” is also the collective name given to various software components built upon the .NET platform. These will
be both products (Visual Studio.NET and Windows.NET Server, for instance) and services (like Passport, .NET My
Services, and so on). The code that target .NET, and which contains certain extra Information - “metadata” - to describe
itself. Whilst both managed and unmanaged code can run in the runtime, only managed code contains the information that
allows the CLR to guarantee, for instance, safe execution and interoperability. The multi-language capability of the .NET
Framework and Visual Studio .NET enables developers to use their existing programming skills to build all types of
applications and XML Web services. The .NET framework supports new versions of Microsoft’s old favorites Visual Basic
and C++ (as VB.NET and Managed C++), but there are also a number of new additions to the family. Visual Basic .NET has
been updated to include many new and improved language features that make it a powerful object-oriented programming
language. These features include inheritance, interfaces, and overloading, among others. Visual Basic also now supports
structured exception handling, custom attributes and also supports multi-threading.. During system analysis the feasibility
study of the proposed system is to be carried out. This is to ensure that the proposed system is not a burden to the company.
For feasibility analysis, some understanding of the major requirements for the system is essential
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VI. CONCLUSION

In this paper, we have projected a general three-tier security framework for authentication and pairwise key
establishment between mobile sinks and sensor nodes. The proposed scheme, based on the polynomial pool-based key
redistribution scheme substantially improved network resilience to mobile sink replication attacks compared to the single
polynomial pool-based key redistribution approach. Using two isolated key pools and having few stationary access nodes
carrying polynomials from the mobile pool in the network may hinder an attacker from gathering sensor data, by deploying a
replicated mobile sink. Analysis indicates that with 10 percent of the sensor nodes in the network carrying a polynomial from
the mobile pool, for any mobile polynomial to be recovered, the attacker would have to capture multiple times more nodes as
compared to the single polynomial pool approach.

6.1 Future Work

We have further improved the security performance of the proposed scheme against stationary access node
replication attack by strengthening the authentication mechanism between stationary access nodes and sensor nodes. We
used the one-way hash chains algorithm in conjunction with the static polynomial pool-based scheme.
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ABSTRACT: An oil prone community were identified as the study area, and this community has three quarters which are
Orgonoko, Kana and Arunton. Soil samples were collected at the depths of 0-15 cm and 15-30cm at each sampling point.
Four (4) samples each were collected from each quarters. These soil samples were analysed for physico-chemical properties
that reflect soil nutrient content and fertility status in the laboratory using standard methods and the results from these three
areas compared. Evidence of severe hydrocarbon contamination was established by high average extractable hydrocarbon
content of 66,034mg/kg in Orgonoko and 31,328mg/kg in Kana and was compared to that of Arunton having total
hydrocarbon content of 882mg/kg. High electrical conductivity as well as high moisture content all provided evidence of
reduced metabolic activities on the affected sites (Orgonoko and Kana) explains the relatively high total organic carbon
values obtained. Also, there were increase in the salinity levels of 24ppm and 13ppm for Orgonoko and Kana quarters
respectively when compared to 6ppm in Arunton quarter. From the data obtained, the average pH value in samples analysed
in Orgonoko area was 5.3 and that obtained in Kana was 5.7. Both values shows that the soils in these areas are acidic
compared to the pH in Arunton which has the average value of 6.1. A pH value between 6.5 and 7.5 is considered optimum
for the growth of many plants.

These high values means that Orgonoko and Kana soils (areas) are affected with oil spillage, therefore, it implies
low soil fertility, which in turn implies low agricultural productivity and reduced source of livelihood in the affected areas.

Keywords: Oil spills, Contamination, Soil properties, Soil Fertility, Soil moisture,

l. INTRODUCTION

Oil production has continued to play a dominant role in the Nigerian economy, ranging from generation of foreign
exchange to serving as a source of energy to run the nation‘s Economy. Industries cannot function effectively with the use of
refined petroleum products Easy and faster means of transportation would have been impossible without pipelines.
Production of other necessary needs of man derived from crude oil would not have been possible if crude oil was not
discovered and exploited. The above-mentioned benefits and lots of others have shown that crude oil has been a blessing to
man and the nation as a whole.

On the other hand, the process of employing modern technology in the exploration, production, processing and

storage of this God- given resources has resulted in the abuse of man’s environment directly or indirectly.
Bodies of water are polluted, leading to the destruction of useful aquatic lives. Cultivable lands are rendered uncultivable due
to loss of soil fertility. Diseases due to polluted lands, water and air are on the increases. There are reports from the various
communication media about community disturbances by youth in the host communities who feel cheated by these oil
companies ‘harvesting gold’ in their land and leaving nothing in return. Large sums of money are lost daily due to shut down
in oil production. Some of the oil company staffs have lost their lives to irate youths, who want to enjoy from the boom and
not to be left in the doom. All these problems of pollution, fertility loss, rampant spread of diseases, loss of aquatic lives,
killings, money loss, fire outbreaks, shut down in the oil production and community disturbances are traced to crude oil
spillage.

Contamination of soil by oil spills is a wide spread environmental problem that often requires cleaning up of the
contaminated sites. These petroleum hydrocarbons adversely affect the germination and growth of plants in soils (Samina
and others, 2002). Qil spills affect plants by creating conditions which make essential nutrients like nitrogen and oxygen
needed for plant growth unavailable to them (Adam and others, 2002). Phytoremediation is an alternative to more expensive
remediation technologies because it is a feasible, effective and non-intrusive technology that utilizes natural plant processes
to enhance degradation and removal of oil contaminants from the environment (Marmiroli and others, 2003). All stages of
oil exploitation impact negatively on the environment, and the greatest single intractable environmental problem caused by
crude oil exploration in the Niger Delta region is oil spillage. Over 6000 spills had been recorded in the 40 years of oil
exploitation in Nigeria, with an average of 150 spills per annum. In the period 1976 —1996, 647 incidents occurred resulting
in the spillage of 2,369,407.04 barrels of crude oil. With only 549,060.38 barrels recovered, 1,820,410.50 barrels of oil were
lost to the ecosystem. The environmental consequences of oil pollution on the inhabitants of Delta State are enormous. Oil
spills have degraded most agricultural lands in the State and have turned hitherto productive areas into wastelands. With
increasing soil infertility due to the destruction of soil micro-organisms, and dwindling agricultural productivity, farmers
have been forced to abandon their land, to seek non-existent alternative means of livelihood. Aquatic lives have also been
destroyed with the pollution of traditional fishing grounds, exacerbating hunger and poverty in fishing communities. Many
authors have reported a lower rate of germination in petroleum or its derivatives contaminated soil (Adam and others, 2002;
Vavrek and Campbell, 2002; Méndez-Nateraand others., 2004; Achuba, 2006; Smith and others, 2006, Sharifi and others,
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2007; Korade and Fulekar, 2009; Ogbo, 2009). Petroleum hydrocarbons may form a film on the seed, preventing the entry of
oxygen and water (Adam and others, 2002) and toxic hydrocarbon molecules could inhibit the activities of amylase and
starch phosphorylase and thereby affecting the assimilation of starch (Achuba, 2006). Henner and others. (1999) reported
that petroleum hydrocarbons consisting of small molecules and those that are water soluble are more phytotoxic for the
germination.

The most common and important symptoms observed in the plants contaminated with oil and its by products include the
degradation of chlorophyll (Malallah and others., 1998).

Types of Oil Spillage

Oil spill is categorized into groups namely:

e Minor spill occurs when the volume of the spilled oil is less than 25 barrels in inland water or less than 250 barrels on
land; offshore or coastal water that does not pose a threat to public health or welfare

e  Medium spill takes place when the volume of the spill is 250 barrels or less in inland waters or 250 to 2500 barrels on
offshore and coastal waters

e  Major spill occur when the oil discharged to inland water is in excess of 250 barrels in offshore or coastal waters.

e  Catastrophic spill refers to any uncontrolled well blowout, pipeline rupture or storage tank failure which poses an
imminent threat to the public health or welfare.( Egbe, R.E and others,2010)

Oil lake types

Oil lakes vary in their type, area, volume, and depth of penetration. They differ in type due to the different
formation condition. Studies categorized them into four types
1) Wet oil lakes contamination which is formed in areas of shallow depression and drainage channels. It’s described as black,
highly weathered and viscous liquid or semi-solid oil sludge over a thickness of oil contaminated soil that in turn overlies
clean soil.
2) Dry oil lakes contamination: occurs in shallow depression and flat areas and it is comprised of a black, moderately hard,
tar-like dry surface layer overlying dark brown oil contaminated soil that in turn overlies clean soil.
3) Oil-Contaminated piles: occurs when earthmoving equipment has been used to consolidate oil contaminated and/or liquid
oil into mound. These piles were made to stop the flow of oil from wells, to clean areas of heavy oil contamination to
facilitate fire fighting or subsequent KOC field operation.
4) Oil trenches and associated oil spill which consist primarily of oil-contaminated soil from back-filled trenches. Including
in this category are oil contaminated soils associated with oil spills from Nigeria constructed pipelines.

Soil pH

The pH value determines to what degree the soil environment is acidic or alkaline. The pH of a solution is the
logarithm of the reciprocal of the hydrogen ion concentration where pH = log 1/H+ and H,O is ionized as an H+ cation
(acid) and an OH- anion (base).
A pH value between 6.5 and 7.5 is considered optimum for the growth of many plants. Although many plants respond to an
optimum pH, this value usually covers a range from 0.5 units below to 0.5 units above the optimum level. It should be noted
one pH unit is a factor of 10. Therefore, plants have a fairly broad pH tolerance.
The pH of soil influences the absorption and availability of nutrients to plants. There are two general sources of soil
nutrients. Some nutrients are absorbed on colloids and some are available to plants as ions in solution. In both cases the
various nutrients are present as ions. In most cases the cations (positively charged ions) are absorbed on colloids and the
anions (negatively charged ions) are in solution.
Soil is a highly buffered ecosystem. Hydrogen ions in the soil solution are in equilibrium with negative exchange sites on the
soil particles. In cation exchange, hydrogen acts as a reserve pool which continuously supplies hydrogen ions to the soil.
In areas of high rainfall, soil tends to be acidic due to the leaching effect on the exchange sites. In arid and semi-arid regions,
soils tend to be basic. Basic soils have higher concentrations of calcium, magnesium, and sodium carbonates. The pH of soil
varies significantly in thin soil zones. These variations in pH are due to differences in both macro and micro ecosystems. The
microbial population near root surfaces is an example of such an ecosystem. The rhizosphere bacteria population
significantly impacts pH this microsystem and thus affects plant growth and the progress of soil remediation. Restoring the
rhizosphere bacteria population and activity significantly increases available nutrients to the soil.
Since most soils in Niger Delta are basic, the addition of sulphur with fertilizer is an important part of the remediation. As
pH approaches 8.7, the addition of sulphur can be justified. To lower the pH of an 8 inch deep loam soil 0.5 pH units, 1,000
Ibs of sulphur per acre is required. Sulphur lowers the pH thus increases the solubility of gypsum.

Soil Moisture

The volume and movement of water in the soil is the single most important factor determining plant growth.
Depending on the plant, water comprises 50% to 90% of the plant tissue.
Photosynthesis and nutrient availability depend on water. Water is the solvent in which all chemical reactions take place.
Similarly, water is the most important factor determining remediation of salt water and hydrocarbon spills. Approximately
12-14 inches of rain are required to remediate 10,000 uS/cm of electrical conductivity per year, depending on soil type.
Gravitational force pulls water down through the soil matrix and is the predominant influence on water movement in soil.
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Water can also move by capillary action due to hydrogen bonding and the subsequent magnetic attraction of water molecules
to one another. Capillary forces can overcome gravitational forces and move water in a direction other than straight down
into the soil. Both gravitational and capillary water movement is influenced by soil particle type and distribution in the soil.
Water around soil particles is controlled by adhesive and cohesive forces. “Adhesion water” is held tightly and does not
move. In contrast, “cohesion water” is held more loosely on soil particles and can be utilized by plants. Cohesive forces and
capillary forces move water against gravitational forces in the root zone to increase water utilization by plants.
The osmotic potential of water becomes important in a saline soil. At high salt concentrations, a higher osmotic potential
decreases the movement of water into plants. Additionally, more energy is required to move water into the root at higher
osmotic potentials.

Following a rain event, the soil is saturated as soil pores fill with water. Gravitational forces drain water from the

root zone. Depending on the soil and amount of rain, the draining process is completed in 48 to 72 hours. As the soil drains,
the soil reaches a “field capacity” state. At this point, air will fill the large pores and each soil particle will have a thick film
of moisture (cohesion water). Plant uptake and evaporation will continue to deplete the cohesion water and shrink the soil-
water film. As the film becomes thinner it is more difficult for the root to absorb water. As this process continues and
capillary water and additional rain fall does not replenish the root zone, a “wilt point” will develop.
During this process of saturation and drainage, calcium ions can replace the sodium ions and remediation can occur. It is
important that water move evenly though the soil as it drains out of the root zone. Therefore, pre-work of the soil to produce
a “remediation seed bed” to facilitate water drainage out of the root zone is helpful to the total remediation process. Soil
texture will determine the “water retention” capacity of a soil. A loamy soil will remediate at a faster rate than a sandy or
heavy clay soil.( Gawel,2003)

Soil Texture

The relative proportions of sand, silt and clay particles in a mass of soil (material less than 2mm in size). Soil
characteristic is influence by texture. Structure modifies the influence of texture in regard to moisture and air relationships,
availability of plant nutrients, action of microorganisms and root growth.
Silt, the intermediate size, feels smooth when dry, and slippery but not sticky when moist.
Because the smaller particle size promotes smaller pore spaces between particles, silty soils have a slower water intake rate
but a higher water holding capacity than sandy soils.. These are difficult for storage because they often lack aggregation.
This results in high density and a pore size too small for suitable water percolation and aeration. Nevertheless, silt is an
essential component of the medium textured, versatile soil called loam.
Clay, the finest size fraction, gives the soils a sticky or plastic feel. Clay exhibits some unusual properties, unexpected if it
were merely composed of smaller particles or the same minerals that make up sand and silt. Clay is largely composed of a
different set of minerals, called secondary minerals. These are weathering products of the primary minerals -- quartz,
feldspar, and mica -- of which sand and silt are largely composed.
Soil with large diameter particles (coarse texture) can contain less water than soil with small diameter particles. . Loamy soil

has about 30-50% silt and 20% less than clay particles.
Sand contains rock particles with diameter in range 0.125-2.0mm.
Clay has soil particles whose size is less than 2-4mm in diameter.
Silt soil is composed of particles whose diameter ranges from 1/256-1/16mm.

Soil texture relates primarily to particles smaller than 2 millimetres (.080 inches) in diameter - sand, silt, and clay - since
these are the particles most active in soil processes which support plant growth. Coarser particles, gravel and stones, are
either inert or detrimental to plant cultivation.

LOCATION

This study is limited to Ugborodo community situated between the Escravos River and the Atlantic Ocean of
latitude 5°34°60N and longitude 5°10°0E, in Warri South-West Local Government Area of Delta State of Nigeria. The
community of Ugborodo consists of three quarters namely Orgonoko, Kana and Arunton.

PURPOSE AND JUSTIFICATION

Oil spillage in the Niger-Delta area of Southern Nigeria has become a public concern as a result of its frequent
occurrence which has been linked with Petroleum exploration and development activities. Crude oil spill affects plants
negatively by creating conditions which makes essential nutrients like nitrogen , Oxygen etc needs for plant growth
unavailable to them from the spilled affected soil. Therefore, the purpose of this study is to evaluate the effects of oil spillage
on soil properties in these areas. The result will give an insight to the level of damage that oil spill has done to the fertility
and nutrient status of the community farmland.

. MATERIALS AND METHODS
2.1 MATERIALS/ PREPARATION
The Four (4) suspected soil samples were collected from each three different places (quarters) or locations (12
samples in all) —-Orgonoko, Kana and Arunton about one kilometre apart by taking 5-10 auger boring at random. Soil
samples from each sampling locations was put in a sterile polyethylene bag, flamed sealed, labelled and taken to the
laboratory. The suspected soil samples were subjected to drying under atmospheric condition for several days and sieved
with 2mm sieves before analysis of various parameters.
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METHODOLOGY
A series of tests were performed to evaluate the physiochemical effect of crude oil spill on soil. Properties like C/N
ratio, Electrical conductivity, bulk density, moisture content, pH, Salinity, THC and other physiochemical properties. All the
tests were conducted in line with the API specification.

RESULTS.
Soil Sam | Dep | C/ | Electrical Bulk Carbo | Bicarbon | Moist | pH | Nickek | THC | Sali
sampl | ple |ths |N conductivit | Density( | nate ate (%) ure (mg/kg | (mg/ nity
es poin | (cm | rat | y(us/cm) glem?) (%) conten ) Kg) (pp
t ) io t (%) m)
Orgon | Al 0-15 | 8:1 | 101 1.00 2.27 0.11 0.78 5.28 | 0.90 86715 | 21
oko 15- | 4:1 |89 1.00 1.94 0.11 0.54 524 | 1.45 50242 | 14
30
A2 0-15 | 6:1 | 145 1.66 3.65 0.16 1.22 5.33 | 0.95 77413 | 33
15- | 6:1 | 121 1.59 3.22 0.14 0.67 531 | 1.33 49766 | 28
30
Kana | Bl 0-15 | 12: | 58.6 2.65 0.47 0.18 1.17 5.88 | 0.30 46408 | 12
1
15- 10: | 55.4 3.78 0.41 0.14 0.75 5.74 | 0.21 30266 | 12
30 1
B2 0-15 | 10: | 66.4 4.55 0.64 0.25 1.77 5.67 | 0.15 28766 | 14
1
15- | 8:1 | 5938 5.67 0.60 0.21 0.73 5.66 | 0.09 19873 | 13
30
Arunt | C1 0-15 | 14: | 36.3 1.33 0.49 0.09 0.63 6.04 | 0.30 1200 | 8
on 1
15- | 10: | 24.2 1.33 0.33 0.04 0.43 6.11 | 0.30 920 6
30 1
c2 0-15 | 10: | 19.6 1.23 0..30 0.02 0.54 6.06 | 0.23 876 4
1
15- | 10: | 204 1.20 0.30 0.02 0.46 6.11 | 0.15 532 5
30 1
Table 2.2 UGBORODO SOIL TEXTURE
Soil sample Sample Point Depths (cm) Sand (%) Clay (%) Silt (%)
Orgonoko Al 0-15 60 32 8
15-30 58 34 8
A2 0-15 56 28 16
15-30 54 37 9
Kana B1 0-15 77 21 2
15-30 69 20 11
B2 0-15 79 17 4
15-30 70 22 8
Arunton C1 0-15 51 43 6
15-30 56 42 2
c2 0-15 51 44 5
15-30 57 41 2

1. DISCUSSION OF RESULTS
Total Hydrocarbon Content (THC)

From the data obtained (table 2.1) shows a significant difference between the two impacted locations of Orgonoko
and Kana and the area of Arunton. The total hydrocarbon content at the depth of 0-15cm was 86715 mg/kg and at the depth
of 15-30 cm was 50242 mg/kg in one of the sample point, and then 77413 and 49766 mg/kg at the depths of 0-15cm and 15-
30cm respectively in the second sampling point in Orgonoko quarters. This result shows that the total hydrocarbon content
decreases with increases in depth. The average total hydrocarbon content in Orgonoko quarters was 66034 mg/kg.

The same trend was followed in the case of four samples collected at the depths of 0-15cm and 15-30cm
respectively in Kana and Arunton quarters. The average total hydrocarbon content was 31,328 mg/kg in Kana and 882mg/kg
in Arunton.
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The hydrocarbon content of 66034 mg/kg and 31,328 mg/kg for Orgonoko and Kana respectively compared to total
hydrocarbon content value of 882mg/kg in Arunton represents a high level of hydrocarbon contamination on the impacted
sites. A review of such existing data on the Niger Delta Environment Survey-NDES (1999), Osuji and others,2004), affirms
that such high hydrocarbon levels affect both above—ground and subterranean flora and fauna, which are essential adjuncts in
the biogeochemical cycle that affects availability of plant nutrients.
The intense infusion of degradable hydrocarbon likely stimulates aerobic and anaerobic microbial metabolism. As oxygen
becomes limiting utilization of alternate electron acceptors produces an increasing reducing environment. In general, the
essential elements required for plant growth, will be inherently low due to the high concentration of the degradable
hydrocarbon.

The significant difference between Orgonoko sample and that of Kana sample may be attributed to the differences
in volume of the spilled crude (hydrocarbon) on each location.

Electrical Conductivity (EC)

Electrical conductivity (EC) is a measure of ionic concentration in the soils and is therefore related to dissolve
solutes. As salt content increases, so does Electrical conductivity. The significantly higher electrical conductivity values
obtained for Orgonoko samples and Kana samples could be as a result of the high concentration of charged ions (cations and
anions) in the oil impacted sites. Anions, metallic ions and carbonic acids contribute to electrical conductivity of tropical
soils. However, the generally low electrical conductivity values of the soils of the study area is an indication of the high
degree of leaching of nitrate salt taking place as a result of high rainfall in the Niger Delta. (Ekundayo, 1997).

Moisture Content

It was found from table 2.1 that the moisture content in the Arunton location (un-impacted by oil spill from the data
obtained) was 0.63% at the depth of 0-15cm and 0.43% at the depth of 15-30cm. And on the second sampling point on
Arunton quarter, was 0.54% and 0.46% at the depths of 0-15 and 15-30 cm respectively. Compared to the values obtained
from Orgonoko and Kana quarters, which has the values of 0.78%, 0.54% and 1.22%, 0.67% at the depths of 0-15cm and 15-
30cm at the two sampling points in Orgonoko quarters and 1.17%, 0.75% and 1.77% , 0.73% in Kana quarters. It can
therefore be concluded that the spilled affected soils (Orgonoko and Kana) retained more water especially in Kana soil
samples than the soil in Arunton. The higher moisture content of 0.78% for Orgonoko and 1.17% for Kana can be attributed
to insufficient aeration of the soil that might have arisen from the displacement of air in the oil-spilled soils, this probably
encouraged water logging and reduced rate of evaporation.
High moisture content may reduce microbial activities not as a result of the water itself but rather by the indirect hindrance
to the movement of air which would reduce oxygen supply to plants

Salinity

From the data obtained (table 2.1) shows a significant difference in the salinity values between the value samples
obtained at sampling points in Arunton and that of Orgonoko and Kana quarters. The average values for Orgonoko was
24ppm and that of Kana was 13ppm  which were quite higher than that of Arunton with an average value of 6ppm.
Soil salinity is a soil condition when water soluble salts in the crop rooting zones impede crop growth. High salt content
increases the osmotic potential of the soil solution and prevents crop uptake of water. Crops are generally most sensitive to
salinity during germination and emergence. As soil salinity level increases, the stress on germinating seedlings also
increases. This clearly shows that the crude oil spillage actually increased the soil salinity of the impacted locations-
Orgonoko and Kana. Symptoms of salt damage include, brown stunted roots, dead and sections on the margins, burning and
die-back of young growth and slow or no growth.

Carbon- Nitrogen Ratio

If the C/N ratio is affected by nitrogen-coating pollutants undesirable effects may occur. More so, very low C/N
ratio values as in Orgonoko sample may lead to organic matter soil losses and to desertification problems. That is why a C/N
ratio of around 25: 1 is considered optimal for soil fertility. As C/N ratio < 10:1 then problem arises.
If the organic material has a less amount of nitrogen in relation to the carbon then the micro organism will utilize the soil
nitrogen for further decomposition and the soil nitrogen will be immobilized and will not be available for plant use.
Soil fertility in terms soil nitrogen content and total carbon showed apparent and significant increases for Orgonoko and
Kana samples compared to Arunton (control). These increases confirmed the relationship between soil pH and soil nitrogen
that the increase in pH with the oil spill contributed to the higher nitrogen value recorded in the crude oil contaminated soil
(Orgonoko and Kana soil samples).

Soil pH

pH acts indirectly on plant growth by affecting availability of nutrients, the presence of toxins and the growth of
soil microorganisms. . pH stands for "potential hydrogen™ and measures the acidity of your soil using a scale from 0 to 14. A
pH of 7 is neutral. If the pH is lower than 7, people refer to it as acidic, sour or low pH, while a pH over 7 is termed alkaline,
basic, sweet or high pH.
From the data obtained, the average pH value in samples analysed in Orgonoko area was 5.3 and that obtained in Kana was
5.7. Both values showing that the soils in these areas are acidic compared to the pH in Arunton which has the average value
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of 6.1. A pH value between 6.5 and 7.5 is considered optimum for the growth of many plants. Even though, Arunton’s pH is
little short of that.

pH affects plant growth primarily through its effects on nutrient availability. High or low pH cause deficiencies in
essential nutrients that plants need to grow. According to the Clemson Cooperative Extension, acidic soils frequently
experience deficiencies in calcium, phosphorus and magnesium. Alkaline soils demonstrate deficiencies in phosphorus and
many micronutrients. The availability of aluminium and manganese can also approach toxic levels in acidic soils and impair
plant growth. Furthermore, soil pH affects the behaviour of soil microbes, encouraging or inhibiting the growth of pathogens
and affecting how well helpful microbes are able to break down organic material, freeing the nutrients it contains for plant
use. (Thumma, 2000)

Acidic soil often causes the stunting and yellowing of leaves, resulting in the decrease in growth and yield of crops
as the pH levels falls. Additionally, plants grown in adverse pH conditions may be more prone to disease and fungal attack.
The availability of plant nutrients is considerably affected by soil pH. Calcium, potassium, magnesium and sodium are
alkaline elements, which are lost with increasing acidity whereas phosphorous is more available in acidic soil conditions.

Soil Bulk Density

Bulk density is used to measure compaction. In general, the greater the bulk density the less the pore space for
water movement, root growth, penetration and seedling germination. It reflects the soil ability to function for structural
support, water and solute movement and soil aeration. Bulk densities above thresholds indicate impaired function.
From the table (2.1), the values of the average bulk density obtained from Orgonoko and Arunton (control) areas were
1.31g/cm® and 1.27g/cm? respectively shows that soil can actually support plant growth. But the oil impacted sample (Kana)
has the value of 4.16g/cm?® shows that plant growth was severely restricted. Oil spillage really impacted significantly on the
bulk density of Kana soil samples, and this adversely affected agricultural practice in this location. The average bulk density
for Kana in particular, shows that the viscous crude oil settled into the pores to increase both the soils wet weight and the
liquid content, this in turn cause increase in bulk density as compared to Arunton soil samples (control).

Soil Texture

The average soil texture at the first sampling point in Orgonoko quarters was 59% sand, 33% Clay, and 8.0% silt
and at the second sampling point in Orgonoko, the average soil texture was 55% sand, 32.5% Clay and 12.5% silt at the
depths of 0-30cm respectively. Therefore, the total average soil texture ii Orgonoko at the depth of 0-30cm was 57% sand,
32.75% Clay and 10.25% respectively.

At Kana quarter, the soil texture was 73% sand, 20.5 Clay, and 6.5% silt at site 1 and 74.5% sand, 19.5% Clay, and 6.0% silt
at site 2. For Kana, the average soil textures at these locations were 73.75% sand, 20% and 6.25% for Sand, Clay and Silt
respectively.

In Arunton areas, sand content was 53.5%, clay was 42.5% and 4.0% silt at sampling site 1 and 54% sand, 42.5%
clay and 3.5% silt at sampling point 2. For Arunton, which serves as control, has the following values as the average soil
texture 53.75%, 42.5% and 3.75% for sand, clay and silt respectively.(Table 2.2)

Kana quarter has the highest sand content, so, have the highest rapid water/ hydrocarbon infiltration and lowest water /
hydrocarbon holding and very low nutrient storage capacity resulting in high C/N ratio .Arunton has almost balanced values
of sand and clay soil with lowest amount of silt content.

Orgonoko has the highest amount of silt content which may result in slower hydrocarbon and water intake and higher water
and holding capacity.

IV. CONCLUSION

It can be concluded that the test results obtained from the soil analysis of the oil-spilled impacted sites (Orgonoko
and Kana) compared to the result of the un-impacted site (Arunton) shows that the total hydrocarbon levels observed from
both the oil spilled locations have provided evidence of severe hydrocarbon contamination of the sites. These conditions
generally imply low soil fertility, which in turns implies low agricultural productivity and reduce source of .livelihood in the
affected areas. There was significant difference in electrical conductivity values between the impacted and un-impacted sites.
More also, the salinity values for the oil spilled affected areas increased significantly when compares to Arunton (control).
However, there was no significant change or difference in values for properties like nickel, carbonates and Bicarbonate
content in both affected and un- affected sites or locations.

V. RECOMMENDATION

Having successfully analysed the soil samples from the three quarters involved in community, it has shown that the
soil samples from Orgonoko and Kana are contaminated. Therefore, in order to minimize the rate of spills in these areas
(community), the following recommendations are suggested.
The government of Nigeria should muster the political will to exact stricter respect for environmental laws and regulations
by oil companies and a penalty plan established that require oil companies whose activities cause excessive pollution or are
ill-equipped to forfeit their licenses.
Multinational and indigenous oil companies should ensure regular and constant inspection and maintenance of oil facilities
to avoid accidental discharge or spillage of oil and other petroleum products.
The current compensation regime in Nigeria has to be reviewed for it to be fair and adequate to meet the emergency needs
and concern of those affected by pollution.
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Adequate security personnel should provided to guard oil installation and such security arrangement should involve people
from the host communities to work-in collaboration with government security forces to improve monitoring of oil facilities
to avoid vandalisation.

Constant seminar, training workshop, public enlightenment campaign should be organized for host communities
and other stakeholders in the oil industry to educate them on the negative impact of oil spillage on the soil properties.
Application of appropriate and sufficient inorganic NPK fertilizer to restore the Carbon to Nitrogen ratio to the optimum
required to stimulate and sustain microbial activity.

Stimulating of the indigenous microbial growth by cultivating the soil to distribute the nutrient and lime and to aerate the
treatment zone.
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Abstract: Sales order processing is accomplished in each business by its distribution channel consisting of distributors,
wholesalers, retailers and customers. In a developing country like Bangladesh, the relationship between manufacturers and
downstream intermediaries are not strong enough due to the infrastructure of the communication system of the country. As a
result, a considerable amount of amplification of actual orders is seen throughout the supply chain for most of the
manufacturers of Bangladesh. A business needs to create adaptive supply chain networks in which suppliers, manufacturers,
distributors, and customers share information dynamically across the network. Supply chain performance solely depends
upon the effective integration throughout the chain. Order processing is an important area for improvement to achieve
efficiency in supply chain performance. Automation of sales order processing gives organizations more control and insight
into what is happening on a daily basis. In most of the remote areas of Bangladesh, the only way to establish a strong
relationship between customer and manufacturer is through mobile phone communication, where customers can place their
orders through short message service (SMS). To achieve this, a research is done at a local company, Fiza and Co. to find the
necessary requirements for building automated order processing software to help the manufacturer in keeping track with
actual customer orders to satisfy customer needs and to gain competitive advantages. The waterfall model is used as a guide
to develop the software. As a result the SMS based web integrated order processing software is developed. This software
integrates the different divisions in the company and functions as a coordinator between the processes of handling customer
orders through SMS. In addition to that, the software also generates reports for each division so that it could be analyzed by
the management. The analysis done by the software would be able to help the management to make more informed and
accurate business decisions in order to further enhance their competitiveness and overall performance.

Keyword: Automation, Order Processing, Short Message Service (SMS), Supply Chain Performance.

I. INTRODUCTION

Sales order processing is accomplished in each business by its distribution channel consisting of distributors,
wholesalers, retailers and customers. It acts as a powerful tool for increasing productivity and enhancing customer service
(IBSolution 2013). Orders from wholesalers, retailers and customers go to distributors, who in turn place a cumulative order
for products to the manufacturer. The manufacturer generates a production plan comprising the total amount of products that
include sales orders. In addition to amounts that are planned to sell based on sales forecasting. This plan necessitates a good
coordination among different stakeholders in the supply chain of the company, such as different sections of the company,
suppliers or other subsidiaries for raw materials. Lack of integration among different stakeholders in the supply chain causes
fall in business performance and reduced profit and market share of the business (Whitepaper 2007). An efficient sales order
processing helps to simplify the process of ordering, save time and reduce errors of order processing (Schubring 2009).

Order processing is an important area for improvement to achieve efficiency in supply chain performance. For high-
performing organizations efficiency in the processing of customer orders is a distinguishing characteristic (Esker 2013).

Automation of sales order processing gives organizations more control and insight into what is happening on a daily
basis (Mayank 2003). It helps organizations better manage customer and supplier relationships, manage inventory and
production, comply with regulatory requirements, control finances and sales forecasting, bring visibility to business
processes and improve overall profitability (Peoplesoft 2011).

Organizations today recognize that they must deliver outstanding customer service in order to acquire new
customers and retain existing ones. The ability to process and ship orders accurately and on time, and to provide quick
feedback to customers about the status of their orders is the key to success (USoPM 1997).

To achieve the ability to process customer orders effectively and efficiently web based software are being used in
the developed countries. Some developing countries like Bangladesh, where the infrastructure of information technology is
developing, the web based softwares are partially feasible (Howladar et al. 2012). Only 0.7% people are internet users.
(Internet world stats 2012). In the most remote areas of Bangladesh, internet facilities are not available, but cellular
telecommunication supported Short Messaging Service (SMS) is available to Retailers (Customers) (Ahmed et al. 2011).
The distributors to these retailers usually reside in the urban areas where internet facilities are available. So to make an
integrated communication between manufacturer, distributors and customers an SMS based web integrated order processing
software is to be used to increase order processing accuracy, reduce time of collecting and organizing data, and to increase
customer satisfaction to achieve their loyalty.
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II. SOFTWARE DESIGN BASED ON THE STUDY
2.1 Introduction

This part will discuss and explain in detail about the organization under research. Information such as the
organizational structure, functions, and core business activities are explained in detail.

Apart from that, the as-is processes, business processes are pictured in the data flow diagram (DFD) and the entity
relationship diagram (ERD). With the help of these graphical depictions or diagrams, the flows of information that exist
within Fiza and Co. can be better illustrated and understood.

Solicitation of user requirements is a fundamental step because it would ensure that the software to be developed is
what the users want and is relevant to the user. This step is also very important because the users know the current system
better and can provide better feedback regarding the hidden or visible drawbacks and flaws of the system. These flaws can
later be solved by the newer software. This part will also discuss the user requirements that were solicited from the users.
The overview of the newer improved software is illustrated through the use of DFD and ERD.

2.2 Organization under research

Fiza and Co. a well-known bakery food producer in Sylhet, Bangladesh. It is devoted to satisfy its customer by
providing them scrumptious and tempting quality foods. Since 1985, and they have been serving people with various food
items. They have six well known branches and more than 30 franchisees in Bangladesh. Their goal is to spread factory chain
to whole Bangladesh. They are producing foods according to international standards and products are being exported in
foreign countries especially in England and India. Major products that they export are biscuits, dry-cakes, sweets, spicy
foods, traditional sweets and many other bakery foods (Fiza & Co. official website 2012).

Fiza and Co.’s head office is located at 51, Sagor Dighir Par, Sylhet. The objective of this company is to carry out
the business as a manufacturer of quality foods for domestic and export market. To fulfill the needs of its customers, Fiza
and Co. utilises sources for their raw materials from other subsidiaries within the local companies. These other companies
thus act as the suppliers for Fiza and Co. The company sources the related packaging materials (tin cans, carton, tray, spoon
and cap) from the suppliers.

The company currently operates one shift. Fiza’s working hour starts from 8.00 a.m. to 6.00 p.m. for five working
days. The plant is divided into three zones for good hygiene practice which is 1) GHP (Good Hygiene area), 2) Caring Area
and 3) High Care Area. The employees need to look ahead to classify production areas into various zones for good
manufacturing practices (GMP) purposes.

After the new set up of operations for good hygiene practice, Fiza and Co. has become a vehicle to enhance its
status of competitiveness, and at the same time providing value added services. Thus the company is fully committed for
serving quality foods to its consumers and continues to upgrade its operation in order to continue improving the industrial
development.

2.2.1  Organizational structure of Fiza and Co.

Figure 1: Organizational structure of Fiza and Co.

The chairman sits at the top of the management hierarchy. Next responsible persons in the management hierarchy is
the managing director of Fiza and Co. The general manager is responsible for monitoring the responsibilities of all other
managers of different departments. There are four departments: administration, production, and quality control and quality
assurance departments. There are several staffs under these departments such as leader, supervisor, assistant, operator,
technician etc.

2.3 Current business process and data model
Context diagram, data flow diagram (DFD) and entity relationship diagram (ERD) are used to give a clear picture of
the as-is Process.
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2.3.1  Context diagram and data flow diagram

SALES

PRODUCTION

Froduction
Report

Sales
Recei Production
Order Srder

Planning

Report

— imsue Purchase Order
SUPPLIER

- Supply order

NANU AL, Picking List
s = — — —
— SYSTENM OF Report LOGISTICS
FIZA & €Ol

Place Order

Senerate Delivery
DISTRIBUTORS |~ Order

Piacitoraer Senerate Dallvery

Purchase | PURCHASING

RETAILER

STORES

Goenerate [Delivery
Flace|Order Oorger

CUSTOMER

Figure 2: Context diagram for current processes.

Figure 2 describes the context diagram for the current process. The current manual system of Fiza and Co.’s functions as
follows:

Sales: Customers place orders through Retailers. This process is discussed in the retailer section. Distributors place
replenishment orders to sales department. Sales order consist of order information such as previous balance order, item
ordered, quantity and delivery date. Sales order is a document that records all the information about customer order.
Production: Sales department gives sales order to production department to plan their production schedule and line.
Production department will also check with the warehouse to ensure that all the materials are sufficient to produce the
ordered items. If the raw material inventory is not adequate to produce the ordered items, production department will request
to buy the insufficient materials to the purchasing department. When the ordered item is produced, production report will
generate and store in filing software.

Purchasing: When the purchasing department receives material requisition from production department, purchase order will
be issued to the supplier to supply the materials required. Besides that, purchasing department also will monitor the previous
balance order.

Supplier: Suppliers will supply all the materials ordered. Delivery order document will be recorded in filing system
upon receiving the materials.

Store: Store will receive the entire item from supplier and store all the items produced by production. Store will update all
the incoming and outgoing items record. Store will ensure that all outgoing items will be delivered to the correct customer, in
right quantity and at promised time.

Logistics: List record is a record that gives the information of items to be picked by the logistics to send all the finish good
to the customer.

Customer: Customer can also place order to sales. When the order is fulfilled by production department, store will issue
delivery order document to be sent with the finished good. Logistics will send the ordered items to the customer.

Distributor: Fiza and Co. has several distributors throughout Bangladesh and they pick orders from retailers. This company
has been trying to coordinate its distribution system for efficiency, but due to several constraints, this aim is not completely
fulfilled.

Retailers: Apart from direct selling from its several branches (six all over Bangladesh), there are a number of retailers who
keep the products of Fiza and Co. These products are supplied from the designated distributors of Fiza and Co. These retailers
make direct sell to the customers.

\
\ \
\ \
~( Update N
Delivery

Figure 3: Decomposition diagram for current process
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Figure 3 shows the decomposed view of the order processing activities such as creation of the sales order, scheduling
production, generating purchase order, receiving of delivery order, preparation of production report and generation of
delivery order.

Supply Cweder

Figure 4: Data flow diagram for current processes

Figure 4 shows the data flow diagram for the current process. It shows all three supply chain activities: upstream supply chain,
internal supply chain and finally downstream supply chain. The activities of supply chain begin with the intake of customer’s
order. All orders from downstream supply chain are processed by the sales department. Sales department gives demand
requisition to production department for production. Production department procures materials from the suppliers when the
required inventory level drops down. Upon successful production, production department passes the produced goods to stores.
Stores department then deliver the goods to the downstream supply chain through logistics department.

2.3.2  Entity relationship diagram (ERD)
Entity relationship diagram for current processes in Fiza and Co. is shown below:

e

| PRS-
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Figure 5: Entity relationship diagram for current processes

The system is entirely manual. When customer place order, the sales department will process the order and assign
production department to process and complete the order. To carry out the production, schedule of production must be
produced to help the production department to run the production. Production department will request for insufficient material
from purchasing department to buy materials. Supplier supplies materials for store department of Fiza and Co. Store
department issues raw materials to the production department. After order is fulfilled, the product produced is kept in store.
Store will assign logistics department to supply the product to the customer according to delivery date given by the customer.

24 Requirements identified for software development
After conducting interviews to get the information from local retailers, distributors and the Manager of Fiza and
Co., the following requirements are set to be fulfilled by the SMS based web integrated order processing software.

2.4.1  Sales module

o Allow retailers to order directly through SMS.

e Allow manufacturer to receive orders even when there is an unwanted situation like strike (e.g. Hartal) and natural
calamities (e.g. Thunder storm).

e Ability to automatically generate sales order and reply that by SMS.

e Tracking of orders received.

e  Specify and update standard costing.

o  Determine the trend of demand of different products.

e  Able to know the demand mean and standard deviation.

e Receive an order only when there is enough stock.
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2.4.2  Distributor order module
o Allow to create bulk purchase order.
e  Ability to produce documentation for delivery to customer.

2.4.3  Inventory module for distributors

o  Ability to check for insufficient inventory level.

e Ability to check stock in warehouse

e Send SMS to customer about the available stock when order is greater than the available stock.
e  Update stock in warehouse.

25 Conceptual design of the software
This section describes the models used to plan and build the software according to their requirements.

25.1 Business process and data Model

Figure 4.6 overviews how SMS based web integrated order processing software integrates all the databases into one
central database. They share common data that are needed by all the departments involved in the supply chain. This
information and data integration eases the flow of necessary information in the organization. In the SMS based web
integrated order processing software, information that is needed can always be obtained in a much shorter time and more
efficiently compared to other time-consuming systems.
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Figure 6: SMS based web integrated order processing software overview

In brief, the consumer or end customer gets the required product from the retailer. In the traditional system, the
retailer places the orders to the distributor, the distributor places the accumulated orders to the manufacturer, which is
illustrated by the dark blue lines in the figure 6. This traditional process leads to significant bullwhip effect. The new
software attempts to accept orders directly from the retailers to the database installed in the manufacturer’s side, illustrated
by the red line in the above figure. The order is then redirected to the respective distributor for processing and delivery. This
new software is expected to reduce the bullwhip effect in the supply chain.

The figure 7 below illustrates the context diagram for the SMS based web integrated order processing software:
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Figure 7: Context diagram for the SMS based web integrated order processing software

All customer orders arrive in the software’s database first. Then they are sorted according to distributor code. The software
automatically redirects the order to the respective distributor. The distributor then delivers the requested order to the
respective customer (retailer). The distributors can also order in bulk amount to the manufacturer through this software for
replenishing their inventory. The manufacturer can order to the suppliers for raw materials through this software.
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The figure 8 describes DFD (data flow diagram) for SMS based web integrated order processing software from conceptual
view:
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Figure 8: DFD (Conceptual view) for SMS based web integrated order processing software

When an order arrives, it is processed by the software and redirected to the distributor. First the software checks
from the manufacturer’s product master list about the detailed information of the requested product. Then the system checks
from the inventory data of that distributor whether the distributor is capable of processing the order or not. If the inventory
balance is insufficient, then the system notifies the customer that inventory balance is insufficient. If the balance is sufficient,
order request is accepted. The distributor then processes the order for delivery. The system virtually acts as sales department
for coordinating the order processing activities. Similarly all other activities are coordinated by the software as depicted in
DFD diagram.This figure illustrates the process of customer registration and the process of sending a SMS for placing an
order.
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Figure 9: Decomposition diagram for SMS based web integrated order processing software
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As shown in the figure 9, the customer is first registered from the web part of the software. Upon registration, the
customer receives an SMS with pin code, which is to be used for placing an order to the system. When a customer sends an
SMS with the proper format, the system first checks whether the customer’s mobile number and pin code match or not. If the
software finds a mismatch, it sends an SMS stating the user’s information mismatch. If the mobile number and pin code is
matched, then the software’s logic proceed forward. Then the software checks the validity of the product code. If the amount
requested is greater than the available inventory, then an SMS is sent stating the maximum available quantity. If all of these
conditions are satisfied, the system accepts and processes the order request.

The following entity relationship diagram illustrates the software database structure:
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Figure 10: Entity relationship diagram (ERD) for conceptual design

Figure 10 above shows the ERD of the order processing software. ERD is used to model Fiza and Co.’s
requirements. Each of the entity is assigned one Primary Key (PK) which uniquely identifies the entity. Each of the entities
consists of attributes which represent the data that is required by the software. The relationship among all the entities exists
between one or more entity. The ‘Customer’ and ‘Orderentries’ entities have one-to-many relationship. This explains that a
customer may place many orders or many orders can be placed by only one customer. Similarly other such relationships are
shown on the ERD of the new software.

2.5.2  Architecture of developed software

The SMS based web integrated order processing software is an application that is accessible from manufacturer and
distributor’s computers. The software is placed on an application server where all relevant clients can access it. By
structuring the software accessibility this way, authentication and authorization of users can be centralized and managed
more efficiently. A set of clients that call on service offered by the server will only be the set that has been granted the
necessary permissions.

Communications between the clients and the server is done using internet connections. Since the software is to be
used by different clients (Manufacturer and Distributors), it is therefore logical and practical to connect the users and the
server through the internet connection. It is also possible to connect the clients and server through LAN and WAN
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connectivity. The use of internet to this software has made it highly flexible. The customer (In our case, Retailer) does not
need internet connectivity for placing an order. A mobile phone with the Short Messaging Service (SMS) feature is enough
for this.

The software is designed in a way which supports user concurrency. This means that it allows the application to be
opened by different users, now designed for 500 users, accessing multiple modules at the same time. This feature gives the
Fiza and Co.’s users to access the software and complete their tasks without having to wait for their turn, unlike using log
books in a manual system. The following figure shows the software architecture for SMS based web integrated order
processing system.
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Figure 11: Software architecture for SMS based web integrated order processing software
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Software capacity
A retailer can place 31 product orders in one SMS text (160 characters). [4 digit pincode+1 space+4 digit order code

(2 digit product code+2 digit amount, the two digit amount is assumption, the software is capable of taking 3 digits)+1
space+30x{4 digit order code (2 digit product code+2 digit amount, the two digit amount is assumption, the software is
capable of taking 3 digits)+ 1 space }=160 characters].

2.6

The product code database is made in a way that it supports 676 products. [AA+AB+AC+AD........ Z7].

Physical design
In this section, the process flow of the software is detailed and explained. This section is composed of database

design and software interface chart.

2.6.1

Database design

This database is made of the following tables:

©WoNT~WDNPE

=
©

2.6.2

Manufacturer (It stores the credentials for manufacturer login)

Distorder (It stores all orders from distributors to manufacturer)

Productdemand (This table accumulates the demand for various products from the time of product introduction)
Inventory (It contains the inventory status for various distributors)

Maninv (It contains records of manufacturer inventory)

Distributors (It contains login credentials and details about distributors)

Customers (This table contains the information about retailers, as this is the last end for the chain of this software)
Products (It contains all information about products the manufacturer has)

Orderentries (This table entries all the orders from customers)

Category (This table contains the information of different product categories)

Software interface chart

The SMS based web integrated order processing software consists of two level user login which describes as follows:
Manufacturer login — administer the software and control the master file.

Distributor login — Distributors use the software to do their own task.
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Figure 12: SMS based web integrated order processing software Interface chart.
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2.7 Hardware requirement for smooth running of the software
In order to run the software, the minimum hardware requirements should be met so that the software can perform at its
optimum level. The minimum hardware requirement designated for the software is as follows;

e PC with Core2 Quad 2.0 GHz processor

e Hard Disk: 250GB

e Memory: At least 2GB RAM

e Some backup solution for recovering data in case of an accident.

I11. CONCLUSION

A software package was successfully developed, tested and used for the complete management of customer orders.
It is a complete package for analyzing product demand with a focus on tracking actual demand. The accuracy of the results
obtained is of publishable standard, and compares quite favorably to other available web based supply chain software
packages.

A rather inconspicuous outcome of this study, albeit a very important one, is the level of automation of the
software. Considering the large amount of order processing time reduced, this software brings real time automated order
processing through SMS.

The drawback of the automation is that if too many SMS arrive at the same time, some messages are queued for
processing, which takes a little bit time to send the confirmation message to the customer. But this software is able to
reliably reduce more than 85% of the order processing time with great accuracy. This is quite a high percentage for software
to achieve on its first release.

In the competitive business world, a company needs to get information flow faster and accurately. In a developing
country like Bangladesh, SMS has been of great advantage in this area. Along with SMS, web is used to connect the all
parties involved in fulfilling customers need. In the business world, most of the things are designed for improving
effectiveness and reducing cost. In present competitive age, competition between business organizations shifts from
company vs. company to supply chain vs. supply chain. To compete at the supply chain level, companies must adopt
appropriate SCM strategies. Such strategies need integration and coordination throughout the supply chain to enhance the
performance of supply chain members. An efficient supply chain strategy aims at cutting cost and eliminating non-value
activities, which can be realized from the SMS based web integrated order processing software, as the supply chain activities
begin with the customer order.
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Abstract: Computer system is able to communicate more effectively than face-to-face. Computer programs are very
important because they transcend mere “data’’-they include procedures and processes for structuring and
manipulating data. These are the main resources we can now concentrate and share with the aid of the tools and
techniques of computers and communication, but they are only a part of the whole that we can learn to
concentrate and share. The computer system was a significant aid in exploring the depth and breadth of the
material.
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l. COMPUTER: A COMMUNICATION DEVICE
Now days, men will be able to communicate more effectively through a system than face to face.

Our significance on people is calculated. A communications engineer thinks of communicating as transferring
information from one point to another in codes and signals. But to communicate is more than to send and to
receive. Do two CD player recorder communicate when they play to each other and record from each other? Not
really not in our sense. We believe that communicators have to do something non significant with the information
they send and receive. And we believe that we are entering a technological age in which we will be able to interact with
the richness of living information not merely in the inactive way that we have become commonly to using books and
libraries, but as active participants in an ongoing process, bringing something to it through our interaction with it,
and not simply receiving something from it by our connection to it.

To the people who telephone an airline flight operations information service, the CD player recorder that
answers seems more than a passive depository. It is an often updated model of a changing situation - a synthesis of
information collected, analyzed, evaluated, and assembled to represent a situation or process in an organized way.
Still there is not much direct interaction with the airline information service; the CD recording is not changed by
the customer’s call. We want to significance something beyond its one-way transfer: the increasing significance of
the jointly constructive, the mutually reinforcing aspect of communication -the part that exceeds ‘“now we both know a
fact that only one of us knew before.” When minds interact, new ideas emerge. We want to talk about the creative aspect
of communication.

Creative, interactive communication requires a moldable medium that can be modeled, a dynamic medium
in which assumptions will flow into effects, and above all a common medium that can be contributed to and
experimented with by all.

Such a medium is at hand -the programmed digital computer. Its presence can change the nature and value of
communication even more deeply than did the printing press and the picture tube, for, as we shall show, a well-
programmed computer can provide direct access both to inform- ational resources and to the processes for making
use of the resources,

1. COMMUNICATION: A COMPARISON OF MODELS

To understand how and why the computer can have such an effect on communication, we must examine

the idea of modeling in a computer and with the aid of a computer. For modeling, we believe, is basic and central to
communication. Any communication between people about the same thing isa common revelatory experience about
informational models of that thing. Each model is a conceptual structure of abstractions formulated initially in the
mind of one of the persons who would communicate, and if the concepts in the mind of one would be communicator
are very different from those inthe mind of another, there is no common model and no communication.
The most numerous, most sophisticated, and most important models are those that reside in men’s minds, In
richness, plasticity, facility, and economy, the mental model has no peer, but, in other respects, it has short
comings. It will not stand still for careful study. It cannot be made to repeat a run. No one knows just how it works. It
serves its owner’s hopes more faithfully than it serves reason. It has access only to the information stored in one man’s
head. It can be observed and manipulated only by one person.

Society rightly distrusts the modeling done by a single mind. Fundamentally, this amounts to the requirement that
individual models be compared and brought into some degree of accord. The requirement is for communication,
which we now define concisely as “cooperative modeling” cooperation in the construction, maintenance, and use of a
model.

How can we be sure that we are modeling cooperatively, that we are communicating, unless we can
compare models?

When people communicate face to face, they objectify their models so they can be sure they are talking
about the same thing. Even such a simple objectify model as a flow diagram or an outline-because it can be seen
by all the communicators serves as a focus for discussion. It changes the nature of communication:
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Whencommunicators have no such common framework, they merely make speeches at each other; but when they
have a manipulable model before them, they express a few words, point, sketch or object.
The dynamics of such communication are so model centered as to suggest an important conclusion: Perhaps the
reason present day two-way telecommunication falls so far short of face-to-face communication is simply that it fails
to provide facilities for externalizing models. Is it really seeing the expression in the other’s eye that makes the
face-to-face conference so much more productive than the telephone conference call, oris it being able to create and
modify external models?

I1.  THE PROJECT MEETING AS A MODEL

In a technical project meeting, one can see going on, in fairly clear relief, the modeling process that we
contend constitutes communication. Nearly every reader can recall a meeting held during the develop phase of a
project. Each member of the project brings to such a meeting a somewhat different mental model of the common
undertaking -its purposes, its goals, its plans, its progress, and its status. Each of these models interrelates the past,
present, and future states of affairs of (1) himself; (2) the group he represents; (3) his boss; (4) the project.

Many of the primary data the participants bring to the meeting are in undigested and uncorrelated form. To each
participant, his own collections of data are interesting and important in and of themselves. And they are more than
files of facts and recurring reports. They are strongly influenced by insight, subjective feelings, and educated guesses.
Thus, each individual’s data are reflected in his mental model. Getting his colleagues to incorporate his data into their
models is the essence of the communications task.

Suppose you could see the models in the minds of two would be communicators at this meeting. You could tell, by
observing their models, whether or not communication was taking place. If, at the outset, their two models were
similar in structure but different simply in the values of certain parameters, then communication would cause
convergence toward a common pattern. That is the easiest and most frequent kind of communication. When mental
models are dissimilar, the achievement of communication might be signaled by changes in the structure of one of
the models, or both of them.

If the two mental models were structurally dissimilar, then the achievement of communication would be
signaled by structural changes in one of the models or in both of them. We might conclude that one of the
communicating parties was having insights or trying out new hypotheses in order to begin to understand the
other—or that both were restructuring their mental models to achieve commonality.

The meeting of many interacting minds is a more complicated process. Suggestions and recommendations may be
elicited from all sides. The inter- play may produce, not just a solution to a problem, but a new set of rules for
solving problems. That, of course, is the essence of creative interaction. The process of maintaining a current
model has within it a set of changing or changeable rules for the processing and disposition of information.

The project meeting we have just described is representative of a broad class of human effort which may be
described as creative informational activity. Let us differentiate this from another class which we will call informational
housekeeping. The latter is what computers today are used for inthe main; they process payroll checks, keep track
of bank balances, calculate orbits of space vehicles, control repetitive machine processes, and maintain varieties of
debit and credit lists. Mostly they have not been used to make coherent pictures of not well understood situations.

V. FACE TO FACE THROUGH A COMPUTER

Tables were arranged to form a square work area with five on a side. The center of the area contained

six television monitors which displayed the alphanumeric output of a computer located elsewhere in the building
but remotely controlled from a keyboard and a set of electronic pointer controllers called “mice.” Any participant
in the meeting could move a near-by mouse, and thus control the movements of a tracking pointer on the TV
screen for all other participants to see.
Each person working on the project had prepared a topical outline of his particular presentation for the meeting,
and his outline appeared on the screens as he talked providing a broad view of his own model. Many of the outline
statements contained the names of particular reference files which the speaker could recall from the computer to appear
in detail on the screens, for, from the beginning of the project, its participants had put their work into the computer
system’s files.

So the meeting began much like any other meeting in the sense that there was an overall list of agenda and that
each speaker had brought with him (figuratively in his briefcase but really within the computer) the material he
would be talking about.

The computer system was a significant aid in exploring the depth and breadth of the material. More
detailed information could be displayed when facts had to be pinpointed; more global information could be
displayed to answer questions of relevance and interrelationship. A future version of this system will make it
possible foreach participant, on his own TV screen, to thumb through the speaker’s files as the speaker talks—and
thus check out incidental questions without interrupting the presentation for substantiation. A communication
system should make a positive contribution to the discovery and arousal of interests.

Collections of primary data can get too large to digest. There comes a time when the complexity of a communications
process exceeds the available resources and the capability to cope with it; and at that point one has to simplify
and draw conclusions.
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It is frightening to realize how early and drastically one does simplify, how prematurely one does conclude, even
when the stakes are high and when the transmission facilities and information resources are extraordinary. Deep
modeling to communicate to understand requires a huge in- vestment. Perhaps even governments cannot afford it yet.
But someday governments may not be able not to afford it. For, while we have been talking about the
communicant ion process as a cooperative modeling effort in a mutual environment, there is also an aspect of
communication with or about an uncooperative opponent. As nearly as we can judge from reports of recent
international crises, out of the hundreds of alternatives that confronted the decision makers at each decision point
or ply in the “game,” on the average only a few, and never more than a few dozen could be considered, and only a few
branches of the game could be explored deeper than two or three such plies before action had to be taken. Each side was
busy trying to model what the other side might be up to-but modeling takes time, and the pressure of events
forces simplification even when it is dangerous.

Whether we attempt to communicate across a division of interests, or whether we engage in a cooperative
effort, it is clear that we need to be able to model faster and to greater depth. The importance of improving decision-
making processes not only in government, but throughout business and the professions is so great as to warrant
every effort.

V. THE COMPUTER—SWITCH OR INTERACTOR?

As we see, group decision-making is simply the active, executive, effect- producing aspect of the kind of

communication we are discussing. We have commented that one must oversimplify. We have tried to say why one must
oversimplify. But we should not oversimplify the main point of this article. We can say with genuine and strong
conviction that a particular form of digital computer organization, with its programs and its data, constitutes the
dynamic, moldable medium that can revolutionize the art of modeling and that in so doing can improve the
effectiveness of communication among people so much as perhaps to revolutionize that also.
But we must associate with that statement at once the qualification that the computer alone can make no
contribution that will help us, and that the computer with the programs and the data that it has today can do little
more than suggest a direction and provide a few germinal examples. Emphatically we do not say: “Buy a computer
and your communication problems will be solved.”

What we do say is that we, together with many colleagues who have had the experience of working on-line and

interactively with computers, have already sensed more responsiveness and facilitation and “power” than we had
hoped for, considering the inappropriateness of present machines and the primitiveness of their software. Many of us
are therefore confident (some of us to the point of religious zeal) that truly significant achievements, which will markedly
improve our effectiveness in communication, now are on the horizon.
Many communications engineers, too, are presently excited about the application of digital computers to
communication. However, the function they want computers to implement is the switching function. Computers will
either switch the communication lines, connecting them together in required configurations, or switch (the technical
term is “store and forward”) messages.

The switching function is important but it is not the one we have in mind when we say that the computer
can revolutionize communication. We are stressing the modeling function, not the switching function. Until now, the
communications engineer has not felt it within his province to facilitate the modeling function, to make an
interactive, cooperative modeling facility. Information transmission and information processing have always been
carried out separately and have become separately institutionalized. There are strong intellectual and social benefits
to be realized by the melding of these two technologies. There are also, however, powerful legal and administrative
obstacles in the way of any such melding.

VI. DISTRIBUTED INTELLECTUAL RESOURCES

We have seen the beginnings of communication through a computer communication among people at
consoles located in the same room or on the same university campus or even at distantly separated laboratories of
the same research and development organization. This kind of communication through a single multi-access
computer with the aid of telephone linesis beginning to foster cooperation and promote coherence more effectively
than do present arrangements for sharing computer programs by exchanging magnetic tapes bymessenger or mail.
Computer programs are very important because they transcend mere “data’’-they include procedures and processes
for structuring and manipulating data. These are the main resources we can now concentrate and share with the aid
of the tools and techniques of computers and communication, but they are only a part of the whole that we can
learn to concentrate and share. The whole includes raw data, digested data, data about the location of data and
documents and most especially models.

To appreciate the import ante the new computer-aided communication can have, one must consider the
dynamics of “critical mass,” as it applies to cooperation in creative endeavor. Take any problem worthy of the
name, and you find only a few people who can contribute effectively to its solution. Those people must be brought into
close intellectual partnership so that their ideas can come into contact with one another. But bring these people
together physically in one place to form a team, and you have trouble, for the most creative people are often not
the best team players, and there are not enough top positions in a single organization to keep them all happy. Let
them go their separate ways, and each creates his own empire, large or small, and devotes more time to the role
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of emperor than to the role of problem solver. The principals still get together at meetings. They still visit one another.
But the time scale of their communication stretches out, and the correlations among mental models degenerate
between meetings so that it may take a year to do a week’s communicating. There has to be some way of facilitating
communicant ion among people with bout bringing them together in one place.
A single multi-access computer would fill the bill if expense were no object, but there is no way, with a single
computer and individual communication lines to several geographically separated consoles, to avoid paying an
unwarrantedly large bill for transmission. Part of the economic difficulty lies in our present communications system.
When a computer is used interactively from a typewriter console, the signals transmitted between the console and
the computer are intermittent and not very frequent. They do not require continuous access to a telephone channel;
a good part of the time they do not even require the full information rate of such a channel. The difficulty is that
the common carriers do not provide the kind of service one would like to have---a service that would let one have ad
lib access toa channel for short intervals and not be charged when one is not using the channel.
It seems likely that a store-and-forward (i.e., store-for-just-a-moment-and-forward-right-away) message service would be
best for this purpose, whereas the common carriers offer, instead, service that sets up a channel for one’s individual
use for a period not shorter than one minute.

The problem is further complicated because interaction with a computer via a fast and flexible graphic
display, which is for most purposes far superior to interaction through a slow-printing typewriter, requires markedly
higher information rates. Not necessarily more information, but the same amountin faster bursts—more difficult to
handle efficiently with the conventional common-carrier facilities.

It is perhaps not surprising that there are incompatibilities between the requirements of computer systems
and the services supplied by the common carriers, for most of the common-carrier services were developed in
support of voice rather than digital communication. Nevertheless, the incompatibilities are frustrating. It appears that
the best and quickest way to overcome them—and to move forward the development of interactive communities of
geographically separated people—is to set up an experimental network of multi-access computers. Computers
would concentrate and interleave the concurrent, intermittent messages of many users and their programs so as to
utilize wide-band transmission channels continuouslyand efficiently, withmarked reduction in overall cost.

COMPUTER AND INFORMATION NETWORKS

The concept of computers connected to computers is not new. Computer manufacturers have successfully
installed and maintained interconnected computers for some years now. But the computers in most instances are from
families of machines compatible in both software and hardware, and they are in the same location. More important,
the interconnected computers are not interactive, general-purpose, multi-access machines of the type described by
David [1] and Licklider [2]. Although more interactive multi- access computer systems are being delivered now, and
although more groups plan to be using these systems within the next year, there are at present perhaps only as few
as half a dozen interactive multi-access computer communities.

These communities are socio-technical pioneers, in several ways out ahead of the rest of the computer world: What makes
them so? First, some of their members are computer scientists and engineers who understand the concept of man-
computer interaction and the technology of interactive multi-access systems. Second, others of their members are
creative people in other fields

and disciplines who recognize the usefulness and who sense the impact of interactive multi-access computing upon
their work. Third, the communities have large multi-access computers and have learned to use them. And, fourth,
their efforts are regenerative.

In the half-dozen communities, the computer systems research and development and the development  of
substantive applications mutually support each other. They are producing large and growing resources ofprograms,
data, and know-how. But we have seen only the beginning. There is much more programming and data collect ion—
and much more learning how to cooperate-to be done before the full potential of the concept can be realized.
Obviously, multi-access systems must be developed interactively. The systems being built must remain flexible and
open-ended throughout the process of development, which is evolutionary.

Such systems cannot be developed in small ways on small machines. They require large, multiaccess
computers, which are necessarily complex. Indeed, the sonic barrier in the development of such systems is
complexity.

These new computer systems we are describing differ from other computer systems advertised with the
same labels: interactive, time-sharing, multi-access. They differ by having a greater degree of open-endedness, by
rendering more services, and above all by providing facilities that foster a working sense of community among
their users. The commercially available time-sharing services do not yet offer the power and flexibility of software
resources the “general purposeless’” of the interactive multi-access systems of which have been collectively serving
about a thousand people for several years.

The thousand people include many of the leaders of the ongoing revolution in the computer world. For over
a year they have been preparing for the transition to a radically new organization of hardware and software, de-
signed to support many more simultaneous users than the current systems, and to offer them—through new
languages, new file-handling systems, and new graphic displays—the fast, smooth interaction required for truly
effective  man-computer partnership.
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Experience has shown the importance of making the response time short and the conversation free and easy. We
think those attributes will be almost as important for a network of computers as for a single computer.

Today the on-line communities are separated from one another functionally as well as geographically. Each
member can look only to the processing, storage and software capability of the facility upon which his community is
centered. But now the move is on to interconnect the separate communities and thereby transform them into, let
us call it, a super community. The hope is that interconnection will make available to all the members of all the
communities the programs and data resources of the entire super community. First, let us indicate how these
communities can be interconnected; then we shall describe one hypothetical person’s interaction with this
network, of interconnected computers.
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VII. MESSAGE PROCESSING

The hardware of a multi-access computer system includes one or more central processors, several kinds of
memory disk and tapes—and many consoles for the simultaneous on-line users. Different users can work
simultaneously on diverse tasks. The software of such a system includes supervisory programs (which control the
whole operation), system programs for interpretation of the user’s commands, the handling of his files, and
graphical or alphanumeric display of information to him (which permit people not skilled in the machine’s language
to use the system effectively), and programs and data created by the users themselves. The collection ofpeople,
hardware, and software-the multi-access computer together with its local community of users—will become a
node in a geographically distributed computer network. Let us assume for a moment that such a network has been
formed.

For each node there isasmall, general-purpose computer which we shall call a “message processor.” The
message processors of all the nodes are interconnected to form a fast store-and-forward network. The large multi-
access computer at each node is connected directly to the message processor there. Through the network of message
processors, therefore, all the large computers can communicate with one another. And through them, all the
members of the super community can communicate-with other people, with programs, with data, or with selected
combinations of those resources. The message processors, being all alike, introduce an element of uniformity into an
otherwise grossly no uniform situation, for they facilitate both hardware and software compatibility among diverse
and poorly compatible computers. The links among the message processors are transmission and high-speed digital
switching facilities provided by common carrier. This allows the linking of the message processors to be reconfigured
in response to demand.

A message can be thought of as a short sequence of “bits” flowing through the network from one multiaccess
computer to another. It consists of two types of information: control and data. Control information guides the
transmission of data from source to destination.  In present transmission systems, errors are too frequent for many
computer applications. However, through the use of error detection and correction or retransmission procedures in
the message processors, messages can be delivered to their destinations intact even though many of their “bits”
were mutilated at one point or another along the way. In short, the message processors functionin the system as
traffic directors, controllers, and correctors.
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Today, programs created at one installation on a given manufacturer’s computer are generally not of much
value to users of a different manufacturer’s computer at another installation. After learning (with difficulty) of a
distant program’s existence, one has to get it, understand it, and recode it for his own computer. The cost is
comparable to the cost of preparing a new program from scratch, which is, in fact, what most programmers
usually do. On a national scale, the annual cost is enormous. Within a network of interactive, multi-access computer
systems, on the other hand, a person atone node will have access to programs running at other nodes, even
though those programs were written in different languages for different computers.

The feasibility of using programs at remote locations has been shown by the successfully.
The system’s way of managing data is crucial to the user who works in interaction with many other people. It
should put generally useful data, if not subject to control of access, into public files. Each user, however, should have
complete control over his personal files. He should define and distribute the “keys” to each such file, exercising his option
to exclude all others from any kind of access to it; or to permit anyone to “read” but not modify or execute it; or
to permit selected individuals or groups to execute but not read it; and so on—with as much detailed specification or as
much aggregation as he likes. The system should provide for group and organizational files within its overall
information base.

Oy

o a i

Interactivecommunicationconsistsofshortspurtsofdialoqg.....

At least one of the new multi-access systems will exhibit such features. In several of the research centers
we have mentioned, security and privacy of information are subjects of active concern; they are beginning to get
the attention they deserve.

In a multi-access system, the number of consoles permitted to use the computer simultaneously depends
upon the load placed on the computer by the users’ jobs, and may be varied automatically as the load changes.
Large general-purpose multi-access systems operating today can typically support 20 to 30 simultaneous users.
Some of these users may work with low-level “assembly” languages while others use higher-level “compiler” or
“interpreter” languages. Concurrently, others may use data management and graphical systems. And so on.

But back to our hypothetical user. He seats himself at his console, which may be a terminal keyboard plus a relatively
slow printer, a sophisticated graphical console, or any one of several intermediate devices. He dials his local
computer and “logs in” by presenting his name, problem number, and password to the monitor program. He calls
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for either a public program, one of his own programs, or a colleague’s program that he has permission to use. The
monitor links him to it, and he then communicates with that program.

... obstructing destroys communication.

When the user (or the program) needs service from a program at another node in the network, he (or it) requests the service
by specifying the location of the appropriate computer and the identity of the program required. If necessary, he uses
computerized directories to determine those data. The request is translated by one or more of the message
processors into the precise language required by the remote computer’s monitor. Now the user (or his local
program) and the remote program can interchange information. When the information transfer is complete, the user
(or his local program) dismisses the remote computer, again with the aid of the message processors. In a commercial
system, the remote processor would at this point record cost information for use in billing.

On-line interactive communities

But let us be optimistic. What will on-line interactive communities be like? In most fields they will
consist of geographically separated members, some- times grouped in small clusters and sometimes working
individually. They will be communities not of common location, but of common interest. | n each field, the overall
community of interest will be large enough to supporta comprehensive system of field-oriented programs and data.
In each geographical sector, the total number of users summed overall the fields of interest will be large enough
to support extensive general- purpose information processing and storage facilities. All of these will be interconnected
by telecommunications channels. The whole will constitute a labile network of networks ever-changing in both
content and configuration.
What will go on inside? Eventually, every informational transaction of sufficient consequence to warrant the cost.
Each secretary’s typewriter, each data-gathering instrument, conceivably each dictation microphone, will feed into the
network.
You will not send a letter or a telegram; you will simply identify the people whose files should be linked to
yours and the parts to which they should be linked-and perhaps specify a coefficient of urgency. You will seldom
make a telephone call; you will ask the network to link your consoles together, your computer will know who is prestigious
in your eyes and buffer you from a demanding world.

With what priority, and who can have access to which of your personal files. It will know your organization’s rules
pertaining to proprietary information and the government’s rules relating to security classification.

Available within the network will be functions and services to which you subscribe on a regular basis and others that you call
for when you need them. In the former group will be investment guidance, tax counseling, selective dissemination of
information in your field of specialization, announcement of cultural, sport, and entertainment events that fit your
interests, etc. In the latter group will be dictionaries, encyclopedias, indexes, catalogues, edit-ing programs,
teaching programs, testing programs, programming systems, data bases, and—most important—communication,
display, and modeling programs.

All these will beat some late date in the history of networking systematized and coherent; you will be able to get
along in one basic language up to the point at which you choose a specialized language for its power or terseness.

When people do their informational work “at the console” and “through the network,” telecommunication will be
as natural an extension of individual work as face-to-face communication is now. The impact of that fact, and of
the marked facilitation of the communicative process, will be very great both on the individual and on society.
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First, life will be happier for the on-line individual because the people with whom one interacts most strongly will be
selected more by commonality of interests and goals than by accidents of proximity. Second, communication will be
more effective and productive, and therefore more enjoyable. Third, much communication and interaction will be with
programs and programmed models, which will be (a) highly responsive, (b) supplementary to one’s own
capabilities, rather than competitive, and (c) capable of representing progressively more complex ideas without
necessarily displaying all the levels of their structure at the same time-and which will therefore be both challenging
and rewarding. And, fourth, there will be plenty of opportunity for everyone (who can afford a console) to find his
calling, for the whole world of information, with all its fields and disciplines, will be open to him with programs
ready to guide him or to help him explore.

For the society, the impact will be good or bad, depending mainly on the question: Will “to be on line”
be a privilege or a right? If only afavored segment of the population gets a chance to enjoy the advantage of
“intelligence amplification,” the network may exaggerate the discontinuity in the spectrum of intellectual
opportunity.

On the other hand, if the network idea should prove to do for education what a few have envisioned in hope,
if not in concrete detailed plan, and if all minds should prove to be responsive, surely the boon to humankind
would be beyond measure.

Unemployment would disappear from the face of the earth forever, for consider the magnitude of the task
of adapting the network’s software to all the new generations of computer, coming closer and closer upon the heels
of their predecessors until the entire population of the world is caught up in an infinite crescendo of on-line
interactive debugging.
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Abstract: A complex software system has numerous defect prone tasks. There are many reasons for the defects in software.
Many of these defects lead to failure of software. Software Reliability is the probability of failure-free software operation for
a specified period of time in a specified environment. No good quantitative methods have been developed to represent
Software Reliability without tedious manipulation. Therefore, we need a method to enhance the reliability without
complexity. We proposed an approach named as ARBR reduces the complexity and manipulation of software metrics. ARBR
collects the possible bugs from various applications and maintains an audit for the same. When the new application detects
the bug as an audit then the system gets restarted automatically where the executed applications and operations saved so as
to recover things easily then the system again try the applications by eliminating the bugs. This method is evaluated in some
projects where the bugs are eliminated and gives desirable performance. ARBR satisfies the software reliability
requirements with balancing the risk of failures and cost.

Keywords: Software reliability, Audit maintenance, Bug analysis, Recovery, KLOC.
l. INTRODUCTION

Nowadays, information processing systems and their software provide a good factor such as low cost, good control,
compact processors, easy handling, etc.. This section discusses about the Software reliability, their parts and the various
reasons.

1.1 SOFTWARE RELIABILITY

Software Reliability is defined as the probability of failure-free software operation for a specified period of time in
a specified environment. Software reliability is different from hardware reliability because time is not a major constraint. It
will not modify over time unless changed or upgraded happened frequently. There are many software quality features such as
usability, maintainability etc.... Reliability is one of them and it is very hard to attain it because it leads to a high degree of
complexity when the software application size is big and enormous. The complexity of an application is inversely related to
reliability and directly related to quality. Good projects are emerging from good management such as time, cost and
development.

Software reliability consists three parts: modeling, measurement and enhancement. Reliability modeling refers the
optimized model which is ensured by a system testing. There are various estimation techniques to measure the reliability,
enhancing the reliability is the process of increasing capability of software during testing and implementation.

There are various reasons behind software failures such as errors, interpretation faults, incompetence, testing and
other problems. Design faults also affect the reliability of software. The measurement of software reliability completely
depends on manipulation and calculation and so physical prediction is not possible. There are some worst situations where
the error appears without any warning. For example, the inputs of a program also affect the software in the situations like
redundancy, interference and overlapping. By analyzing the above issues the standard testing and large testing is examined to
improve software reliability. But there are no standard methods other than some logic structures and calculations. There is
not a simple method to measure software reliability. If the programmer or user doesn’t understand the software system or
application then it becomes very rigorous to measure it. Most of the software metrics not have a common definition or
methods. There are many metrics taken into consideration such as product, process, fault and failure metrics. These metrics
help the designer to measure reliability indirectly. There is no standard way of counting the application other than LOC
(Lines Of Code) or LOC in thousands (KLOC). Software operating environments are different for every application and so it
also affects the reliability .There are two issues which violate the software reliability. They are Control dependence and data
independence. The hardware reliability is worn out but the software reliability is conceptual and document. To enhance
software reliability first the measurement and improvement of the metrics are initialized. At the next step the cost, effort,
time and other set of complexity metrics must be low. There are many real time examples of software failure such as
accidental change of function when fault input to the system, encountered, misinterpretation of requirements etc., All the
above discussed issues ensure that the reliability of a software is an unpredictable one. So there is a need for a good
prediction method of software reliability. To enhance reliability the following steps to be done (i) standardizing data
collecting methods (ii) documenting again and again (iii) inter-rater reliability. We propose a prediction reliability model in
further sections.
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1. RELATED WORK

Most reliability methods consider some assumptions and mathematical functions such as higher order exponential
and logarithmic. There are numerous approaches can be used to increase the reliability. However, all of the methods are very
tedious and rigorous to develop and implement by means of time and cost. In the literature, there are some works for
attaining reliability models. Brown et al. introduced a cost model that determines the optimal number of software test cases
based on a probabilistic model that incorporates the cost per test, the error cost, the number of software executions, and the
estimated number of faults. The main disadvantage of this approach is that no distinction is made between different tests, and
the fact that these different tests cover different possible faults. The main assumption used by these models in treating the
fault correction process is that the rate of fault correction is proportional to the number of faults to be corrected, meaning that
the expected cumulative number of corrected faults is proportional to the expected cumulative number of detected faults with
constant delay. All the methods have some assumptions and calculations.

WWW.ijmer.com ISSN: 2249-6645

Eduardo Oliveria Costa et al. (2010) introduced a model by the method of Genetic Programming (GP) it gives the
better reliability curve which is experimenting with time and coverage. Kapil Sharma et al. (2010) develop a deterministic
quantitative model based on a distance based approach and then applied for evaluation, optimization and selection. Ahmed
Patel et al. (2010) develop a technique for software application and reliability which is implemented with programming
examples. Costa et al. (2010) follows a genetic programming approach for reliability modeling. J. Onishi et al. (2007) gives
an improved surrogate method which solves redundancy and other problems which increases the reliability method. Yousif
A. Bastaki (2012) developed an interactive method which gets the things from a user and increases the reliability modeling.

Il.  APPROACH

By analyzing the above models there is no single model which works in all environments efficiently. Some of them
may be working well in a certain environment and not suited for other environments. To overcome the above drawbacks
ARBR model is introduced where the manual calculation and complexity is very low and compatible with all environments.
Many applications are examined by some tools and the errors and faults in the applications are experimented for ARBR-
model. By analyzing and gathering these bugs it is possible to discover the errors in a new application. The main advantage
of this work is to enhance reliability and redesign to another application. This method is generic considered until other
methods. This method achieves high reliability through configuration and interactive and instantaneous development
process. The below figure 1 give the overall description of ARBR model.

Bug Audit Fault
collection ”| Maintain "] detection

v
Retry Restart Recover data
application application

Fig 1 Overview of ARBR

The possible bugs are collected from various applications which help us to determine when the new software
application faces the failure. The failures occurred in all types of system are gathered and maintain as a database. The
collection is simple because the failures are collected during testing and some are reported by the users. The depth survey
users are also given the needed details. Metrics determine the efficiency of the review collected from the user. For example,
fault metrics used to measure reliability by means of failure density and Mean Time Between Failures (MTBF). Based on the
above mentioned parameters there is a need to increase the reliability and quality. The database is maintained by any
packages. So this method is compatible with all environments. When an application fails ARBR try to recover data and
executed operations and then the system restarts automatically. The abrupt changes and disaster cannot affect this operation
by the mode of recovery. During implementation when the application faces the collected defects in the database then the
system is restarted automatically where the current operations and applications saved. In ARBR, It is very easy to retrieve
the data from any defects. So the obtained and executed results are protected and we are able to retry the same application.
This method has two phases (i) Prediction (ii) design. In the first phase the failure and other properties such as causes of
failures are analyzed and in the second phase the application is accumulated. In the first phase some historical application is
used and in the next phase predicts the reliability and estimate the same using any estimation techniques. The below diagram
Fig 2 shows the method of collecting faults from various projects.
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B1 Bugs
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B2

P3
B3 Databases

P4

B4

Fig 2 Bugs Collection

In the above figure 2 P1, P2, P3, P4 refers the various projects and B1, B2, B3 and B4 are the various bugs of
corresponding projects. The faults are stored in any databases. These collected faults are implemented in the new application
as follows. When these faults are stored we have to maintain these faults according to some predefined methods and hence it
is easy to diagnose the fault in the new application. After storing, we have to check some conditions by deriving an
expression. This step is very simple when using any high level languages. The expression and further operation are discussed
in the following steps. (i) DETECT=FAIL COMPONENT then we confirm that the failure occurs in an application. After
this step the data are recovered by means of any tool. This recovery happened instantly. When data is recovered the
application is restarted. While restarting we have to ensure that the application released from failure. If failure remains
establish a signal as RESTART FAILED. When the flag the application is retried and the application is running. There is a
chance for new failures. For that purpose we use the signal RETRY FAILED. The retrieving of fault from the database and
the remaining process are explained in the figure Fig 3. Below section gives the conducted and their results are discussed.

Collected Bugs

Detected
Bugs »

Databases

Restart
Application

Retry
Application

Fig 3 Retrieving bugs from database

When the detected faults and collected faults are same then restart the application after storing the results. When the
data stored and the bugs are recovered then retry the same application.

V. EXPERIMENT AND RESULTS
To evaluate the performance of this method at first we have to determine which portion of the application the
measurement would be taken for reliability after that the input to the system is given. For this experiment a program in a .txt
file is taken .To make the user interaction easier another .txt file is introduced where the proposed contents are stored. This
work collects the bugs and hence the various .txt bugs are determined also the parameters such as KLOC and possible
metrics are also collected. The bugs collected from a file which contains 10,000 LOC from various projects .The purpose of
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the program is to collect a data from the user in a predetermined format and implement specific tasks. According to ARBR,
more than 70 bugs are collected. The bugs are determined by various projects named as P1, P2, and P3. Based on the
operational profile the bugs are injected into a database. The detected bugs are also numbered and sequenced for user
compatibility and maintenance. When we maintain some sequential order then it is easy to categorize the method of bugs.
This method will apply to any software application which gives meaningful results. This collection appears best in all
situations. Most of the models leave the development process and the results alone for consideration. In this model bugs are
taken into account and so the complexity is reduced and the abstraction is achieved. The below table summarize some bugs
from the considered project. The table gives the line no where the bug appeared in the project. The determined bugs are
categorized by some specifications such as hardware failures, redundancy etc. The summarization of bug retrieving and their
properties are given in Table 1 and the bug profile of assigned projects is discussed in Table 2.

Table 1: Bug retrieving

Bug no Line no Category no
2 85 3
5 536 5
7 832 7

Table 2:Bug Profile

Project Failure Without Failure
3 124.87 130.47
5 180.39 117.17
7 170.11 78.83

Table 3: Bug detection and repairing

Project Detection of bug Repaired Without failure
3 12.862 11.592 135.520
5 9.232 8.321 124.520
7 6.550 5.321 175.321

The bug detection profile is collected from randomly taken among various projects and an average of the profile is
computed for the executed applications with and without failure. These results are given in table 3 and the corresponding
graph for bug profile in the new application is given in below graph Fig 4.

Bug Profile
350
300 | =
250
200 AN /
150 7AH<
100
0 v
1 2 3 4
———FAILURE === WITHOUT FAILURE

Fig 4 Bug profile analysis

The above table 3 gives the average rate of fault detection and the recovery action and repairing rate on bug process
when introducing the proposed ARBR process. The above table also gives the non failure process of new application. The
corresponding graph is discussed in the graph below.

WWW.ijmer.com 3383 | Page



International Journal of Modern Engineering Research (IJMER)
WWW.ijmer.com Vol. 3, Issue. 6, Nov - Dec. 2013 pp-3380-3384 ISSN: 2249-6645

200
180

/
160
140 /

120 %
=4=Non ARBR
100

%0 . =8=ARBR
60
40
20
0 ‘ ‘ \ \
0 1 2 3 4

Fig 5 Reliability of new application

The above fig 5 gives that the reliability is enhanced by using ARBR. The average of bug rate is reduced
considerably and hence the reliability is enhanced. By this method, 80 percent of the cases give the considerable
enhancement in reliability.

This experiment shows that the proposed ARBR is implemented in the program is more efficient than existing
works. The above given results indicate that the bug extraction and the retrieving are step-by-step process. But it is easier
than other methods. If we complete all the steps start from extraction to retrieving successfully then ARBR is promising
method to enhance reliability. This result fulfilling the objective of the work and it is a unique finding one. This method is
capable to work in all environments automatically.

V. CONCLUSION

In order to achieve a required reliability, the ARBR is an optimized model. This model gives good development and
it detects and repairs various failures in the application. Enhancement in reliability is hard but this model conquers the
complexity. ARBR is an advanced approach but there are some limitations. When the required information’s are lacking
means this method is underway. The quality of ARBR depends upon the needs and quality requirements. Experiments
showed that the reliability enhanced by means of ARBR and give the potential outputs without failures. It gives a promising
progress to produce reliable software. Even though ARBR gives better integration between critical failure and application
there is a side effect such as obtaining sensitive failures and their impact on their output. So, successive designs of ARBR for
future versions will overcome these issues. This method is further enhanced as assuring defect free software and limiting of
realistic constraints such as time and cost. Finally, it is concluded that the effective and the selection of a reliability model is
not a simple task. The model which has low cost, time and effort is a good model. Therefore, ARBR is a good method to
enhance reliability.
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Abstract: Utilizing fuel cell for distributed power generation requires the development of an inexpensive converter topology
which converts the variable d.c. of fuel cell into useful a.c. power converter topologies for fuel cell systems residential
applications are presented in this paper for efficiency, cost, component count, input ripple current minimization technique,
reliability for comparison analysis. The commercial feasibility of fuel cells rests on the cost of the fuel cell system and
operating efficiency and fuel cost. The proposed power converter topology consists of DC-DC converters, and 180 degree
mode of conduction with and without filter. Advantages of the proposed topology are reduced input ripple current, high
efficiency, low maintenance cost, smaller size, modularity, redundancy.
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l. INTRODUCTION

The Inverter is used to convert DC output Voltage to AC. which generate power as a direct current (DC), require
power conversion units to convert the power from DC to AC. This power could be connected to the transmission and
distribution network of a utility grid. There are other applications, where it is necessary to be able to control power flow in
both directions between the AC and DC sides. For all these cases power conditioning units are used. Power conditioning unit
are defined generally as electronic units that transform DC power to AC power, AC power to DC power, both bi-directional
power electronic converters, or convert DC power at one voltage level to DC power at another voltage level. Using PCUs in
Fuel Cell power systems, the input power of the system varies continuously with time. FC power systems can use the power
conditioning units for this purpose and also to prevent the expensive electrochemical units such as fuel cell or electrolyser
from damage, to step-up voltage for electrochemical units, to invert, to regulate, and to wave-shape the output voltage from
all components.

An inverter is also needed to connect the system to the AC consumer loads. When all components of the system are
directly connected, the two electrochemical components (fuel cell and electrolyser) have a relatively low output voltage.
Therefore, the feasible system must enclose PCUs DC/AC inverter, and also to prevent the expensive electrochemical
devices from damage. It seems reasonable that problems concerning efficiency are mainly caused by technical components
of this system. Which can be attributed to operating the converters most of the time at very low power levels? Therefore, an
accurate design of the components is very important. Most improvements in the circuit design of the PCU to increase the
efficiency are in the use of modern power semiconductors with low conduction and driving losses, and in the use of recently
developed designs of the integrated control circuits. The cost reduction of storing energy in hybrid systems can be achieved
by increasing the efficiency and decreasing the cost of the PCU. The power conditioning sensitivity in systems has the
greatest effect relative to other components in the system (Electrolyser, Fuel cell, Battery,). When an increase in the PCU
efficiency by 1% is achieved, the cost of electric power generated is reduced by 0.94%.

1. SYSTEM DESCRIPTION

A. Operation and Topology

A fuel cell is an electrochemical cell that converts a source fuel into an electrical current. It generates electricity
inside a cell through reactions between a fuel and an oxidant, triggered in the presence of an electrolyte. The reactants flow
into the cell, and the reaction products flow out of it, while the electrolyte remains within it. Fuel cells can operate
continuously as long as the necessary reactant and oxidant flows are maintained. Fuel cell has higher energy storage
capability, thus enhancing the range of operation for automotive applications and is a cleaner source of energy. Fuel cell also
has the further advantage of using hydrogen as fuel that could reduce world’s dependence on nonrenewable hydrocarbon
sources. In recent years different types of technologies have been developed , such as the: Alkaline Fuel Cell (AFC);Proton
Exchange Membrane (PEM) Fuel Cell; Phosphoric Acid Fuel Cell (PAFC); Molten Carbonate Fuel Cell (MCFC);Solid
Oxide Fuel Cell (SOFC) and Direct Methanol Fuel Cell(DMFC). One of the most diffused, the PEM fuel cell, has a high
proton conductivity membrane as electrolyte. The Fuel Cell model used in this Proposed Work is realized in MATLAB ™
and Simulink.
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Fig.1.2. simulink model of fuel cell inverter for 180 degree mode of conduction with filter.

1. Fuel Cell Stack Model

1.1. Model Assumptions

e The stack model will be based on the following assumptions.

e  The gases are ideal.

e The stack is fed with hydrogen and air. If natural gas instead of hydrogen is used as fuel, the dynamics of the fuel
processor must be included in the model, upstream of the hydrogen inlet; a first-order transfer function 6.The transfer
function gain should reflect the changes in composition occurring during the process. The effect of the fuel processor in
the model will be tested in the future. The channels that transport gases along the electrodes have a fixed volume, but
their lengths are small, so that it is only necessary to define one single pressure value in their interior. The exhaust of
each channel is via a single or if ice. The ratio of pressures between the interior and exterior of the channel is large
enough to consider that the orifice is choked. The temperature is stable at all times. The only source of losses is ohmic,
as the working conditions of interest are not close to the upper and lower extremes of current. The Nernst equation can
be applied.

1.2 Characterization of the Exhaust of the Channels:
According to Ref. 7, an orifice that can be considered choked, when fed with a mixture of gases of average molar mass
M_kgrkmol.and similar specific heat ratios, at a constant temperature, meets the following characteristic:

ﬂ =K{M (1.7

I:>U
Where W is the mass flow kg/s; K is the valve constant, mainly depending on the area of the orifice . P is the pressure up
stream inside the channel. For the particular case of the anode, the concept of fuel utilization U can be introduced, as the
ratio between the f fuel flow that reacts and the fuel flow injected to the stack is also a way to express the water molar
fraction at the f exhaust. According to this definition, Eq. 4.1. can be written as:
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Wan

:Wan (1_U f )M H2 +U f M H,0 (1-2) where W is the mass flow through the
an

anode valve an kg/s; Kan is the anode valve constant ; M are the molecular masses of hydrogen H2. H20 and water,

respective kg/kmol; P is the pressure an inside the anode channel [atm]. If it could be considered that the molar flow of any

through the valve is proportional to its partial pressure inside the channel, according to the expressions:

a4 K
L= =K (1.3) and
Pu, My,
K
o Lo g, aa)
szo MH20

where q , g are the molar flows of hydrogen and H2 H20 water, respectively, through the anode kmol/s; p , p are the partial
pressures of hydrogen and water, H2 H20 respectively (atm); K , K are the valve molar con- H2 H20 stants for hydrogen
and water, respectively kmol/(satm); the following expression would be deduced:

Pﬂ Kan[(l_uf)m+uf VMHZO] (1.5

an
The comparison of Egs. 4.2. and eqs4.5 Shows that for U )70% the error is less than 7%. It is possible to f redefine slightly
Egs. 4.3and 4.4 so that the error is even lower. This error shows that it may be reasonable to use Eqgs. 4.3 and eqs.4.4.. The
same study for the cathode shows that the error in that valve is even lower, because of the similar molecular masses of
oxygen and nitrogen.

Pu,Van =Ny RT 2.6)

1.3 Calculation of The Partial Pressures:
Every individual gas will be considered separately, and the perfect gas equation will be applied to it. Hydrogen will be
considered as an example.

d RT

—PH, = —0aH, 1.7

dt V.,
where q is the time derivative of n , and represents the H2 H2 hydrogen molar flow kmol/s. There are three relevant
contributions to the hydrogen molar flow: the input flow, the flow that takes part in the reaction and the output flow,

thus:

out

d RT in r
—pH, = 7(qH2 — 0Oy _qHZ) (L.8)

dt \%

an

where qgin is the input flow of kmol/s; qout is the output H2 H2 flow of kmol/s; qr is the hydrogen flow that reacts H2
kmol/s. According to the basic electrochemical relationships,
the molar flow of hydrogen that reacts can be calculated

N, I
as: Oy, = ZOF = 2K, I (1.9)

where N is the number of cells associated in series in the 0 stack; F is the Faraday’s constant/kmol; | is the stack current [A];
K is a constant defined for modeling pur- r

poses kmol/(s a). Returning to the calculation of the hydrogen partial

pressure, it is possible to write:

d RT in ou
a sz = g((qHZ _qH; _ZKrIi)) (1-10)

Replacing the output flow by Eq. _3., taking the Laplace transform of both sides and isolating the hydrogen partial pressure,
yields the following expression:

D :@(q‘” ~2K. 1)) (1.12)
" 1+7,.5 "2 o '

Where, TH, = (van/ KH,RT) ,expressed in seconds, is the H2 an H2 value of the system pole associated with the
hydrogen flow.
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1.4 Calculation of the stack Voltage
Applying Nernst’s equation and Ohm’s law _to consider ohmic losses., the stack output voltage is represented by the
following expression:

RT|, Pw,Po
- n - <

szo
with the reaction free energy V; R is the same gas constant as previous, but care should be taken with the system unit
J /kmolK; r describes the ohmic losses of the stack Q)

V=N, E, + I —rl .@.12)where E is the voltage associated

1.5. Modeling of Power Conditioning Unit

The Power Conditioning unit is used to convert DC output Voltage to AC. which generate power as a direct current (DC),
require power conversion units to convert the power from DC to AC. This power could be connected to the transmission and
distribution network of a utility grid. There are other applications, where it is necessary to be able to control power flow in
both directions between the AC and DC sides. For all these cases power conditioning units are used. Power conditioning unit
are defined generally as electronic units that transform DC power to AC power.

1.6 DC-AC Converter (Inverter)

The main circuit is the part where the DC electric power is converted to AC [6]. This is virtually implemented with the one
that is shown at the Fig. In this circuit we use a 3 leg inverter for 3-phase conversion which is composed of 6 IGBTs and the
control unit. The last generates control pulses to drive

the IGBTS. The pulse generation to gives a digital signal to the IGBTs. When the signal from the pulse generator is not zero
then it reacts as a switch and opens. This consists the basic operation in order to convert the DC to AC, with the technique of
the Pulse Width Modulation (PWM).The frequency of the IGBTs we use is 1 KHz. For the time interval the IGBTSs are open,
we get a pulse at power circuit, which has the same amplitude of source. The RMS time integral give us the output values.
The on-off is determined by a control unit which is analyzed below. The modulation factor ma can be used as a parameter for
the dynamic control of the system.. The losses will be analogue to the change over the ma. A useful reference for cascaded
multilevel converters which discuses the control circuit of new topology. A three phase inverter has the basic advantage that
generates power in 3-phase and is working without a hitch. At one node of the circuit, supposing we have an input voltage
V.i(t) an LC filter ,L inductance and C capacitance and the r, resistant Load ,if we apply the Kerchief’s laws and if we
consider that the IGBTS at an open state, we get:

r|_i|_ +L dlL/dt + VC = Vm(t) (113)
ii— C(dV /dt) - VJ/R (1.14)
The above problem is depending on the output of the PV array and in order to have a simple solution we consider only the
switching part of the circuit that is in fig. one obtain the solution which is:
V=Y “n=157.114V/3nm(cosnn/3+1)Sinn(wt120)
(1.15)

Vin=Y n=15.7.11 4V/3nm(cosnmt/3+1)Sinn(wt240°)
(1.16)

VrN=Y n=1.5.7.11 4V/3nn(cosnn/3+1)Sinn(ot)

(1.17)
Each one of the 3-phases to neutral voltage, the 1, 5, 7, 11 are the harmonics appearing and w=2xf the basic frequency at
50Hz.
ILEXPERIMENTAL RESULT: A Comparative analysis of Simulation Result Of Fuel Cell Inverter For 180 Degree
Mode Of Conduction with and without filter along with the its total harmonic distortion[TDH] is shown in the following
figures.

2 —

Fig.1.3.Three phase Load Current and Load Voltage waveform for inverter 180° mode of conduction without filter
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I11.  CONCLUSIONS
Based on the literature review, simulations results and the performed experiments,
Following points can be concluded:
1. Those Fuel Cells are preferred which have high voltage ratings and low current profile. This is because at higher current
the losses within the fuel cell will be more and hence the efficiency of the system, for which it is known, will deteriorate. But
the main drawback of higher voltage fuel cells is that voltage level can be increased only by adding series stacks. This adds
to the system cost.
2. In low power rating fuel cells, low voltage is an issue. Boost converter provides solutions to raise the voltage level of the
FC stack. Besides this bi-directional DC DC converters are also used for boosting and isolation. This increases the bulkiness
of the whole application. For AC applications the inverter discussed in the above theory is a good candidate for single stage
grid connected system. It is capable of boosting up the voltage level from a low level to a higher level, hence overcoming
such systems where boost converter and other topologies are used. The output voltage of the capacitor is in good agreement
with the reference grid voltage.
3. Simulation results show that the operation of the the inverter is such that it feed a nearly unity power factor current into
the grid (pf = 0:967). Experimentally it is shown that the grid current is in phase with the voltage.

V. FUTURE SCOPE
1. The operation of the converter, considered for the grid connection connection, can also be investigated for continuous
conduction mode.
2. We have considered an application in which FC stack is integrated to the grid. FC can also be considered for stand alone
power application systems or even backup systems.
3. FC stacks integration with various other DC/DC converters and study the behavior of a closed-loop controller for the
same.
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Abstract: We identify overheads associated with FTP, attributed to separate TCP connections for data and control, non-
persistence of the data connections, and the sequential nature of command exchanges. We argue that solutions to avoid these
overheads using TCP place an undue burden on the application. Instead we propose modifying FTP to use SCTP and its
multistreaming service. FTP over SCTP avoids the identified overheads in the current FTP over TCP approach without
introducing complexity at the application, and still remaining “TCP-friendly.” We implemented FTP over SCTP in three
ways: (1) simply replacing TCP calls with SCTP calls, thus using one SCTP association for control and one SCTP
association for each data transfer, (2) using a single multistreamed SCTP association for control and all data transfers, and
(3) enhancing (2) with command pipelining. Results comparing these 3 variations with the classic FTP over TCP indicate
significant improvements in throughput for the transfer of multiple files by using multistreaming and command pipelining,
with the largest benefit occurring for transferring multiple short files. More generally, this paper encourages the use of
SCTP’s innovative transport-layer services to improve existing and future application performance.

Keywords: SCTP, FTP Application,Multi-Streaming .

l. INTRODUCTION

The past decade has witnessed an exponential growth of Internet traffic, with a proportionate increase in Hyper Text
Transfer Protocol (HTTP) [BFF96] and decline in File Transfer Protocol (FTP) [PR85], both in terms of use and the amount
of traffic. The decline in FTP traffic is chiefly attributed to the inflexible nature of its interface.

Over the years, several FTP extensions have been proposed [AOM98, EH02, HL97], with a few efforts to improve
performance by using parallel TCP connections [AO97, Kin00]. However, opening parallel TCP connections (whether for
FTP or HTTP) is regarded as “TCP-unfriendly” [FF99] as it allows an application to gain an unfair share of bandwidth at the
expense of other network flows, potentially sacrificing network stability. Our focus is to improve end-to-end FTP latency
and throughput in a TCP-friendly manner.

Although FTP traffic has proportionately declined in the past decade, FTP still remains one of the most popular
protocols for bulk data transfer on the Internet [MCO00]. For example, Wuarchive [WUARCHIVE] serves as a file archive for
a variety of files including mirrors of open source projects. Wuarchive statistics for the period of April 2002 to March 2003
indicate FTP accounting for 5207 Gigabytes of traffic, and HTTP accounting for 7285 Gigabytes of traffic. FTP is
exclusively used in many of the Internet’s software mirroring sites, for various source code repositories, for system backups,
and for file sharing. All of these applications require transferring multiple files from one host to another.

In this paper we identify the overheads associated with the current FTP design mainly due to running over TCP,
which constrains the FTP application. We present modifications to FTP to run over Stream Control Transmission Protocol
(SCTP) RFC2960 [SXM*00] instead of TCP. SCTP is an IETF standards track transport layer protocol. Like TCP, SCTP
provides an application with a full duplex, reliable transmission service. Unlike TCP, SCTP provides additional transport
services, in particular, multistreaming. SCTP multistreaming logically divides an association into streams with each stream
having its own delivery mechanism. All streams within a single association share the same congestion and flow control
parameters. Multistreaming decouples data delivery and transmission, and in doing so prevents Head-of-Line (HOL)
blocking.

This paper shows how command pipelining and SCTP multistreaming benefit FTP in reducing overhead, especially
for multiple file transfers. We recommend two modifications to FTP that make more efficient use of the available bandwidth
and system resources. We implemented these modifications in a FreeBSD environment, and carried out experiments to
compare the current FTP over TCP design vs. our FTP over SCTP designs. Our results indicate dramatic improvements with
lower transfer time and higher throughput for multiple file transfers particularly under lossy network conditions. Moreover,
our modifications to FTP solve concerns current FTP protocol faces with NATs and firewalls in transferring IP addresses
and port numbers in the payload data [AOM98, Bel94, Tou02].

This paper is organized as follows. Section 2 details and quantifies the overheads in the current FTP over TCP
design. This section also discusses possible solutions to eliminate these overheads while still using TCP as the transport.
Section 3 introduces SCTP multistreaming. Section 4 presents minor FTP changes needed to exploit SCTP multistreaming,
and a description of how the new design reduces overhead. Section 5 presents the experimental results, and Section 6
concludes the paper.
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1. MOTIVATION
2. Inefficiencies and possible solutions
2.1 Inefficiencies in FTP over TCP
FTP’s current design includes a number of inefficiencies due to (1) separate control and data connection and
(2) non-persistent data connection. Each is discussed in turn.

2.1.1 Distinct control and data connection

A. FTP’s out-of-band control signaling approach has consequences in terms of end-to-end latency. In a multiple file transfer,
traffic on the control connection tends to be send-and-wait, with no traffic transferred during the file transfer. This
connection’s congestion mechanism typically times out, and returns the connection to slow start for each new file to be
transferred [APS99]. The control connection is particularly vulnerable to timeouts because too few packets are flowing to
cause a TCP fast retransmit. An operation (involving a single control command) will be subject to a timeout in the event of
loss of either a command or its reply. Attempts are needed to reduce the command exchange over the control connection.

B. With distinct connections, end hosts create and maintain on average two Transport Control Blocks (TCBs) for each FTP
session. This factor is negligible for clients, but may significantly impact busy servers that are subject to reduced throughput
due to memory block lookups [FTY99]. TCB overheads may be reduced by using ensemble sharing [BS01, Tou97].

C. Over the past years, considerable discussion has taken place on FTP’s lack of security, often attributed to data connection
information (IP address, port number) being transmitted in plain text in the PORT command on the control connection to
assist the peer in establishing a data connection. Moreover, transferring IP addresses and port numbers in the protocol
payload creates problem for NATSs and firewalls that must monitor and translate addressing information [AOM98, Tou02].

2.1.2 Non-persistence of the data connection

A.The non-persistence of a data connection for multiple files causes connection setup overhead at least on the order of 1
RTT for each file transfer or directory listing. (Traffic overhead also exists for connection teardown, but this traffic overlaps
the control commands for the next operation.)

B.Every new data connection must initially probe the available bandwidth (via a congestion window (cwnd)) during a slow
start phase, before the connection reaches its steady state cwnd. A loss early in the slow start phase, before the cwnd
contains enough packets to allow for fast retransmit, will result in a timeout at the server. Figure 1 graphically shows the
nature of this re-probing overhead in the event of three consecutive file transfers (over three different TCP connections). The
interval between the transfers indicates the time involved in terminating the previous connection, transferring control
commands, and setting up a new connection. (Note: Figure 1 represents a generic example.)
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Figure 1: Expected cwnd evolution during a multiple file transfer in
FTP over TCP

For each file transfer, at least one RTT overhead is incurred over the control connection for communicating the PORT
command and its 200 reply.

D.In the event of multiple small file transfers, the server ends up having many connections in the TCP TIME-WAIT state
and hence must maintain on average more than two TCBs per session. This per-connection memory load can adversely
affect a server’s connection rate and throughput [FTY99].

2.2. Possible solutions and drawbacks

We describe some of the possible solutions that try to avoid the above stated overheads while still using TCP as the
underlying transport service. The drawbacks associated with each solution are presented.

A. Use one persistent TCP connection for control and data

Improvements: This approach avoids most overheads associated with FTP’s current design listed in the previous section.
The commands over the control connection can be pipelined (in the event of a multiple file transfer) to improve latency, and
maintain the probed congestion window for subsequent transfers.

Drawbacks: TCP provides a byte-stream service and does not differentiate between the different types of data transmitted
over the same connection. Using a single TCP connection requires the application to use markers to differentiate between
control and data, and the beginning/end of each file. This marking burden increases application layer complexity. Control
and file data in an FTP session are logically different types of data, and conceptually, are best kept logically if not physically,
separate. Additionally, using a single connection risks Head-of-Line (HOL) blocking (discussed in Section 3).
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B .Use two persistent TCP connections: one for control, one for data
Improvements: A persistent data connection eliminates the connection setup-teardown and command exchange overheads
for every file transfer, thus reducing network traffic and the number of round trip delays.
Drawbacks: Due to the sequential nature of commands over the control connection, the data connection will remain idle in
between transfers of a multiple files transfer. During this idle time, the data connection congestion window may reduce to as
little as the initial default size, and later require TCP to re-probe for the available bandwidth [HPFOO]. Moreover this
approach still suffers from the overhead listed in Section 2.1.1.
C. Use two persistent TCP connections: one for control, one for data. Also use command pipelining on control
connection.
Improvements: Command pipelining allows for the immediate request of multiple files over the control connection rather
than requiring file; is completely retrieved before file;,; is requested. A persistent data connection with command pipelining
will maintain a steadier flow of data (i.e., higher throughput) over the data connection by letting subsequent transfers utilize
the already probed bandwidth.
Drawbacks: This approach still suffers from the overhead listed in Section 2.1.1.
D. Use one TCP connection for control, and ‘n’ parallel data connections
Improvements: Some FTP implementations do achieve better throughput using parallel TCP connections for a multiple file
transfer.
Drawbacks: This approach is not TCP-friendly [FF99] as it may allow an application to gain an unfair share of bandwidth
and adversely affect the network’s equilibrium [BFF96, FF99]. Moreover past research has shown that parallel TCP
connections may suffer from aggressive congestion control resulting in a reduced throughput [FF99]. As such, this solution
should not be considered. This approach also suffers the overheads listed in Section 2.1.1.
Related Work: Apart from the above solutions, researchers in the past have suggested ways to overcome TCP’s limitations
and boost application performance [BS01, Tou97]. For example, T/TCP [Bra94] reduced the connection setup/teardown
overhead by allowing data to be transferred in the TCP connection setup phase. But due to a fundamental security flaw,
T/TCP could not succeed. Aggregating transfers has also been discussed for HTTP [PM94], but while HTTP semantics
allowed for persistent data connections and command pipelining, FTP semantics do not allow similar solutions without
introducing changes to the application (see A. above).
Having summarized ways for improving FTP performance while still using TCP, we now consider the main objective of this
paper - improving FTP performance by using SCTP, an emerging IETF general-purpose transport protocol [SXM*00]. We
note that the TCP alternatives that incorporate temporal and ensemble sharing [Bra94, BS01, Tou97] are not discussed
further in this paper; future work should evaluate such alternatives.

ISSN: 2249-6645

1. LITERATURE SURVEY
3. SCTP multistreaming

One innovative transport layer service that promises to improve application layer performance is SCTP
multistreaming. A stream in an SCTP association is “a uni-directional logical channel established from one to another
associated SCTP endpoint, within which all user messages are delivered in sequence except for those submitted to the
unordered delivery service” [SXM*00].

Multistreaming within an SCTP association separates flows of logically different data into independent streams.
This separation enhances application flexibility by allowing it to identify semantically different flows of data, and have the
transport layer “manage” these flows (as the authors argue should be the responsibility of the transport layer, not the
application layer). No longer must an application open multiple end-to-end connections to the same host simply to signify
different semantic flows.

Figure 2 shows Hosts A and B connected with a single multistreamed association. The number of streams in each
direction is negotiated during SCTP’s association establishment phase. In this example, three streams go from A to B, and
one stream goes from B to A.

Host A Host B
Application Application
Transport Transport
TT T — Stream 0 — = 111

R
ae e —Steam1—- Ao v
T — Stream 2 — = 1111
Toe LT = < Stream 0 « T F S

Figure 2: Use of streams within an SCTP association

Each stream has an independent delivery mechanism, thus allowing SCTP to differentiate between data delivery
and reliable data transmission, and avoid HOL blocking. Similar to TCP, SCTP uses a sequence number to order information
and achieve reliability. However, where TCP sequences bytes, SCTP sequences transport layer protocol data units (PDUS) or
“chunks” using Transmission Sequence Numbers (TSN). The TSN number space is global over all streams. Each stream is
uniquely identified by a Stream ID (SID) and has its own Stream Sequence Numbers (SSN). In TCP, when a sender
transmits multiple TCP segments, and the first segment is lost, the later segments must wait in the receiver's queue until the
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first segment is retransmitted and arrives correctly. This HOL blocking delays the delivery of data to the application, which
in signaling and some multimedia applications is unacceptable. In SCTP, however, if data on stream 1 is lost, only stream 1
can be blocked at the receiver while awaiting retransmissions. The logically independent data flows on remaining streams
can be deliverable to the application. SCTP’s socket API extensions [SXY 03] provide data structures and socket calls
through which an application can indicate or determine the stream number on which it sends or receives data.

V. SYSTEM ANALYSIS & DESIGN
4. FTP over SCTP variants
We consider three variations of FTP over SCTP to help identify the various gains of different features. Each is
described in turn.

4.1 FTP over SCTP (SCTP-Naive)

Our first variation named “SCTP-naive” maintains the semantics of FTP over TCP. We name this approach
“naive” because it naively uses one persistent SCTP association for control, and a new non-persistent SCTP association is
opened, used, and closed for each file transfer, directory listing, or file namelist, as is done in the current FTP over TCP
approach. SCTP-naive does not exploit any of SCTP’s advantages; it is evaluated to measure the inherent performance
differences between our TCP and SCTP implementations. If the basic TCP and SCTP implementations were the same, then
the performance should be similar. The SCTP-naive approach is not recommended in practice.

To derive SCTP-naive, all socket calls in both the client and server in the FTP over TCP version (herein “TCP”)
were changed from using IPPROTO_TCP to IPPROTO_SCTP. The timing is shown in Figure 3 with solid lines
representing PDUs traveling over the control association, and dotted lines representing PDUs traveling over new
associations. The large dashed box represents the sequence of PDUs that must be iteratively transmitted for each file of the
multiple file transfer.
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Figure 3: FTP over SCTP-Naive

4.2 FTP over SCTP with multistreaming (SCTP-MS)

In “SCTP-MS”, FTP control and data connections are combined over a single multistreamed SCTP association.
That is, only one association exists for the entire multiple file FTP session. An FTP client establishes an SCTP association
with the server with two streams opened in each direction. The client and the server send control information (commands
and replies) on their respective stream 0. All data (files, directory listings, and file namelists) are transferred over their
respective stream 1. This approach maintains semantics for streams analogous to control and data connections in FTP over
TCP.
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Recall that the data connection in FTP over TCP is non-persistent and the end of data transfer (EOF) is detected by the data
connection’s close. To detect EOF using one SCTP association, the SIZE command [EHO02] is used. The SIZE command is
already widely used in FTP for the purpose of detecting restart markers. For directory listings, the end of data transfer is
detected by using the number of bytes read by recvmsg call provided by the SCTP socket API [SXY*03].

For a multiple file retrieval, the client sends out requests on outgoing stream 0 and receives the files sequentially on
incoming steam 1 (see Figure 4). Data on stream 1 is represented by dashed lines, and control messages on stream O are
represented by solid lines. The dashed box on the timeline in Figure 4 indicates the operations that are repeated sequentially
for each file to be transferred.

This approach avoids most of the overheads described in Section 2.1. The number of round trips is reduced as: (1) a
single connection (association in SCTP terminology) exists throughout the FTP session, hence repeated setup-teardown of
each data connection is eliminated, and (2) exchanging PORT commands over the control connection for data connection
information is unnecessary. The server load is reduced as the server maintains TCBs for at most half the connections
required with FTP over TCP.

The drawback that this approach faces is similar to the drawbacks described in Section 2.1.2.B. For a multiple file
transfer, each subsequent file transfer is unable to utilize the prior probed available bandwidth. Before transmitting new data
chunks, the sender calculates the cwnd based on the SCTP protocol parameter Max.Burst [SOA*03] as follows:

if ((flightsize + Max.Burst*MTU) < cwnd) 1)
cwnd = flightsize + Max.Burst*MTU

Since the transfer of file;,; cannot take place immediately (due to the exchange of control commands before each transfer
(see Figure 4)), all data sent by the server for file; gets acked, and the flightsize at the server reduces to zero. Thus in multiple
file transfers, the server’s cwnd reduces to Max.Burst*MTU before starting each subsequent file transfer ([SOA*03]
recommends Max.Burst = 4).

4.3 FTP over SCTP with multistreaming and command pipelining (SCTP-MS-CP)

Finally, in “SCTP-MS-CP”, SCTP-MS is extended with command pipelining (CP), similar to that defined in
[PM94], to avoid unnecessary cwnd reduction between file transfers. In SCTP-MS, the cwnd reduction between file transfers
occurs because the SIZE and RETR commands for each subsequent file are sent only after the previous file has been
received completely by the client.

In Figure 5, we present a solution that allows each subsequent transfer to utilize the probed value of congestion
window from the prior transfer. Command pipelining ensures a continuous flow of data from the server to client throughout
the execution of a multiple file transfer. After parsing the name list of the files, the client sends SIZE commands for all files
at once (which SCTP ends up bundling together in its SCTP-PDUs). As each reply for a SIZE command is received, the
client immediately sends out the respective RETR command for that file. Since the control stream is ordered, SCTP
guarantees the replies to the SIZE and RETR commands will arrive in proper sequence.

By using SCTP-MS-CP, FTP views multiple file transfers as a single data cycle. Command pipelining aggregates all of the
file transfers resulting in better management of the cwnd. This solution overcomes all of the drawbacks listed in Section 2.1.
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Figure 4: FTP over SCTP-MS
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Figure 5: FTP over SCTP-MS-CP

V. RESULTS

To compare FTP over TCP vs. our three SCTP variations, we measured the total transfer time for a multiple file transfer for

a varied set of parameters.

e Bandwidth-Propagation Delay (B-D) configuration: Three path configurations were evaluated: (3Mbps, 1ms), (1Mbps,
35ms), (256Kbps, 125ms). Both the client to server and server to client paths share the same characteristics. These
configurations roughly represent an end-to-end connection on: a local network, U.S. coast-to-coast, and over a satellite,
respectively.

e Packet Loss Ratio (PLR): The PLRs studied were (0, .01, .03, .06, and .1). Loss was symmetric; each value represents the
loss ratio for both the client to server and the server to client paths. We used a Bernoulli distribution to emulate packet
loss. Certainly 10% loss represents an extreme case but we were interested in general trends as the loss rate increases.
Moreover, higher loss rates are of serious interest in wireless and military networks.

o File sizes: We evaluated the potential overheads for a variety of file sizes: 10K, 50K, 200K, 500K, and 1M.

5.1 Experimental setup

Netbed [WLS*02] (an outgrowth of Emulab) was used to provide integrated access to experimental networks. Three
nodes were used for each experiment: an FTP client, an FTP server, and an intermediate node running Dummynet [Riz97] to
simulate a drop-tail router with a queue size of 500KB, and various bandwidths, propagation delays, and packet loss ratios.
The router’s queue was set large enough such that buffer overflow, i.e., loss due to congestion, did not occur. The client and
server nodes were 850MHz Intel Pentium IlIs.

The client and the server nodes run FreeBSD-4.6. The dummynet router node runs FreeBSD-4.10. The FreeBSD

kernel implementation of SCTP available with the KAME Stack [KAME] was used on the client and server nodes. SCTP
patchlevel 24 released October 11, 2004 from www.sctp.org was used for the SCTP-MS and SCTP-MS-CP runs. Because of
the timing of the experiments, patchlevel 25 released February 21, 2005 was used for SCTP-naive. KAME is an evolving
and experimental stack targeted for IPv6/IPsec in BSD-based operating systems.
In our previous published results [Lad04], Netlab’s control connection was inadvertently used by SCTP end-hosts for
retransmissions. SCTP is inherently multihomed, and without knowing it, our SCTP associations used Netlab’s essentially
error-free, no-delay control channel, thus biasing results in favor of SCTP. When rerunning the experiments, only the path
thru the dummynet router was used.

We implemented protocol changes by modifying the FTP client and server source code available with the FreeBSD
4.6 distribution. Total transfer time was measured as follows. The starting time was when the “150 Opening” control reply
from the server reached the client in response to the client’s “NLST” request. The end time was when the server’s “226
control reply” reached the client after the last file transfer.

Each combination of parameters (3 B-D configurations x 5 PLR x 5 file sizes) was run multiple times to achieve a
90% confidence level for the total transfer time. Tcpdump [TCPDUMP] (version 3.7.1) was used to perform packet level
traces. SCTP decoding functionality in tcpdump was developed in collaboration of UD's Protocol Engineering Lab and
Temple University's Netlab. Our results compare four FTP variants: “TCP” (the TCP variant used was New-Reno), “SCTP-
naive”, “SCTP-MS”, and “SCTP-MS-CP”.

While we also performed experiments involving single (and multiple) file transfer, we only report the results of
experiments involving multiple file transfers. Some minor improvement using SCTP multistreaming was witnessed in a
single file transfer, but nothing significant. The major gains of multistreaming are more predominant when transferring
multiple files. Additionally, comparing SCTP-naive vs. TCP for multiple files provides insight on single file transfer.
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5.2 Results
Figures 6, 7, and 8 (note: best viewed in color) show results obtained for our three bandwidth-delay configurations. Each
graph displays the total time to transfer 100 same-size files for different loss probabilities using the four FTP variants.

5.2.1 TCP vs. SCTP-Naive. Since SCTP-naive is simply a straightforward substitution of TCP calls with SCTP calls, any
performance difference must be attributed to the different ways our TCP and SCTP implementations handled
connection/associate establishment and/or data transfer (i.e., congestion control, loss recovery). Congestion control
differences between SCTP and TCP can be found in [AAI02] where the authors note that the congestion control semantics
and loss recovery mechanisms in SCTP are robust, and result in better steady state throughput at higher loss rates in a
satellite environment.

For all three B-D configurations and file sizes, TCP and SCTP-naive performed almost identically at 0% loss. In
only one case (the long delay satellite configuration with smallest 10K file size) was there a noticeable difference of SCTP
being ~10% slower.

As loss was introduced and increased, however, the performance of these two methods clearly diverged.
Interestingly, for the smallest file size (10KB), SCTP-naive performed consistently worse than TCP, and for all other files
sizes 50KB — 1MB, SCTP-naive transferred multiple files consistently faster than TCP. And as the file size increased, so did
SCTP-naive’s relative performance improvement.

We investigated many of the tcpdumps and discovered several differences between the two studied implementations that
help explain this behavior.

Why TCP does better for short files - First, each SCTP-naive association establishment uses a 4-leg handshake

while TCP connects using 3 legs. (This added leg provides SCTP associations with better defense against DoS attacks
[SXO01].) SCTP’s extra 2 RTT has significant impact; more so for short files. And as loss increases, SCTP incurs a greater
chance (i.e., 4 to 3) that the establishment loses a leg, and requires a timeout before recover via retransmission. For newly
established associations, this minimum timeout value is conservative (initially minRTO=3s; after the sender measures an
RTT, minRTO=1s). Transferring a 10K file only involves ~7 PDUs, so for short transfers, a longer establishment time
noticeably degrades SCTP-naive performance. As file sizes increase, the establishment time becomes less a factor.
Second, an SCTP-naive sender (and for that matter, all three SCTP variations) requires 4 missing reports before a fast
retransmission, while a TCP sender fast retransmits on receipt of 3 dupacks. (Note: an SCTP missing report and a TCP
dupack are analogous.) For short files, when the cwnd is often around size 3-4, TCP will be able to recover more often
without a timeout via fast retransmit, while SCTP-naive does not have sufficient PDUs in the pipe, and will require a
timeout. As file sizes increase, this fast retransmit difference will not play as important a factor. (Note: in the latest SCTP
design, only 3 missing reports will be required for a fast retransmit.) SCTP has Limited Transmit [ABF01], so this
difference may not significant.

Why SCTP-naive does better for longer files - SCTP-naive’s significantly better performance for longer files

(increasingly as loss rates increased) initially came as a surprise as it was widely understood that the congestion control
mechanisms in TCP and SCTP are approximately the same. The largest improvement is demonstrated in Figure 6’s LAN
connection transferring 100 — 1MB files at the highest 10% loss rate: SCTP-naive is four times faster than TCP.
On analysis, we realize that the currently prevalent FreeBSD version of TCP (New-Reno) does not have three congestion
control mechanisms included in our SCTP model: Limited Transmit [ABFO1], Appropriate Byte Counting [All03], and
Selective Acks [MMF96]. One advantage of an experimental protocol such as SCTP is its ability to include newer
mechanisms much sooner than for TCP. Once these extensions are included in TCP implementations, we expect (1) and (2)
to perform similarly at different loss rates.

In any case, our primary goal is NOT to focus on whether FTP over SCTP-naive is better or worse than FTP over
TCP. Such a comparison would require equivalent FreeBSD implementations, which was beyond the scope of this study.
We focus on the gains from multistreaming and command pipelining using SCTP-naive as a baseline to see if and how much
these mechanisms benefit file transfer.

5.2.2 SCTP-MS vs. SCTP-Naive. We first consider the impact of FTP using a transport layer with multistreaming by
comparing SCTP-MS vs SCTP-naive. In Figures 6-8, we observe that in a lossy environment, significant gains from
multistreaming are evident; more so for (1) smaller file sizes vs. larger file sizes, and (2) the highest bandwidth - shortest
delay connection (LAN) vs the lowest bandwidth - longest delay connection (satellite).  No significant performance
difference was observed for (3) 0% loss in the LAN environment, and (4) for all B-D configurations and loss levels when
transferring large (LMB) files.

Regarding (1), for all B-D configurations with loss present, multistreaming in SCTP-MS transfers 10KB files in
roughly 1/2 the time than without multistreaming (SCTP-naive) consistently across all loss probabilities. The relative gains
decrease to roughly 30-40% faster for 50KB files. SCTP-MS avoids the overhead to set up 