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I.   Introduction 

Natural fibres are subdivided based on their origins, coming from plants, animals or minerals. All plant 

fibres are composed of cellulose while animal fibres consist of proteins (hair, silk, and wool). Plant fibres 

include bast (or stem or soft sclerenchyma) fibres, leaf or hard fibres, seed, fruit, wood, cereal straw, and other 

grass fibres. Over the last few years, a number of researchers have been involved in investigating the 
exploitation of natural fibres as load bearing constituents in composite materials.  

The use of such materials in composites has increased due to their relative cheapness, their ability to 

recycle and for the fact that they can compete well in terms of strength per weight of material. Natural fibres can 

be considered as naturally occurring composites consisting mainly of cellulose fibrils embedded in lignin 

matrix. The cellulose fibrils are aligned along the length of the fibre, which render maximum tensile and flexural 

strengths, in addition to providing rigidity.  

The reinforcing efficiency of natural fibre is related to the nature of cellulose and its crystallinity. The 

main components of natural fibres are cellulose (a-cellulose), hemicellulose, lignin, pectins, and waxes. 

Cellulose is a natural polymer consisting of D anhydroglucose (C6H11O5) repeating units joined by 1,4-b-D-

glycosidic linkages at C1 and C4 position (Nevell & Zeronian, 1985). The degree of polymerization (DP) is 

around 10,000. 
 Each repeating unit contains three hydroxyl groups. These hydroxyl groups and their ability to 

hydrogen bond play a major role in directing the crystalline packing and also govern the physical properties of 

cellulose. Solid cellulose forms a microcrystalline structure with regions of high order i.e. crystalline regions 

and regions of low order i.e. amorphous regions. Cellulose is also formed of slender rod like crystalline 

microfibrils. The crystal nature (monoclinic sphenodic) of naturally occurring cellulose is known as cellulose I. 

Cellulose is resistant to strong alkali (17.5 wt%) but is easily hydrolyzed by acid to water-soluble sugars. 

Cellulose is relatively resistant to oxidizing agents. 

Reinforced concrete (RC) has become one of the most important building materials and is widely used 

in many types of engineering structures. The economy, the efficiency, the strength and the stiffness of reinforced 

concrete make it an attractive material for a wide range of structural applications. For its use as structural 

material, concrete must satisfy the following conditions: 

Abstract: Natural fiber composite are termed as biocomposites or green composites. These fibers are 
green, biogradable, and recyclable and have good properties such as low density and low cost when 

compared to synthetic fibers.The present work is investigated on the finite element analysis of the 

natural fiber (maize) composite beam, processed by means of hand lay-up method. Composite beam 

material is composed of stalk-based fiber of maize and unsaturated polyester resin polymer resin 

polymer as matrix with methyl ethyl ketone peroxide (MEKP) as a catalyst and cobalt octoate as a 

promoter. The material was modeled and resembled as a structural beam using suitable assumption and 

analyzed by means of finite element method using ANSYS software for determining the deflection and 

stress properties. Morphological analysis and X-ray diffraction (XRD) analysis for the fiber were 

examined by means of scanning electron microscope (SEM) and X-ray diffractometer. From the results, 
it has been found that the finite element values are acceptable with proper assumptions, and the prepared 

natural fiber composite beam material can be used for structural engineering applications. 

Keywords: Maize stalk beam, Morphology analysis, Biocomposites, X-ray diffraction, Finite element 

analysis, Heat transfer. 
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(1) The structure must be strong and safe. The proper application of the fundamental principles of 

analysis, the laws of equilibrium and the consideration of the mechanical properties of the component materials 

should result in a sufficient margin of safety against collapse under accidental overloads. 

(2) The structure must be stiff and appear unblemished. Care must be taken to control deflections under 

service loads and to limit the crack width to an acceptable level. 

(3) The structure must be economical. Materials must be used efficiently, since the difference in unit 

cost between concrete and steel is relatively large. 
 

The ultimate objective of design is the creation of a safe and economical structure. Advanced analytical 

tools can be an indispensable aid in the assessment of the safety and the serviceability of a proposed design. 

 

II.   Experimental Work 
 

2.1 hand lay-up method 
Hand lay-up technique was employed for the preparation of the natural fiber-reinforced polymer 

composite; mould made of steel was used with dimensions of 80 x 40 x 10 mm as shown in figure 2.1.  

 
                                           Figure 2.1 Schematic of hand lay up mold. 

 
This method is the cheapest method of manufacturing, but it has some disadvantages such as long 

curing time and low production rate, and further the quality of the composite depends on the skill of the worker.  

The stalk fibers were placed in the mold evenly, and thermosetting resin is mixed with promoter and 

catalyst. Mold release agent is applied all over the mold surface, and a brush or roller is used to wrap layering 

process of the fibers. Layers of the fibers impregnated with the resin are used to build up the require thickness. 

 

2.2 Materials  

Maize stalk fibers are collected from a local farm field, davangere, india, and general purpose 

unsaturated polyster resin , catalyst, and promoter were purchased from vinayaka chemicals, private limited, 

Bangalore, india. Unsaturated polyster resins are commercial thermoset polymers which contain a number of 

carbon, C=C double bonds.  

Unsaturated means that the resin is capable of being cured from a liquid to a solid state. Typical 
unsaturated polyester may be prepared by reacting an unsaturated diabasic acid, maleic anhydride, with a glycol 

and ethylene glycol. Matrix characteristics of unsaturated polyester resin are shown in table2.1. 

. 

Table 2.1 Matrix characteristics of unsaturated polyester resin 

 

2.3 Alkali treatment 

Alkali treatment is the simplest method of chemical treatment of fibers;it leads to the increase in the 

amount of amorphous cellulose at the expense of crystalline cellulose. The important modification occurring 
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here is the removal of hydrogen bonding in the network structure. The following reaction takes place as a result 

of alkali treatment.    

 

 

 

 

2.4 Preparation of maize stalk beam 
Maize stalk fibers are cleaned thoroughly and later chopped in tiny sizes, and the chemical composition 

of maize stalk fibers are shown in table. These fibers are chemically treated by alkali method with 5% sodium 

hydroxide (NaOH) and are thoroughly rinsed with distilled water for 2 to 3 times and placed in oven for 70 

minutes at 60o C. the polymer matrix is mixed with catalyst and promoter.  

The resins are thoroughly mixed at appropriate proportions and processed by hand lay-up technique to 

produce a composite beam. The matrix must be liquid to ensure good wetting and impregnation of fibers during 

formation. A small beam mould is prepared and made to consist of maize stalks fibers of approximate length of 

80mm and placed in a unidirectional manner as shown in figures 2.2 and 2.3. 

 
Figure 2.2 Maize fibers with unsaturated polyester resin placed in the mould 

 

 
Figure 2.3 Specimen of maize fiber composite beam 

 

III.    Finite Element Model And Analysis 

Fiber composites consist of fiber and matrix phases, and the mechanical behavior of the composites is 

much determined by the fiber and matrix properties. Microstructures such as fiber shape, fiber array, and 

volume fraction of fibers are also more important in determining the mechanical properties. Micromechanical 

models have been used to predict the properties starting from the intrinsic properties and their constituents, and 

these models show that the fibre strength is not being completely employed as a result of poor fibre matrix 
interfacial adhesion and fiber length. 

The material is modeled using certain assumptions and analyzed for mechanical properties with finite 

element method software (ANSYS).The composite material is assigned as unidirectional composite by assuming 

some properties that are given below. 

Some of the assumptions used for the analysis work have been gathered by the literature. 

1) Fibers are not porous. 

2)  The material property for all the constituents are attributed as isotropic material for both volumes. 

3)  Fibers are uniform in properties with diameter. 

4) Interphase bonding is maintained between fibers and matrix. 
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5) Perfect bond between fiber and matrix and no slip-page. 

6) Fibers are arranged in unidirectional manner and perfectly aligned. 

7) Composite material is free of voids. 

The interface between fiber and matrix is also an interface that serves to transfer externally applied 

loads to the reinforcement via shear stress over the interface. Controlling the strength of the interface is 

imperative. Clearly good bonding is essential if stresses are to be adequately transferred to the reinforcement 

and hence provide a true reinforcing function. another important mechanical property is toughness or the ability 
of an engineering material to resist the propagation of cracks.  

This occurs in composites by virture of their heterogeneous structure. It is important that under certain 

circumstances interfacial adhesion breaks down so as to allow various toughening mechanisms to become 

operative. These mechanisms include crack blunting as proposed by and various energy absorption processes 

such as the frictional sliding of debonded fibre fragments within the matrix, fibre fracture, and the cration of 

new crack surfaces. 

The finite element method was used to model the behavior of a material on the basis of 

micromechanical level. The model was assumed to be an isotropic material with a rectangular section of a beam. 

This section is then modeled in detailed using volume elements to represent the composite. Each element will 

have an isotropic property and will be positioned corresponding to the fibers, and the mesh regions are coarsely 

meshed (converged solution). 

 
Composite material with fibre and matrix 

 
Figure3.1 Fibre and matrix region 

 

The composite material consists of fibers aligned in unidirectional manner and modeled as a regular 

uniform arrangement, as shown in figure. This model assumed that the fiber is a perfect cylinder of length L (80 

mm) and diameter d (1mm) in a matrix as shown in figure.3.1 
 

                                
Figure 3.2 Fem model of the composite with fiber and matrix 
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Figure 3. 3D model of the composite beam 

 

The model is treated As a linear isotropic problem. The FEA model is constituted of SOLID 95 

elements, used for fibre- matrix structure as shown in fig. the model included the fibre, matrix, and fibre- matrix 

interface. Nine fibres were modelled to the surrounding matrix . the fibers with surrounding matrix were 

selected for stress analysis in this model. These regions were modeled using the coarse mesh as shown in figure 

3.2 and 3.3 and the load applied of I Kg at the top edge of the model. 
 

3.1Morphology analysis of maize fiber composites 

Morphological analysis of raw maize stalk fiber and alkali- treated maize fiber with unsaturated 

polymeric resin was carried out by studying scanning electron microscope (SEM). Natural fiber samples were 

coated with gold using a vacuum sputter coater and analyzed. The morphology changes were observed using  

jeol JSM -5600LV electron microscopy with an accelerating voltage of 15 kV. 

 

3.2 X-ray diffraction (XRD) analysis of maize fiber composites 

The XRD analysis determined the crystallinity of the maize fiber and was used to indicate the dramatic 

change in the crystallinity of the maize fiber as shown in table. All the fiber samples were scanned in 2θ range 

varying from 10o  to 50o. the spectrum corresponding to maize raw fibers shows the  diffraction peaks of 
amorphous region and crystalline region at the following 2θ angles at 22.58o and a high peak nearly at 

29.46o.For alkali-treated fibers, same peaks can be observed at 22.44o  and 29.28 o. similarly for the chemically 

treated fiber with unsaturated polymeric resin, the crystalline region peak at 28.12 o and the amorphous region at 

20.36 o were observed. The position of the peak indicates an increase of interplanar  distance in relation to fibre 

treated. This occurs due to generations of disorder when fibre is treated and the patterns for the above materials 

are similar. 

 

IV.   Ansys Analysis Results 

The maize beam element is analysed using ANSYS and the ANSYS analysis results are shown 

from figure 4.1 to4.7. 

 

      
          Figure 4.1 MESHED ELEMENT                           Figure  4.2 MAIZE BEAM DEFORM SHAPE 

 



Finite Element Analysis Of A Natural Fiber (Maize) Composite Beam 

| IJMER | ISSN: 2249–6645 |                                 www.ijmer.com                                  | Vol. 4 | Iss. 6| June. 2014 | 6| 

          
        Figure 4.3 MAIZE BEAM DOF                                 Figure 4.4 MAIZE BEAM DOF1 

 

 
     Figure 4.5 MAIZE BEAM STRAIN                  Figure 4.6 MAIZE BEAM STRAIN INTENSITY 

                        INTENSITY      

    

 
            Figure 4.7 MAIZE BEAM VON MISSES STRESS 

 

V.   Conclusion 

From the above morphological results, it can be concluded that it is necessary need to get good 
adhesion between fibers and the matrix; hence the fibers must undergo some additional chemical treatment. In 

order to get a good composite material, these fibers should change from hydrophilic to hydrophobic characters. 

From the finite element method analysis, it is confirmed that there is possibility of reducing the stress 

concentration in the matrix and at the fiber interface by increasing the fiber content to an optimum content. 

 More stress deviation in the fiber, matrix and interface regions of the composite leads to chances of 

fiber debonding. Vacuum infusion method used in this study offers more benefits than hand lay-up method due 

to better of fiber to resin ratio resulting in stronger and lighter laminates.  

Thermo gravimetric analysis and differential scanning calorimetric tests were carried for maize fiber 

and polyester resin coated maize fiber samples, they provide useful information on thermal degradation values 

of composite. It is seen from thermal gravimetric analysis, the initial degradation temperature was around 200°C 

but Tmax for raw fiber is around 330°C and for the polyester coated maize fiber, it was around 410°C, and thus 
increase in thermal stability could be seen. Also it can be concluded from DSC profiles, the endothermic peak is 

noticed at around 97°C for raw fiber and 67°C for polyester coated fiber and are mostly due to adsorbed 

moisture.  
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The exothermic peaks are due to the degradation of the maize fiber noticeable above 300°C in case of 

raw fiber.  Certain amount of variations in comparison of numerical and experimental results is shown. 

Limitations include a propensity to moisture uptake resulting in property degradation, and a large variation in 

fiber properties. The geometry and properties of natural fibers depend on the species, growing conditions, 

cambium age, harvesting, defibration and processing conditions. This variation makes it more difficult to 

analyze the effects of the fibers and their interfaces on the thermal properties of the composite material. These 

difficulties call for development of new strategies. From FEM analysis it is confirmed that there is a possibility 
of reducing the stress concentration in the matrix and at the fiber interface by increasing the fiber content to an 

optimum content. More stress deviation in the fiber, matrix, and interface regions of the composite leads to 

chances of fiber debonding. Finite element method software simulation (ANSYS) reveals that there is a need to 

have certain assumptions for the perfect bonding and also to define interface properties.  In the present method 

the model is validated using some assumptions because natural fibers are anisotropy, porosity and the interphase 

, whose volume will vary with different conditions and fiber arrangements. Hence, the obtained values are 

predicted values. 
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I. Introduction 
Preservation of fruits, vegetables, and food are essential for keeping them for a long time without 

further deterioration in the quality of the product. Several process technologies have been employed on an 

industrial scale to preserve food products; the major ones are canning, freezing, and dehydration. Among these, 

drying is especially suited for developing countries with poorly established low-temperature and thermal 

processing facilities. It offers a highly effective and practical means of preservation to reduce postharvest losses 
and offset the shortages in supply. Drying is a simple process of moisture removal from a product in order to 

reach the desired moisture content and is an energy intensive operation. The prime objective of drying apart 

from extended storage life can also be quality enhancement, ease of handling, further processing and sanitation 

and is probably the oldest method of food preservation practiced by humankind [1] 

Drying involves the application of heat to vaporize moisture and some means of removing water vapor 

after its separation from the food products. It is thus a combined and simultaneous heat and mass transfer 

operation for which energy must be supplied. The removal of moisture prevents the growth and reproduction of 

microorganisms like bacteria, yeasts and molds causing decay and minimizes many of the moisture-mediated 

deteriorative reactions. It brings about substantial reduction in weight and volume, minimizing packing, storage, 

and transportation costs and enables storability of the product under ambient temperatures. These features are 

especially important for developing countries [2]. 

The drying process takes place in two stages. The first stage happens at the surface of the drying 
material at constant drying rate and is similar to the vaporization of water into the ambient. The second stage 

Abstract: One of the most important potential applications of solar energy is the solar drying of 

agricultural products. Losses of fruits and vegetables during their drying in developing countries 

are estimated to be 30–40% of production. The postharvest losses of agricultural products in the 

rural areas of the developing countries can be reduced drastically by using well-designed solar 

drying systems. Solar drying is becoming a popular option to replace mechanical thermal dryers 

owing to the high cost of fossil fuels which is growing in demand but dwindling in supply. This 

paper presents the viability of solar dryer for agricultural sustainability and food security. Detailed 

description, fundamentals and preceding research work performed on solar dryers and solar air 
heaters, as the vital element for the indirect and mixed modes of solar dryers, were presented in the 

present review paper. For sustainability and climate change, it is important to use renewable 

sources of energy as much as possible. Solar energy applications were divided mainly into two 

categories: the first is the direct conversion to electricity using solar cells (electrical applications). 

The second is the thermal applications. The latter include solar heating, solar cooling, solar drying, 

solar cooking, solar ponds, solar distillation, solar furnaces, solar thermal power generation, solar 

water heating, solar air heating. Among the different types of solar dryers, the indirect mode forced 

convection solar dryer has been demonstrate to be superior in the speed and quality of drying. 

Incorporating of sensible and/or latent heat storage media within the solar drying systems 

accelerate the drying process during the night time and low intensity solar radiation periods and 

exclude the need for using auxiliary heat sources during low solar radiation seasons. The latent 
storage media is preferable compared to the sensible store media to achieve nearly constant drying 

air temperature during the drying process. Since the solar air heater is the most important 

component of the indirect solar drying system, improvement of the solar air heater would led to 

better performance of the drying system.  

Keywords: Solar crop dryer; mechanical thermal dryers; open sun-drying, sustainable; food 

security. 
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takes place with decreasing (falling) drying rate. The condition of the second stage determined by the properties 

of the material being dried [3]. Open sun drying is the most commonly used method to preserve agricultural 

products like grains, fruits and vegetables in most developing countries. Such drying under hostile climate 
conditions leads to severe losses in the quantity and quality of the dried product [4]. These losses related to 

contamination by dirt, dust and infestation by insects, rodents and animals. Therefore, the introduction of solar 

dryers in developing countries can reduce crop losses and improve the quality of the dried product significantly 

when compared to the traditional methods of drying such as sun or shade drying [5]. Solar drying methods are 

usually classified to four categories according to the mechanism by which the energy, used to remove moisture, 

is transferred to the product [6]: 

(1) Sun or natural dryers: The material to be dried is placed directly under hostile climate conditions like solar 

radiation, ambient air temperature, relative humidity and wind speed to achieve drying. 

(2) Direct solar dryers: In these dryers, the material to be dried is placed in an enclosure, with transparent covers 

or side panels. Heat is generated by absorption of solar radiation on the product itself as well as the internal 

surfaces of the drying chamber. This heat evaporates the moisture from the drying product and promotes the 
natural circulation of drying air. 

(3) Indirect solar dryers: In these dryers, air is first heated in a solar air heater and then ducted to the drying 

chamber. 

(4) Mixed-type solar dryers: The combined action of the solar radiation incident directly on the material to be 

dried and the air pre-heated in the solar air heater furnishes the energy required for the drying process. 

 

II. Agricultural Products Drying Mechanism 
Almost all agricultural products can be preserved by drying. Products like fruits such as apple, 

vegetable grains beverage crops, fish; meat, timber etc can be dried and preserved for years [7].  
In most developing nations, agricultural products are dried by the convectional open-air drying, where 

the product intended to be dried is exposed directly to sun allowing the solar radiation to be absorbed by the 

product sprayed on mat, concrete or on clear soil. It was reported that this method of drying has many 

shortcomings consisting of poor quality yield, soiling, and contamination etc [8].  

 The mechanized form of dryer is a container designed to house product to be dried which is powered 

by electricity or fuel as a source of heat and/or air to dry the product. This form of drying is faster than open-air 

drying but the equipment is very expensive and requires a substantial quantity of fuel to operate [9]. Table 1 and 

2 present some of the benefits of solar dryer in comparison with other means of drying [9]. As such, the 

evolution of solar dryer is opted to be the positive alternative technology to agricultural product drying. This is 

large because of lower operating cost and it’s environmentally friendliness when compared with the mechanized 

dryer. Other reasons are largely connected to fossil fuel limitation and cost, depleting of the resources and its 

negative environmental effects such as air pollution, global warming etc [10]. 
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III. Preceding Research Done on Solar Dryers 
 

3.1. Direct solar dryers 

Drying of agricultural and marine products is one of the most attractive and cost-effective application 

of solar energy. Numerous types of solar dryers had been designed and developed in various parts of the world, 

yielding varying degrees of technical performance. The simplest of solar cabinet dryer was reported by Fudholi 

et al. [12], it was very simple, and consists essentially of a small wooden hot box. Dimensions of this dryer was 

2 m × 1 m where the sides and bottom were constructed from wood and metal sheets. A transparent 

polyethylene sheet was used as cover at the upper surface. Air holes were located on the sides of the dryer for 

circulation. Evaluation performance studies of solar cabinet dryers were reported by many investigators [13–15].  
Okonkwo and Okoye [16] evaluated the performance of a passive solar energy crop drying system. The solar 

crop dryer consists of an imbedded pebble bed solar heat storage unit/solar collector and crop drying chamber 

measuring 67 cm x 110 cm x 21cm and 50 cm x 90 cm respectively. The crop-drying chamber was made of 

drying trays of wire gauze while the roof was made of transparent glazing. Test performance evaluation of the 

solar crop dryer indicates that maximum absorber temperature of 72 0C, heat storage bed temperature of 58 0C 

and chamber temperature of 57 0C were obtained using the dryer when the maximum ambient temperature was 

34 0C. Sharma et al. [13] found that the predicted plate temperature for no load reaches a maximum of 80–85 ◦C 

during the noon hours, while with a load of 20 kg of wheat, the maximum temperature was 45–50 ◦C.  

 Gbaha et al. [17] designed and tested experimentally a direct type natural convection solar dryer for 

drying cassava, bananas and mango slices. This dryer is a simple design and can be manufactured by farmers 

from local materials. It has a relatively moderate cost and is easy to use. The thermal performance of the newly 
developed dryer was found to be higher compared to open sun drying for the selected food materials. Singh et 

al. [18] investigated a small size domestic natural convection solar dryer. It is mainly consists of a hot box, base 

frame, trays and shading plates. A transparent window glass (4 mm thick) was fixed as glazing. It was fixed to 

the hot box with an aluminum angle. In order to provide air circulation in the dryer, 40 holes with total area of 

0.002 m2 were drilled in the top and sides of the dryer. A flat sheet of 5 cm thick of thermocole was used as 

insulator. Mursalim et al. [19] evaluated a modified cabinet dryer with natural convection system. The dryer had 

a single transparent plastic cover and the sawdust was used as an insulating material. The drying chambers walls 

were build of plywood painted black with dimensions 120 cm × 80 cm × 40 cm (long, width, and height). For 

air flow, 12 holes were provided at the bottom.  

 

3.2. Indirect solar dryers  

 The main disadvantages of the cabinet or direct solar dryers are: (i) small capacity of the crop; hence, 
they cannot used for commercial purposes, (ii) the required drying time is long, (iii) due to evaporation of 

moisture and its condensation on the glass cover, the transmissivity of the glass cover is reduced, (iv) 

overheating of the crop may take place due to direct exposure to sunlight; consequently, the quality of the 

product may deteriorate, and (v) the efficiency is low because part of the solar energy input is used to induce air 

flow, and the product itself acts as an absorber. In order to solve the above problems, various design of indirect 

solar dryer had been developed and tested. These designs had been recommended for commercial purposes. The 

indirect type solar dryers include the chamber-type dryers (tray and rack type dryer, bin type, and tunnel type), 

chimney-type dryers and wind-ventilated dryers. Bolaji [20] investigated an indirect solar dryer using a box type 

absorber collector. The dryer consists of an air heater, an opaque crop bin, and a chimney. The box-type 

absorber collector, made of a glass cover and black absorber plate, was inclined at angle of 20◦ to the horizontal 

to allow the heated air to rise up the unit with little resistance. He reported that the maximum efficiency 
obtained in the box-type absorber system was 60.5%. He found also that the maximum average temperatures 

inside the collector and drying chamber were 64 and 57 ◦C, respectively; while, the maximum observed ambient 

temperature was 33.5 ◦C.  

 Madhlopa et al. [21] developed a solar dryer which had composite absorber systems on the principles 

of psychometry. The dryer consists of a flat plate collector, wire mesh absorber, glass cover, chimney and 

drying chamber. The heater was integrated to a drying chamber for food dehydration. The performance of the 

dryer was evaluated by drying fresh samples of mango. Results showed that the temperature rise of the drying 

air was up to 40 ◦C during noon hours. The thermal efficiency of the flat plate collector and wire mesh absorber 

were approximately 17% and 21%, respectively, at flow rate 0.0083 kg/s. Pangavhane et al. [4] designed and 

developed a multipurpose natural convection indirect solar dryer consisting of a solar air heater and drying 

chamber. The solar air heater consists of a finned absorber (painted matte black), glass cover, insulation and 

frame. The air duct beneath the absorber was made from an aluminum sheet through which air was passed. The 
U-shaped corrugations (11 in number) were placed in the absorber plate parallel to the direction of airflow. 

Aluminum fins (a matrix foil 0.15 mm thick) were fitted to the back of the absorber. At the lower end of the 

collector (air inlet), shutter Plates 4 mm thick and 0.08 m × 0.4 m in size, were also provided to stop the air 
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flowing during the night. The air duct was made leak-proof with a good quality sealing material. The entire unit 

was placed in a rectangular box made from a galvanized iron sheet of 0.9 mm thick. The gap between the 

bottom of the air duct and the box was filled with glass wool insulation. This system can be used for drying 
various agricultural products like fruits and vegetables. Grapes were successfully dried in this solar dryer. 

Sharma et al. [22] investigated a multistacked natural convection solar dryer. It is a simple solar dryer housed in 

a single cubic wooden box. The box had been divided into two halves. The first half is a single glazed solar air 

collector, whereas the drying unit is in the second half of the complete unit. A glazed solar air heater located at 

the base of the drying chamber provides supplementary heat. Preheated air in the solar collector rises through 

the second half of the system. A chimney was provided at the top of the drying unit. The hot air dehydrates the 

product and gets exhausted through the chimney. The dried product was placed on the moveable trays kept on 

the metallic frames. The system can be operated both in natural as well as in forced convection mode. 

 The indirect-mode forced convection solar dryer essentially consists of an air heater, drying chamber, 

and a blower/fan to duct the heated air into the drying chamber. Al-Juamily et al. [23] constructed and tested an 

indirect-mode forced convection dryer for drying fruits and vegetables in Iraq. The solar dryer consists of a solar 
collector, a blower, and a solar drying cabinet. Two identical air solar collectors having V-groove absorption 

plates of two air passes and a single glass cover were used. The total area of the collectors was 2.4 m2. The 

dimensions of the drying cabinet were 1 m × 0.33 m × 2 m (width, depth, and height). The cabinet was divided 

into six divisions separated by five shelves. The distance between the shelves was 0.3 m except the upper one, 

which was 0.5 m from the roof. Each shelf had dimensions of 0.95 m × 0.3 m and was made of a metallic mesh. 

Two types of fruits and one type of vegetables were dried during this dryer. These were grapes, apricots, and 

beans. The moisture content of apricot had been reduced from 80% to 13% within one day and a half of drying. 

Moreover, the moisture content of grapes had been reduced from 80% to 18% in two and a half days of drying. 

Finally, the beans moisture content had been reduced from 65% to 18% in 1 day only. They concluded that the 

air temperature is the most effective factor on drying rate. The effect of variation of the speed of air inside the 

drying cabinet was small and may be neglected. They also concluded that the relative humidity of air exits from 

the cabinet was small (between 25% and 30%) and therefore there is no need for high velocity of air inside the 
cabinet. Solar drying system using V-groove solar collector was also developed and tested by Kadam and 

Samuel [24] for drying cauliflower. Cauliflower was blanched for 3 min in boiling water and dipped in sodium 

chloride, potassium metabisulphite and sodium benzoate for 15 min in 1% preservative concentration level 

before drying cauliflower in solar dryer. The treatment was found to be significantly different for all 

preservatives. They concluded that the potassium metabisulphite was the best among sodium chloride and 

sodium benzoate. Karim and Hawlader [25] studied the V-groove, fins and flat-plate collectors for crop drying 

applications. The results showed that the V-groove collector had 7–12% higher efficiency than flat-plate 

collector. The double pass operation of the collector improved the efficiency of all three collectors. The 

efficiency of all the air collectors is a strong function of airflow rate. The flow rate 0.035 (kg/m2 s) was 

considered optimal for solar drying of agricultural product. Karsli [26] investigated the thermal performance of 

four types of air heating flat plate solar collectors for drying application: a finned collector with an angle of 75◦, 
a finned collector with an angle of 70◦, a collector with tubes and a base collector. Banout et al. [27] introduced 

a new design of double-pass solar dryer (DPSD). They compared the performances of the DPSD with those of a 

typical cabinet dryer (CD) and a traditional open-air sun drying for drying of red chilli.  

 The energy and exergy analyses of the thin layer drying process of mulberry via forced solar dryer 

were studied by Akbulut and Durmus [28]. El- Beltagi et al. [29] developed a mathematical model of a thin 

layer drying for strawberry using an indirect forced convection solar dryer. The dryer consisted of a drying 

chamber, and a solar collector with W-corrugated black aluminum sheet to absorb most of the available solar 

radiation. Heat dissipation by convection was minimized by placing a flat transparent glass cover 4 mm thick on 

the top of the corrugated sheet. The solar collector was tilted at an angle of 20◦ from the horizontal plane. 

Ambient air was drawn in by a fan and heated up in the solar collector then enters the drying chamber through 

the bottom and up through the samples and through the chimney. Dissa et al. [30] introduced mathematical 

model and experimental validation of thin layer indirect solar drying of mango slices. Goyal and Tiwari [31,32] 
developed and analyzed a model using both a reverse flat-plate absorber as the heating medium and a cabinet 

dryer as the drying chamber. The whole unit was termed as a reverse absorber cabinet dryer (RACD). The 

absorber plate was horizontal and downward facing. A cylindrical reflector was placed under the absorber to 

introduce solar radiation from below. The area of the aperture was the same as that of the absorber plate. The 

cabinet dryer was mounted on the top of the absorber maintaining a gap of 0.03 m for air to flow above the 

absorber plate. The incoming air was heated and entered the dryer from the bottom. The bottom area of the dryer 

was equal to that of the absorber plate area. The inclination of the glass cover was taken as 45◦ from horizontal 

to receive maximum radiation. The thermal performance of the new proposed dryer was analyzed by solving the 

various energy balance equations using the finite difference technique. Mohanraj and Chandrasekar [33] were 

design, fabricated and tested an indirect mode forced dryer for drying copra. The moisture content of copra 
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reduced from 51.8% to 7.8% and 9.7% in 82 h for trays at the bottom and top, respectively. Sarsilmaz et al. [34] 

conducted experiments on drying of apricots in a newly developed rotary column cylindrical dryer (RCCD) 

equipped with a specially designed air solar collector to find the optimum drying air rate and rotation speed of 
dryer, to maintain uniform and hygienic drying conditions and to reduce drying times. The systems were 

constituted of three parts: air blow region (fan), air heater region (solar collector) and drying region (rotary 

chamber). 

 

3.3. Solar dryers with heat storage media 

 Several workers have explored different techniques for accelerating the solar drying of various 

agricultural products by considering the possible use of thermal storage materials, and developed drying models 

to predict the drying curves of the dried materials [34–39]. A review article of the solar drying systems 

incorporating with phase change materials (PCM) for drying agricultural food products was recently presented 

by Bal et al. [39]. Tiwari et al. [34, 35] experimentally evaluated a crop dryer-cumwater heater and crop dryer 

rock bed storage. They reported that the energy balance equations for each component of the system have been 
used to predict the analytical results. On the basis of the analytical results, it was observed that the drying time is 

significantly reduced on using the water and the rock best as storage media. The system can be used to provide 

hot water in case the drying system is not in operation. The water heater below the air heater systems will act as 

a storage material for drying the crop during off-sunshine hour. Comparative performance of coriander dryer 

coupled to solar air heater and solar air heater-cum rock bed storage was studied by Chauhan et al. [36]. They 

concluded that the average moisture content of the grains in the grain bed can be reduced from 28.2% (db) to 

11.4% (db) in 27 cumulative sunshine hours (i.e. 3 sunshine days) by using the solar air heater only; whereas, by 

using the solar air heater during sunshine hours and the rock bed energy storage during off-sunshine hours the 

same amount of moisture can be evaporated in 31 cumulative hours (18 sunshine and 13 off sunshine hours). 

During sunshine drying, the effect of grain bed depths on drying performance of coriander was observed to be 

remarkable, while the air mass velocity has no significant effect on the moisture content reduction rate. 

However, off-sunshine drying time can be reduced by 1 h for each increment of 50 (kg/h m2) in air mass 
velocity. Hence, the heat stored in the rock bed can be used effectively for heating the inlet (ambient) air for off-

sunshine drying of agricultural products. 

  Jain and Jain [37] and Jain [38] modeled the system performance of multi-tray crop drying using an 

inclined multi-pass solar air heater with built-in thermal storage. They concluded that the proposed 

mathematical model is useful for evaluating the thermal performance of a flat plate solar air heater for the crop 

drying in multiple trays. It is also useful for predicting the moisture content, crop temperature and drying rate in 

the different drying trays. They also concluded that the grain temperature increase with the increase of collector 

length, breadth and tilt angle up to typical value of these parameters. El-Sebaii et al. [40] designed an indirect 

type natural convection solar dryer. It consists of a flat-plate solar air heater connected to a cabinet acting as a 

drying chamber. Sand was used as the thermal storage material. The drying parameters such as drying 

temperature, ambient temperature, relative humidity, solar irradiance and temperature distribution in different 
parts of the system during drying had been recorded. Grapes, figs, apples, green peas, tomatoes and onions were 

dried successfully with and without using the storage material. They concluded that the equilibrium moisture 

content Me for seedless grapes was reached after 60 and 72 h when the system was used with and without 

storage the material, respectively. Therefore, the storage material reduced the drying time by 12 h. In order to 

accelerate the drying process, the drying products are divided into pieces and then chemically treated by dipping 

the samples into boiling water containing 0.4% olive oil and 0.3% NaOH for 60 s. The required time to achieve 

Me for the chemically treated seedless grapes, when the system is used with sand as a storage material, was 

drastically reduced to 8 h. 

 Moreover, they found that the storage and chemical pretreatment have caused significant decreases of 

the drying time for all the investigated crops. Enibe [41] designed and evaluated a passive solar powered air 

heating system, for the crop drying and poultry egg incubation, consisting of a single-glazed flat-plate solar 

collector integrated with a PCM as a heat storage material. The PCM was prepared in modules, with the 
modules equispaced across the absorber plate. The spaces between the module pairs serve as the air heating 

channels, the channels being connected to common air inlet and discharge headers. The system was tested 

experimentally under daytime no-load conditions, over the ambient temperature range of 19–41 ◦C, and a daily 

global irradiation range of 4.9–19.9 MJ/m2. These results showed that the system can be operated successfully 

for crop drying applications. Shanmugam and Natarajam [42] fabricated an indirect forced convection with 

desiccant integrated solar dryer. The main parts were: a flat-plate solar air collector, a drying chamber, desiccant 

bed and a centrifugal blower. The system was operated in two modes, sunshine hours and off sunshine hours. 

During sunshine hours, the hot air from the flat plate collector was forced to the drying chamber for drying the 

product and simultaneously the desiccant bed receives solar radiation directly and through the reflecting mirror. 

During off sunshine hours, the dryer was operated by circulating the air inside the drying chamber through the 
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desiccant bed by a reversible fan. The dryer was used to dry 20 kg of green peas and pineapple slices. Drying 

experiments were conducted with and without the integration of desiccant unit. The effect of using a reflecting 

mirror on the drying potential of the desiccant unit was also investigated. With the inclusion of reflecting mirror, 
the drying potential of the desiccant material was increased by 20%. Approximately, in all the drying 

experiments 60% of moisture was removed by the air heated using solar energy and the remainder by the 

desiccant. The inclusion of reflecting mirror on the desiccant bed caused faster regeneration of the desiccant 

material. 

 

3.4. Mixed-type solar dryers 

 In this type of solar dryers the material to be dried is heated by two ways, through the direct absorption 

of solar radiation and the preheated air coming from the solar air heater. Bolaji and Olalusi [43] constructed a 

mixed-mode solar dryer for food preservation. They reported that the temperature rise inside the drying cabinet 

was up to 74% for about 3 h immediately after 12.00 h (noon). The drying rate and system efficiency were 0.62 

kg/h and 57.5%, respectively. The rapid rate of drying in the dryer reveals its ability to dry food items 
reasonably rapidly to a safe moisture level. Results showed also that during the test period, the temperatures 

inside the dryer and solar collector were much higher than ambient temperature during most hours of the day-

light. Tripathy and Kumar [44] constructed a laboratory scale mixed-mode solar dryer consisting of an inclined 

flat plate solar collector connected in series to a drying chamber glazed at the top. They used the dryer to 

perform natural convection drying of potato cylinders of length 0.05 m and diameter 0.01 m and slices of 

diameter 0.05 m and thickness 0.01 m. Simate [45] designed, constructed and tested two different types of 

natural convection solar dryers. For the mixed-mode, the drying chamber cover was transparent whereas for the 

indirect mode it was opaque. Numerical calculations indicated that a shorter collector length should be used for 

the mixed-mode solar dryer (1.8 m) compared to the indirect mode dryer (3.34 m) of the same capacity (90 kg). 

The quantity of dry grain obtained from the mixed-mode for the whole year is about 2.81 tones and was less 

than that from the indirect mode by 15%.  

 Forson et al. [46] designed a mixed-mode natural convection solar dryer. They proposed a 
methodology combining principles/concepts and rules of thumb that enable the design of a properly engineered 

mixed-mode natural convection solar crop dryer. The resulting empirical model requires the crop physical 

properties and the location ambient conditions as input data. Singh et al. [47] developed a natural convection 

solar dryer. The dryer had a multi-shelf-design with intermediate heating, passive, integral, direct/indirect and 

portable solar dryer. It had four main components, multi-tray rack, movable glazing, shading plate and trays. 

The multi-rack was inclined depending upon the latitude of the 

location. The movable glazing consisted of a movable frame and a stabilized plastics sheet. It was fixed on the 

movable frame. The dryer could be used in cottage industries in remote places due to its low cost. 

Numerous research works relating the mathematical modeling and kinetics of the drying process of agricultural 

products for describing the thin layer drying characteristics, such as those concerning mint [48,49], figs 

[40,50,51], grapes [4,22,42], strawberry [20], banana [52,53], pineapples [54], mango [16,20,29], potatoes and 
apples [55], red peppers [56], eggplants [16], green peas [38,40], okra [57], green beans [22,58], apricot [22], 

red chilli [26], mulberry [27], prickly pear cactus cladodes [59], cauliflowers [23], pistachio [60], black tea [61], 

olive pomace [62]. 

 

IV. Preceding Research Done on Solar Air Heaters 
To improve the thermal performance of the indirect solar dryers, the thermal performance of the solar 

air heater connected to the drying chamber should be improved. The next sections review the methods that were 

used to improve the thermal performance of the solar air heaters. Several designs for solar air heaters had been 

proposed and discussed in the literature. The designer and potential user of these systems must consider a 
number of factors when comparing their merits. These can mainly be categorized as: (i) thermal performance, 

(ii) cost and (iii) lifetime, durability, maintenance and ease of installation. Thermal performance of collectors 

was compared by using the concept of thermal efficiency. It was generally believed that the thermal efficiency 

of a solar air heater is the major requirement for the prediction of thermal performance of the complete solar 

system of which the solar air heater is a part [63]. Ekechukwu and Norton [64] classified the solar air heaters 

broadly into two types: bare plate and cover plate solar air heaters. The bare plate solar air heater consists of a 

single channel design with single air flow between absorber and bottom plates with insulation.  

 Choudhury et al. [65] studied the thermal performance of this design. The thermal performance of this 

air heater had been also predicted by Ong [66]. Njomo [67] and Njomo and Daguenet [68] investigated heat 

transfer in this design. In the cover plate solar air heaters the heater was covered by a single or double glass 

covers. The single cover solar air heater in which the air flow in a single channel between the cover and 

absorber plate was investigated by [66,68–74]. Hegazy [75] investigated the effect of variation in the absorber 
width on both the thermal and hydraulic performances of the single cover solar air heater. Aboul-Enein et al. 
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[76] analyzed a flat plate solar air heater with and without thermal storage material under the absorber plate. The 

single duct double glass solar air heaters with air flowing between the lower glass cover and the absorber plate 

had been studied by Njomo and Daguenet [68], Mohamad [71] and Naphon and Kongtragool [73]. Mohamad 
[71] investigated the heat transfer in this design under the steady state conditions. In the back-pass solar air 

heater, the absorber plate was placed directly behind the transparent cover with a layer of static air separating it 

from the cover. The air to be heated flows between the inner surface of the absorber plate and the layer of 

insulation [64]. The heat transfer in this design had been investigated by Choudhury et al. [65], Ong [66], Garg 

et al. [77], Choudhury et al. [78], Al-Kamil and Al-Ghareeb [79], Jannot and Coulibaly [80] and Hegazy 

[75,81]. The double-pass solar air heater consists of one glass cover, double channels in which the air flows 

between the glass cover and the absorber plate (upper channel) and between the absorber and bottom plates 

(lower channel) with an insulation behind the back plate. The double-pass solar air heater was investigated by 

many authors [66,72,74,75,82,83]. Yeh et al. [84] investigated the heat transfer of the double-pass solar air 

heater with the presence of second glass cover. The double-pass double glass cover solar air heater with the air 

firstly flows in the upper channel and then forced to circulate to the lower channel was presented by Choudhury 
et al. [78], Yeh et al. [85] and Ho et al. [92]. They found that, increasing the velocity of air enhances the heat 

transfer coefficient, resulting in improved performance. In addition to increasing the fluid velocity, the recycling 

of air also produces the effect of remixing the inlet fluid with the hot outgoing fluid. Naphon [87] studied 

theoretically the heat transfer characteristics and performance of a double-pass flat solar air heater with recycle 

with and without porous media. 

 The single pass solar air heater with single and double glass covers with the passage filled with packing 

was studied by Choudhury and Garg [88]. Ramadan et al. [89] investigated the double-pass solar air heater with 

packed bed in which; the air was firstly forced through the packed bed existing in the upper channel formed 

between the lower cover and the absorber plate, and was then re-circulated to flow in the opposite direction 

through the lower channel, formed between the absorber and back plates. The different heat transfer 

mechanisms in terms of the various heat transfer coefficients were also studied. El-Sebaii et al. [90] proposed an 

investigation of heat transfer on a double-pass solar air heater where the air was firstly forced through the upper 
channel, formed between the lower cover and the absorber plate, and then recirculated to flow in the opposite 

direction through the packed bed that exists in the lower channel, formed between the absorber and back plates. 

The thermal performances of single and double pass solar air heaters with steel wire mesh layers instead of the 

flat absorber plate were experimentally investigated by Aldabbagh et al. [91]. Comparisons between the 

performances of a packed bed collector with those of a conventional collector showed a substantial enhancement 

in the thermal efficiency. Ho et al. [92] developed a theoretical formulation of the energy balance equations for 

a multi-pass solar air heater with external recycle and investigated the recycle effect on collector efficiency. 

 The effect of channel depth ratio on the collector efficiency was also studied. Jain and Jain [37] and 

Jain [38] investigated the heat transfer mechanisms in the multi-pass solar air heater with building thermal 

storage. In this model, the solar radiation transmits from the glass covers and is absorbed by the absorber plate. 

The air flows in between the covers, above the absorber plate and below the storage material, where it is heated 
along the path. The porous or matrix type solar air heater consists of single glazing at the top, matrix, back 

metallic plate and insulation. In a design, the air flows upward through the matrix and in other design; it flows 

downward through the matrix. These models had been investigated by Sharma et al. [93,94]. Due to the poor 

thermal conductivity and small heat capacity of air, the convective heat transfer rate inside the air flow channel 

where the air is heated is low. Big efforts had been made to increase this rate. One of the effective ways to 

increase the convective heat transfer rate is to increase the heat transfer area or to increase turbulence inside the 

flowing channel by using fins or corrugated surface [95–99]. El-Sebaii et al. [100,101] performed theoretical 

and experimental investigations of forced convection double pass vcorrugated [100] and finned [101] solar air 

heaters and compared their performances with those for a double pass flat plat solar air heater. They were 

concluded that the double pass v-corrugated plate solar air heater is 9.3–11.9% and 11–14% more efficient than 

the double pass finned plate solar air heater [101] and the conventional double pass flat plate solar air heater 

[100], respectively. Performance evaluation of a natural convection solar air heater with a rectangular finned 
absorber plate was conducted by Pakdaman et al. [102]. It was indicted that the main parameter which 

characterizes the thermal behavior of the system is the solar radiation. Besides, exergy analysis had been carried 

out and the optimum conditions that achieved the highest performance had been determined. The influence of 

recycle on the performance of baffled double-pass flat-plate solar air heaters with internal fins attached was 

performed by Ho et al. [103]. Alta et al. [104] investigated experimentally three different types of solar air 

heaters; two having fins and the other without fins. One of the heaters with fins had single glass cover and the 

others had double glass covers. Based on the energy and exergy output rates they concluded that, the heater with 

double glass covers and fins was more effective and the difference between the input and output air temperature 

was higher than the others.  
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 The performance of single and double pass solar air heaters with fins and steel wire mesh as absorber 

was investigated experimentally by Omojaro and Aldabbagh [105]. They found that, the efficiency increase with 

increasing air mass flow rate and for the same mass flow rate, the efficiency of the double pass was found to be 
higher than the single pass by 7–9%. Karim and Hawlader [106] studied the thermal performance of flat plate, 

v-corrugated and finned air collectors. They indicated that, the V-groove collector is the most efficient collector 

and the flat-plate collector is the least efficient one. Optimum conditions of these three collectors were studied 

to perform up to approximately 70% thermally efficiency at 0.031 (kg/m2 s) could be attained with the V-

groove. Nwosu [107] investigated the pin fins attached to the absorber of a solar air heater. A comparison 

between flat plate, V-grooved and chevron pattern absorbers was presented by El-Sawi et al. [108]. They 

concluded that, under the considered configurations and operating conditions, the chevron pattern absorber was 

found to be the most efficient and the flat plate one was the least efficient. The chevron pattern was found to 

have higher performance, reaching up to 20% improvement in thermal efficiency and an increase of 10 ◦C in 

outlet temperature at some ranges of mass flow rates. Performance analysis of a new flat-plate solar air heater 

with several obstacles at different angles and without obstacles was experimentally studied by Akpinar and 
Kocyigit [109]. They found that the efficiency of the solar air collectors depends significantly on the solar 

radiation, surface geometry of the collectors and the extension of the air flow line. They concluded also that, the 

largest irreversibility was occurring at the solar air heater without obstacles for which the collector efficiency 

was smallest. 

  A computational analysis of heat transfer augmentation and flow characteristic due to rib roughness 

over the absorber plate of solar air heaters were presented by Chaube et al. [110]. Sahu and Bhagoria [111] 

investigated experimentally the heat transfer coefficient by using 90◦ broken transverse ribs on the absorber 

plate of a solar air heater. They concluded that the roughened absorber plates increase the heat transfer 

coefficient 1.25–1.4 times as compared to smooth rectangular duct under similar operating conditions at higher 

Reynolds number. The heat transfer and friction characteristics of rectangular solar air heater duct using rib-

grooved artificial roughness was studied by Jaurker et al. [112]. They inferred that as comparison to the smooth 

duct, the presence of rib-grooved artificial roughness yields Nusselt number up to 2.7 times while the friction 
factor rises up to 3.6 times in the range of the parameters investigated. The performance of solar air heaters 

having v-down discrete rib roughness on the absorber plate was investigated by Karwa and Chauhan [113]. 

Analysis of fluid flow and heat transfer in a rib grit roughened surface solar air heater was presented by Karmare 

and Tikekar [114]. The previous studies on rib roughness over the absorber plate of the solar air heaters 

indicated that the artificial roughness results in the desirable increase in the heat transfer rate with the penalty of 

the undesirable increase in the pressure drop due to the increased friction. 

 

V. Conclusions and Recommendations 
One of the most important potential applications of solar energy is the solar drying of agricultural 

products. Losses of fruits and vegetables during their drying in developing countries are estimated to be 30–40% 

of production [115]. The postharvest losses of agricultural products in the rural areas of the developing countries 

can be reduced drastically by using well-designed solar drying systems. Among the different types of solar 

dryers, the indirect mode forced convection solar dryer has been demonstrate to be superior in the speed and 

quality of drying. Since the solar air heater is the most important component of the indirect solar drying system, 

improvement of the solar air heater would led to better performance of the drying system. Therefore; more 

studies to investigate and improve the thermal performance of double pass flat, v-corrugated and finned plate 

solar air heaters is still of considerable interest. Incorporating of sensible and/or latent heat storage media within 

the solar drying systems accelerate the drying process during the night time and low intensity solar radiation 

periods and exclude the need for using auxiliary heat sources during low solar radiation seasons. The latent 

storage media is preferable compared to the sensible store media to achieve nearly constant drying air 
temperature during the drying process. However, the phase change materials should be investigated in view of 

their chemical stability and compatibility with the containing materials before their integration within the drying 

system. Furthermore, before using the drying systems on large scale, computer simulation models must be 

performed to simulate the short and long terms performance of the drying systems with and without the storage 

media to estimate the solar drying curves of the dried products and investigate the cost benefits of the solar 

drying of agricultural products. 
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I. INTRODUCTION 
Aging of concrete structures and their interactions with persistent prevailing environmental conditions 

will alter the material properties and cause deteriorations (fig.1).  

 
Figure 1: Deteriorations in concrete 

 
In such situations instant diagnosis of problem in insitu conditions becomes mandatory.  Diagnosis of 

the residual strength of concrete and its constant monitoring will provide useful information for adopting 

suitable preventive measures [4, 5, 9]. Selection of proper test method and applying it in modest way is the key 

factor to study the status of concrete. Using non-destructive tests (NDT) in diagnosis of defects in concrete is an 

efficient and versatile monitoring technique which can be safely applied in any field conditions [1, 8].  Quality 

Abstract: Aging of concrete structures and their interactions with persistent prevailing environmental 

conditions will alter its material properties and cause deteriorations. Inspite of maintaining the best 

quality control concrete may not behave as a homogeneous medium. Conducting any test in the modest 
way is the key factor for true assessment of the status of substratum. Diagnosis of the residual strength 

of concrete in insitu condition using non-destructive tests   provides useful information for adopting 

suitable preventive measures. Deteriorations in the concrete can be broadly imaged using ultrasonic 

pulse velocity technique. However, the results of ultrasonic pulse velocity depend on various factors. To 

establish the effect of  span length of test sections 16 tests were conducted at 4 different locations in the 

galleries of a hydroelectric project situated in the Himalayan region. This paper presents the findings of 

these tests which clearly emphasize the need of defining optimum length of test span for the best 

reflection of status of scanned area.  

Keywords:  Concrete, Test span, Ultrasonic, Non-destructive, Heterogeneous substratum. 
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of concrete can be evaluated using ultrasonic pulse velocity technique which is a NDT method of testing [2]. For 

assessing insitu deterioration indirect transmission of ultrasonic pulse velocity (UPV) is applied. In this method 

ultrasonic stress waves are propagated between two points  located on the same surface.  It uses the basic 

principle of determining time taken by an irrational pulse to travel a known distance through a concrete [3]. 

UPV is influenced by status of concrete [6, 7].  

Inspite of best quality control concrete may not behave as a homogeneous medium so for any two 

sections UPV  may or may not be the same. It  may differ if the length of test section is altered. So in order 
image the correct condition of test section an optimum length of test section needs to be defined.  To study this 

16 tests were carried out at 4 different locations in the galleries of a hydroelectric project situated in the 

Himalayan region.  

 

II. METHOD ADOPTED 
 

Ultrasound Non destructive Test  
Through an indirect transmission mode, as illustrated in Fig. 2, ultrasonic pulse velocities were 

measured by a commercially available Portable Ultrasound Non destructive Digital Indicator Tester (PUNDIT) 

with an associated transducer pair. The nominal frequency of the transducers used for testing concrete sections 

is 54 kHz. The principle of ultrasonic pulse velocity measurement involves sending a wave pulse into concrete 

by an electro-acoustical transducer and measuring the travel time for the pulse to propagate through the concrete. 

The pulse is generated by a transmitter and received by a similar type of receiver in contact with the other 

surface. In the experimental studies, the transmitter and receiver were placed in two different manners 

1. At a distance of 0.3 m horizontally 

2. At a distance of 0.9 m horizontally 

 

As a result, the traveling length of the ultrasonic pulse was 0.3 m and 0.9m horizontally. The concrete 
surface was prepared in advance for a proper acoustic coupling by applying grease. Light pressure was applied 

to ensure firm contact of the transducers against the concrete surface. Knowing the path length (L), the 

measured travel time between the transducers (T) can be used to calculate the pulse velocity (V) using the 

formula V = L/T. 

 
Figure 2: Indirect Transmission Mode (T: Transducer, R: Receiver) 

 

III. Equipment Used 
 

Portable Ultrasound Non destructive Digital Indicator  Tester (PUNDIT) 

PUNDIT (Fig. 3) was used to observe the time of travel of ultrasonic wave between two fixed point at a 

specified distance. Waves are generated through one transducer and received by another transducer. Based on 

the UPV the status of concrete is assessed 

 
Figure 3: Portable Ultrasound Non destructive Digital Indicator Tester  Equipment  (PUNDIT) 
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IV. Observations 
 Investigations were carried out at 4 locations selected on the basis of various visual defects (Table 1).  

 

Table I: Locations of Test Points 

Location Face Row Number of observation 

points 

Presentation of 

Observations 

A Upstream Upper 50 Fig. 4 

Lower 50 Fig. 5 

Downstream Upper 50 Fig. 6 

Lower 50 Fig. 7 

B Upstream Upper 87 Fig. 8 

Lower 87 Fig. 9 

Downstream Upper 87 Fig. 10 

Lower 87 Fig. 11 

C Upstream Upper 143 Fig. 12 

Lower 143 Fig. 13 

Downstream Upper 143 Fig. 14 

Lower 143 Fig. 15 

D Upstream Upper 77 Fig. 16 

Lower 77 Fig. 17 

Downstream Upper 77 Fig. 18 

Lower 77 Fig. 19 

 

V. Result And Discussion 
 

Location A 

The results of Pulse Wave Velocity test conducted for 30cm and 90 cm categories for four rows are 

presented in Fig. 4a, 5a, 6a and 7a. Based on the test results it is observed that the UPV observed for a span of 

30 cm is more than that observed for the span of 90 cm (Fig. 4b, 5b, 6b and 7b).  

 

       
a                                                                                       b 

Figure 4: UPV - upstream upper row 

        
a                                                                                b 

Figure 5: UPV - upstream lower row 
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a                                                                                b 

Figure 6: UPV - downstream upper row 

 

      
a                                                                               b 

Figure 7: UPV - downstream lower row 

 

Location B  

The results of Pulse Wave Velocity test conducted for 30cm and 90 cm categories for four rows are 

presented in Fig. 8a, 9a, 10a and 11a. Based on the test results it is observed that the UPV observed for a span of 

30 cm is more than that observed for the span of 90 cm (Fig. 8b, 9b, 10b and 11b).  

 

      
a                                                                          b 

Figure 8: UPV - upstream upper row 

 

       
a                                                                          b 

Figure 9: UPV - upstream lower row 
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a                                                                          b 

Figure 10: UPV - downstream upper row 

 

      
a                                                                          b 

Figure 11: UPV - downstream lower row 

 

Location C  

The results of Pulse Wave Velocity test conducted for 30cm and 90 cm categories for four rows are 

presented in Fig. 12a, 13a, 14a and 15a. Based on the test results it is observed that the UPV observed for a span 

of 30 cm is more than that observed for the span of 90 cm (Fig. 12b, 13b, 14b and 15b).  

 

       
a                                                                          b 

Figure 12: UPV - upstream upper row 
 

       
a                                                                          b 

Figure 13: UPV - upstream upper row 
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a                                                                          b 

Figure 14: UPV - upstream upper row 

 

       
a                                                                          b 

Figure 15: UPV - upstream upper row 

 

Location D  

The results of Pulse Wave Velocity test conducted for 30cm and 90 cm categories for four rows are 

presented in Fig. 16a, 17a, 18a and 19a. Based on the test results it is observed that the UPV observed for a span 

of 30 cm is more than that observed for the span of 90 cm (Fig. 16b, 17b, 18b and 19b).  

 

       
a                                                                          b 

Figure 16: UPV - upstream upper row 
 

        
a                                                                          b 

Figure 17: UPV - upstream lower row 
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a                                                                          b 

Figure 18: UPV - downstream upper row 

 

       
a                                                                          b 

Figure 19: UPV - downstream lower row 

 

Since ultrasonic pulse velocity depends on status of concrete, it may not be the same for any two 
sections. The study clearly shows that the ultrasonic pulse velocity recorded for a span of 30 cm is more than 

that for 90 cm span. Assessment of the status of heterogeneous substratum through ultrasonic pulse velocity in a  

short span may not reflect true image as it might encounter a more dense short section or even a rebar.  

 

VI. Conclusion 
Conducting any test in the modest way is the key factor for true assessment of the status of substratum. 

Inspite of maintaining the best quality control concrete may not behave as a homogeneous medium. Diagnosis 

of the residual strength of concrete in insitu condition using non-destructive tests   provides useful information 

for adopting suitable preventive measures. Deteriorations in the concrete can be broadly imaged using ultrasonic 
pulse velocity technique. However, the results of ultrasonic pulse velocity recorded for different span length of 

test sections can be different.  

VII. Further Study 
In order to define the optimum length of the test section for observing ultrasonic pulse velocity in a 

particular site condition, further study is continued to correlate the results of ultrasonic pulse velocity in insitu 

condition and ultrasonic pulse velocity observed in representative core samples extracted from the test section.  
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I.  Introduction 

Civil FEM is a customization of the finite element analysis software ANSYS, which has the aim to 

approach the Civil Engineering World with the general purpose tools of ANSYS. The structure of Civil FEM is 

made up of a main program, called Civil FEM Intro, onto which several specific modules of Civil Engineering 
applications can be added: Bridges, Prestressed Concrete and 

Abstract: This paper demonstrates how sophisticated computational techniques can help to 

understand better the behaviour of cable-stayed bridges and what kind of tools are available for 

bridge engineers to handle even the most extreme situations. Since one of the key elements in the 

success of this structural system lies in its construction method, the main focus of this paper is on 

the simulation of the free-cantilever construction process and the determination of cable forces 
during the phases of the erection in order to achieve the desired shape and internal force 

distribution in the final state of the structure. The paper, using ANSYS/CivilFEM, a software 

package developed for advanced civil engineering analyses, presents different numerical 

techniques (based on both linear and non-linear analysis) to determine the final state of the 

bridge and the backward process analysis to conduct a step-by-step analysis of the 

construction.Finite Element Analysis can provide engineers with an overwhelming amount of 

data therefore the efficient presentation of results (post processing) is of outmost importance 

especially for such complex systems as cable-stayed bridges.The paper also demonstrates how the 

flexibility of ANSYS/CivilFEM allows the users to find a sensible way to access all the necessary 

data and produce both texts based and graphical outputs. A typical example of a cable-stayed 

bridge is analyzed by the methods described in the paper and the results are presented using post 
processing techniques.Cable stayed bridges have good stability, optimum use of structural 

materials, aesthetic, relatively low design and maintenance costs, and efficient structural 

characteristics. Therefore, this type of bridges are becoming more and more popular and are 

usually preferred for long span crossings compared to suspension bridges. A cable stayed bridge 

consists of one or more towers with cables supporting the bridge deck.In terms of cable 

arrangements, the most common type of cable stayed bridges are fan, harp, and semi fan bridges. 

Because of their large size and nonlinear structural behaviour, the analysis of these types of 

bridges is more complicated than conventional bridges. In these bridges, the cables are the main 

source of nonlinearity. Obtaining the optimum distribution of post-tensioning cable forces is an 

important task and plays a major role in optimizing the design of cable stayed bridges. An 

optimum design of a cable-stayed bridge with minimum cost while achieving strength and 

serviceability requirements is a challenging task.In this thesis, an advanced and comprehensive 
numerical model is used to obtain the post-tensioning forces and the optimum design of the three 

types of cable-stayed bridge. The numerical method is based on finite element, B-spline curves, 

and real coded genetic algorithm. The optimization accounts for all the variables that define the 

geometry and cross-section of the bridge. Comparison between the three types, in terms of post-

tensioning forces and cost, is carried out in this thesis.    

Keywords: Dynamic Mechanic Analysis, Stability Isolated Base, Non Linear Response Cable, 

Pre-Stressing Load. 
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Geotechnics. 

The first of these modules has utilities for modeling and analyze virtually any bridge types: 

 Metallic bridges. 

 Prestressed concrete bridges. 

 Mixed or composite bridges. 

With different types of supports: 

 Simple supports. 
 Suspension bridges. 

 Cable-Stayed bridges. 

 Arch bridges. 

 The history of cable stayed bridges dates back to 1595, found in a book by the Venetian inventor 

(Bernard et al., 1988). Many suspension and cable-stayed bridges have been designed and developed since 1595 

such as the Albert bridge and the Brooklyn bridge (Wilson and Gravelle, 1991), (Bernard et al., 1988). Cable-

stayed bridges have been later constructed all over the world. The Swedish Stromsund bridge, designed in 1955, 

is known as the first modern cable-stayed bridge (Wilson and Gravelle, 1991).  

The total length of the bridge is 332 m, and its main span length is 182 m. It was opened in 1956, and it 

was the largest cable-stayed bridge of the world at that time. This bridge was constructed by Franz Dischinger, 

from Germany, who was a pioneer in construction of cable-stayed bridges (Tori et al., 1968). The designers 
realized that cable stayed style requires less material for cables and deck and can be erected much easier than 

suspension bridges (Bernard et al., 1988), (Tori et al., 1968), (Wilson and Gravelle, 1991), (Simoes and Negrao, 

1994), (Ren and Peng, 2005), and (Nieto et al., 2009).  

This is mainly due to advances in design and construction method and the availability of high strength 

steel cables. The Theodor Heuss bridge was the second true cable-stayed bridge and was erected in 1957 across 

the Rhine river at Dusseldrof. It had a main span of 260 m and side spans of 108 m which was larger than the 

Stromsund.  

It has a harp cable arrangement with parallel stays and a pylon composed of two free-standing posts 

fixed to the deck. The reason for choosing the harp style was aesthetics appearance. The Severins Bridge in 

Köln designed in 1961 was the first fan shape cable stayed bridge, which has a A-shape pylon. 

 In this bridge, the cross section of the deck was similar to the one used in Theodor Heuss bridge 

(Bernard et al., 1988). The Flehe bridge was the first semi-fan type which was erected in 1979 in Dusseldrof, 
Germany over the Rhine river. The remarkable feature of this bridge was the reinforced concrete tower, which 

has the shape of an inverted Y (Bernard et al., 1988). In what follows, the main types of long span bridges are 

reviewed. 

. 

II.   Study Area 
 

2.1 Analysis Algorithm 
The purpose of the analysis is to study the stresses the cables must have during the construction phases, 

to achieve at the end of the construction and for a specified load state, a certain deformed shape of the deck 

(usually null movements). To obtain this, the following process calculates the structure at its final stage, 

obtaining this way the final stresses in the cables and, step by step, removes the cables and deck elements in the 

opposite order to the building procedure (backward analysis).  

Apart from movements, forces and moments in towers and deck, at each step the forces in the cables 

are also obtained. The prestressing load in each cable is equal to the force in the cable in the last calculation step 

before the cable is “killed”, i.e. removed from the model. The calculation steps can be described as follows: 

1. Cable forces are calculated for the final state of the bridge (all the cable elements are alive): 

 The deformations of the deck due to the self weight of the structure and additional dead load is 

calculated using linear analysis. 
 Every cable is prestressed by unit change in the length (-1 m) one by one (the other cables are assumed 

to be stress free) and the deformations of the deck are calculated for each case using linear analysis. 

 A system of linear equations is assembled: K ⋅ f = u . The response of the structure – the “stiffness of 

the structure” - to the unit cable shortening are the elements of the coefficient matrix (K). The 

deformations (UY of the deck and UX of the tower top) are the elements of the vector on the right-hand 

side (u). 

 The system of linear equations is solved and f is determined. The elements of the f vector are the actual 

cable shortening required to achieve the desired shape of the structure. 

The f vector is applied as cable shortening and the structure is solved again. 

2. Nonlinear construction process analysis: backward analysis ('demolishing' the bridge step by step) 

 Remove additional dead load. 
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 Remove the last section of the deck. 

 Loop over the rest of the structure: 

 remove one cable (kill cable element). 

 remove one segment of the deck (kill deck element).  

 

2.2 Process Automation 

To make this task easier, Civil FEM’s Bridge Module has programmed Wizards which will generate 
the model of the structure from its geometrical characteristics and materials, and will create the different load 

steps and solve the analysis procedure described in the previous section and shown in Fig.2.1 & Fig. 2.2 

 
Figure 2.1 Cable-Stayed Bridge Generator 1       Figure 2.2 Cable-Stayed Bridge Generator 2 

 

III.   Finite Element Model 
The finite element models for three main arrangement of cable-stayed bridges are the same as the 

ones given and are plotted in Figs for semi-fan, fan, and harp arrangements, respectively. As one can see, the 

three main components, i.e., pylon, girder, and the stay cables are modeled using 3D line elements.  

A three-dimensional frame element is used to model the deck and the pylon, while a three-dimensional 

cable element is used to simulate the cables. Also, the deck is modeled using a single spine passing through its 

shear center. Moreover, the translational and rotational stiffness of the deck are calculated and are assigned to 

the frame elements of the spine.  

To achieve the proper offset of the cables from the centerline of the deck, the cable anchorages and the 
deck spine are connected by massless, horizontal rigid links (Wilson and Gravelle, 1991). These models will be 

incorporated in the next sections for optimal cost design of the three cable stayed arrangements. 

 

3.1 Real Coded Genetic Algorithm 

As explained before, the optimization technique and the cost optimization problem for cable-stayed 

bridges contains several local minima. Therefore, Genetic Algorithms (GAs) are employed in this study to find 

the global optimum solution for both arrangements of cable-stayed bridges.  

Note that genetic algorithms (GAs) based on the theory of biological evolution and adaptation have 

proved to be powerful, efficient, capable of handling large number of variables, and robust in finding global 

optimal solutions (Gen and Cheng, 2000).  

The real coded genetic algorithm (RCGA) is a variant of genetic algorithms that are suitable for the 

optimization of multiple-optima objective functions defined over continuous variables (Davis, 1991). The 
algorithm operates on the design variables, instead of encoding them into binary strings, as in the traditional 

genetic algorithms. 

 

3.2 Genetic Operators 

The mutation operators employed in Algorithm 3.1 allow the RCGA to avoid local minima. These 

operators search for solutions in remote areas of the objective function landscape (Hassan et al., 2012). The 

operators used in this study are the boundary mutation, non-uniform mutation, and uniform mutation. The 

boundary mutation searches the boundaries of the independent variables for optima lying there. Non uniform 

mutation is a random search that decreases its random movements with the progress of the search.  
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The Uniform mutation is a random search element. The crossover operators produce new solutions 

from parent solutions having good objective function values. In this study, it is used to produce new bridges 

from pairs of low cost bridge. The crossover operators used are the arithmetic, uniform and heuristic crossovers. 

The first produces new solutions in the functional landscape of the parent solutions.  

Details of such operators are given by Michalewics and Fogel (2004) and recently employed in Hassan 

et al. (2012). The above operators are applied on each population with the following values:  

1) Population size = 100 solution instances  
2) 4 instances undergo boundary mutation.  

3) 4 instances undergo non-uniform mutation. 

4) 4 instances undergo uniform mutation. 

5) 2 instances undergo arithmetic crossover.  

6) 2 instances undergo uniform crossover. 

7) 2 instances undergo heuristic crossover. 

 

3.3 Post-tensioning Cable Forces 

In the previous chapter, a numerical method is employed to obtain the post-tensioning cable forces for 

specific number of cables N, mid-span length M, and height of the pylon H. These forces are implemented in the 

analysis/design scheme employed in this chapter. However, in the design optimization process, the variables N, 
M, and H, can be assigned some random values that do not match the values considered. To overcome this issue, 

three-dimensional linear interpolation (N, M, and H) is conducted between the data points for the forces of post-

tensioning cable forces evaluated. 

 

3.4 Load Considerations 

Dead load, wind load, and live load are considered in this thesis based on Canadian Highway Bridge 

Design Code (CAN/CSA-S6-06, 2006). 

 

Dead Load 

According to clause 3.6 of the CAN/CSA-S6-06 (2006), the dead load of the bridge contains the 

structural weight of the bridge, a thickness of 0.09 m layer of asphalt, and two concrete traffic barriers having an 

average thickness and height of 0.325 m and 0.85 m, respectively. 

 

Live Load 

To compute the live load acting on the bridge deck using clause 3.8.3.2 of the CAN/CSA-S6-06 (2006) 

the following two cases are considered: 

 CL-W truck. 

 CL-W truck with each axle reduced to 80% and superimposed with a uniformly distributed load (qL = 

9kN=m) lane. 

In short and medium span cable-stayed bridges, the main effect always results due to a single axle, group of 

axles, or single truck. For long span cable-stayed bridges, the critical force effect and largest deflection are due 

to the distributed lane loads. Hence, the live load acting on the bridge deck in this study is given as: 

Liveload = mFnLaneqL 
where mF is the modification factor used when more than one design lane is loaded according to clause 

3.8.4.2, and Table 3.8.4.2, of CAN/CSA-S6-06 (2006), nLane, is the number of the lanes, and qL = 9kN=m is 

the uniformly distributed load. The nine live load configurations applied to determine the optimum cost design 

of three type of the cable-stayed bridge are shown in Fig.3.1 (Walther et al., 1988). The live load is calculated 

using the equation. It has a magnitude equal to 16.2 kN=m and 25.2 kN=m for the case of two and four lanes, 

respectively CAN/CSA-S6- 06 (2006). 

Wind Load 

Cable-stayed bridges are considered sensitive to wind load. Therefore, wind tunnel tests are required to 

determine the lift (CN), torsional (CM), and drag (CD) shape coefficients of the deck.  
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Figure 3.1: Live load cases used in the numerical model 

 

IV.   Conclusion 

The algorithm described provides an accurate method to obtain the needed prestressing forces in the 

cables of a cable-stayed bridge, for each of the construction phases. This method allows to solve the bridge in a 

very short time, which provides obvious benefits compared with other optimization methods, without having to 

use approximations.  

This accurate and rapid performance, in conjunction with the preprocessing utilities available, allows 
the engineer to spend more time in shape design optimization and allows to compare different solutions to 

obtain the best suitable one. 

 The postprocessing of the bridge analysis provides a quick review of the structural behavior. It also 

gives valuable information for the construction of the bridge by automatically exporting the prestressing forces 

of each cable, at each construction step. 
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I. INTRODUCTION 
Recently many Internet applications have been used widely in our lives for the proliferation of smart 

phones. Especially the concept of the VoIP has been used in many applications such as Skype, Viber, Voxer, TiKL 

etc. Among applications which support VoIP, there are several VoIP applications such as Voxer, and TiKL which 

support the group communication as well as one-to-one communication, which is also known as the push-to-talk 

(PTT or P2T) [1, 2, 3]. This push-to-talk technology supports the half duplex communication among end-to-end 

users like the trunked radio system (TRS). Nextel communications was the first company to provide the 

push-to-talk service commercially using iDEN. 

The problem of the group communication results from the asymmetry between the in-bound traffic and 

the out-bound traffic in a VoIP server. As the out-bound traffic increases, the packet delay and the packet loss can 

be occurred. There are no problem in terms of sending and receiving packets, but there can be the decrease of the 

voice quality in terms of listeners due to the characteristic of voice traffic. In this paper, we analyze how these 

parameters results in the voice quality. We use ns-2.34 [4] for the simulation study and ns2Voip++ package [5] 

for the analysis of the voice quality. 

In Section 2, we describe the media transfer in the group communication and ns2Voip++ package briefly. 

In Section 3, we describe the VoIP server added to the legacy ns-2.34 code to simulate the group communication. 

The performance study due to the packet delay and the packet loss is given in Section 4. Finally, we give a 

conclusion in Section 5. 

 

 

II. RELATED WORKS 
In this section, we describe the media transfer in the PoC architecture [6] briefly in order to explain the 

flow of VoIP packets. Then we describe the ns2Voip++ Package [5] in short to explain the simulation 

environment. 

 

2.1 Media Transfer 

Major communication and computer companies such as Nokia, Samsung Electronics, Qualcomm, Intel 

and Microsoft have standardized the Push-to-talk over Cellular (PoC) to support group communication under the 

Open Mobile Alliance (OMA) [7]. We use the PoC standard to explain the group communication. After the PoC 

Session [8] is established, media packets including voice data are transferred between the PoC Server and PoC 

Clients. These media packets are transported by RTP/UDP/IP [6]. The PoC Server forwards received RTP Media 

packets towards all other PoC Clients that are not on hold [6], that is, the received packet is copied and forwarded 

to other PoC Clients in a group. The basic RTP header of media packets is described in RFC 3550 [9] and 

additional RTP payload formats for various audio/video codecs such as G.729A, GSM, EVRC and AMR are 

described in several RFC documents [10, 11, 12]. From the SSRC field of the RTP header, the PoC Server and 

PoC Clients can find who sends the RTP packet. 
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Figure 1. Media transfer options 

Fig.1 shows two options that transfer voice data between PoC clients. In Option 1, the Participating PoC 

Server is in charge of transferring voice packets and also provides the filtering function and the transcoding 

function among different codecs. However the performance may be degraded due to the increased packet delay 

compared to Option 2 in which voice packets and other related packets are transmitted directly through the 

Controlling PoC Server. In this paper, we only consider Option 2 to support group communication. The incoming 

traffic and the outgoing traffic of a PoC Server are unbalanced because of its one-to-many communication pattern. 

Thus problems such as the traffic handling at a PoC Server and packet transmission to recipient PoC Clients occur 

especially when network congestion happens. 

 

2.2 ns2Voip++ Package 

In general, the voice communication has two states, Talkspurt and Silence. Fig. 2 shows the basic 

concept of ns2Voip++ package. The package generates VoIP voice traffic according to the designated codec such 

as G.711, G.723, G.729A, AMR etc. The transmission of voice packets are performed using an ns-2 UDP agent. 

The package also has the functionality to calculate the voice quality using the E-model [13], with which we can 

finally get the mean opinion score (MOS) [14]. 

 

Figure 2. Basic concept of ns2Voip++ package 

The toll quality has been standardized by ITU-T, in which typical methods are the MOS and the 

E-model. The E-model and the MOS are an objective method and a subjective method, respectively. The E-model 

can be expressed by the packet delay and the packet loss according the used codec, so it is used frequently to 

evaluate the toll quality. The package also can model the voice using Talkspurt and Silence states using the 

Weibull distribution. It also may generate voice packets using the exponential distribution. The average Talkspurt 

time and the average Silence time are assumed to be 1 seconds and 1.5 seconds, respectively. 

Fig. 3 shows class diagrams of the ns2Voip++ package. Fig. 3(a) illustrates the talker-side class diagram. 

VoipSource initiates and terminates the voice communication according to Talkspurt and Silence states.  

VoipEncoder generate packets according to the designated codec when it is in Talkspurt state. Fig. 3(b) is a 

listener-side class diagram. VoipDecoder receives voice packets from a talker and then calculates the MOS value 

using the E-model. 
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Figure 3. Class diagrams of ns2Voip++: (a) a talker-side class diagram; (b) a listener-side class diagram 

 

III. IMPLEMENTATION OF A VOIP SERVER 
To evaluate the network performance, we implement a VoIP server for group communication. In this 

section, we describe the basic concept and the detailed design of a VoIP server. 

 

3.1 Basic Concept 

The existing ns2VoIP++ package in Fig. 4(a) cannot model the group communication. To make the 

group communication possible using the ns-2 network simulator, we add an agent to mimic the functionality of a 

VoIP server as shown in Fig. 4(b). In the original scheme, the source node s(0) should make the same packet for 

different destination nodes d(i), in which we can easily find that this scheme is not equal to the method handling 

the media transfer through the PoC Server, or the VoIP server.  

In Fig. 4(b), we can find that the VoIP server receives packets generated by s(0) and replicates them to 

every d(i). To make it possible, the VoIP server should handle the information about all groups and each group 

members in a group. In the PoC architecture, the PoC Server with a Controlling PoC Function performs the Talk 

Burst control and duplication of RTP media packets. 
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Figure 4. ns2Voip++ extension: (a) the original scheme; (b) the extended scheme 
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3.2 VoipServer Agent 

The following functionalities of a VoIP server are required to simulate the group communication: 

 The function to set the maximum number of groups 

 The function to add a group member to a certain group 

 The function to duplicate packets from a source node and transfer them to group members 

 

 
Figure 5. The VoipServer agent class 

We add the VoipServer agent as shown in Fig. 5. The name of an ns-2 agent acting as a VoIP server is 

definded as “Agent/VoipServer” and can be declared in the ns-2 script as follows: 

 

set   voipserver [$ns node] 

set   agtserver    [new Agent/VoipServer] 

$ns  attach-agent    $voipserver    $agtserver 

 

It is easy to implement the function to set the maximum number of groups, k. We implement it in 

VoipServer::command() and it can be set as follows.  

 

$agtserver    set-ksize     10 
 

We assume that the number of group members, l, for each group is the same for simplicity. The 

information of group members, or destination nodes, for each group is managed using the C++ STL map class in 

ns-2, which is shown in Fig. 6. In the Tcl script, we can set the value k and l for arbitrary number of destination 

nodes. 
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          Figure 6. Data structure for managing the list of destination nodes 

To implement the function to duplicate packets from a source node and transfer them to group members, 

we reflect the service time to make a packet for a group member and send it. The service time is fixed as 10-6 

second. To change the service time freely without compilation, Tcl/C++ binding is used. 

Except the VoipServer agent, the existing ns2Voip++ package is changed as follows: 

 The configuration of RNG (random number generator) for the class „VoipSource‟ to change the RNG 

 The singleton class „MosLogger‟ is added to record the final MOS value to get the average MOS 

value 

 The class „VoipDecoderOptimal‟ is changed to use the class „MosLogger‟ to record the MOS value 
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IV. PERFORMANCE EVALUATION 
In this section, we perform the simulation study to see the effect of voice quality due to the out-bound 

voice traffic of a VoIP server in the group communication. 

 

4.1 Simulation Environment 

We use ns-2.34 for the simulation and simulation parameters are shown in Table 1. We use the AMR 

codec for voice encoding and decoding, which generates 32-byte voice packet every 0.02 second. The aggregation 

scheme is used to merge the voice packet because it is too small for transmitting through Internet. The 

aggregation size „two‟ means that two continuous voice packets are merged as one and it is transmitted every 0.04 

second for network efficiency. The IP header size is assumed to be 3 because we assume that the IP header 

compression scheme [15] is used in the simulation. A source node, destination nodes, and a VoIP server are 

configured as the network model in Fig. 4(b). 

 

Table 1. Simulation parameters 

Parameter Value 

Link bandwidth 10 Mbps 

Link delay 10 msec 

Queue length 5000 

Packet loss rate 0.00  ~ 0.20 

Service time 10-6 sec 

Talkspurt p.d.f. Weibull distribution f(x; 0.412, 0.824) 

Silence p.d.f. Weibull distribution f(x; 0.899, 1.089) 

codec AMR 

aggregation size 2 

IP header size 3 

 

4.2 Simulation Results 

First, we perform the simulation by fixing the number of destination nodes k * l. Thus we can find that 

the maximum number of groups, k, is inverse proportion to the number of group members in each group, l. Fig. 

7(a) shows the change in the MOS value according to the number of groups for the fixed number of destination 

nodes=100~500. In cases with small number of groups less than 10, MOS values are not good compared to group 

bigger than 10. However, the MOS value of the worst case with the number of destination nodes = 500 is 4.29, 

which means the voice quality is in „very satisfied‟ condition. In this case, the link bandwidth is big enough to 

handle voice packets and thus there is no performance decrease. 

 

    

                                         (a)                                                                                 (b)      

Figure 7. The effect of the number of group members: (a) The number of destination nodes=100~500;  

(b) The number of destination nodes=600~1000 

 

In Fig. 7(b), the number of all destination nodes are varied from 600 to 1000. The overall curve looks 

similar as in Fig. 7(a). In case that the number of destination nodes becomes bigger than 900 and the number of 

groups, k, in in [1, 10], the MOS values becomes less than 3, which means the voice quality becomes poor to listen. 

In case that the number of all destination node = 1,000, the performance in terms of the MOS value is still good 
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with the number of groups > 20. As the number of groups become larger, we can find easily that the number of 

group members become smaller and the overall performance in terms of MOS show good behavior. 

To see the performance in terms of MOS better, we fix the number of group members, l, and then change 

the number of all destination nodes as shown in Fig. 8. For l ≤ 20, the overall performance show good but it 

degrades as the number of group members becomes larger than 20. Thus we can find that it is important to 

manage the number of group members per each group to a certain degree. 
 

 
Figure 8. The effect of the number of group members 

 

Now we change the packet error rate on the out-bound link of a VoIP server to see the overall 

performance, which is shown in Fig. 9. The number of group members per each group, l, is assumed to be 10. In 

Fig. 9, the MOS value decreases from 4.9% to 6.7% as the packet error rate (per) increases by 0.01. For the packet 

error rate greater than 0.03, the MOS values becomes less than 3.5, which means the listener gets the poor voice 

quality. Thus we can find that the packet error rate has a great influence on the voice quality. 
 

 
Figure 9. The effect of a packet error rate 

 

We also change the packet delay on the network of a VoIP server to see the overall performance, which 

is shown in Fig. 10. The number of group members per each group, l, is also assumed to be 10. For the packet 

delay greater than 20 msec, the overall performance in terms of MOS degrades to a poor state. The packet delay 

can be occurred when the packet is routed on the Internet due to the congestion and the link state, which results 

in the poor voice quality for the group communication. 
 

 
Figure10. The effect of a packet delay 
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V. CONCLUSION 
In this paper, we have evaluated the overall performance of the group communication in terms of the 

mean opinion score (MOS), that is the voice quality. We have used ns-2.34 for the simulation and the ns2VoIP++ 

package for the analysis of the voice quality. To simulate the group communication, we have added some 

functionalities of the VoIP server. The large number of group members has a significant effect on the overall 

performance, so we have found that it should be managed equal to or less than 20. We also have found that both 

the packet error rate and the packet delay have a significant effect on the performance in terms of MOS. From the 

simulation result, we can find that the efficient scheme to manage the voice quality for the group communication 

is required to handle those situations. 
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I.   Introduction 

Nowadays the composite materials like plastics reinforced with carbon fibers (CFRP), glass fibers 

(GFRP), and aramid fibers (AFRP) are widely used in various industries such as automotive, chemical, 

electrical industry, aircraft and even in cryogenics. Due to its superior properties, composites have been one of 

the materials used for repairing the existing structures in various applications and also for joining composite 

parts together, using adhesives or mechanical fasteners nowadays, a new method called hybrid joint is also 

being employed where a combination of both adhesive and mechanical fasteners are used.  

In the present project ,an attempt is made to analyze the stress distribution in 3D models of three 

configurations of double riveted single lap joint namely bonded, riveted, hybrid. A major advantage of adhesive 
bonds with fastener may be designed and made in such a way that they can be stronger than the ultimate 

strength of many metals and it is broadly used in the aircrafts. 

Hybrid joints are a combination of adhesive bonding and mechanical fastening and have previously 

been considered in relation to repair and improvement in damage tolerance. Hart-Smith conducted a theoretical 

investigation of hybrid (boned/bolted) stepped lap joints and found that there was no significant strength benefit 

over perfectly bonded joints.  

 

II.   Hybrid Joints 

The permanent assembly of individual manufactured components is an important aspect of fabrication 
and construction. There are many ways for accomplishing this including the use of fastenings such as bolts and 

rivets, the use of adhesives, and by soldering, brazing and welding. Joint design is dependent upon the nature of 

materials to be joined as well as the method of joining. 

 The first cast iron bridge, at Ironbridge, in Shropshire, England, was erected in 1777-1779 by casting 

massive half-arches and assembling the mortise and tenon joints, with fit-on parts and tapered pegs. 

Abstract:  Composite materials are widely used in the various Fields. Due to the high strength they 

arewidelyusedinthelowweightconstructionsandalsousedasasuitablealternativetometals.Invariousapplicat
ionsAnd also for joining various composite parts together, they are fastened together using adhesives or 

Mechanical fasteners. Modelling and static analysis of 3-D Models of joints such as bonded, riveted and 

hybrid. The results were found in terms of von-mises stress, shear stress and normal stress for stress 

distribution. ANSYS FEA tool has been used for stress distribution characteristics of various 

configurations of double riveted single lap joint with three joining methods namely bonded, riveted  and 

hybrid the present study deals with the analysis of single lap joint subjected to the given tensile load and 

the stress distribution in the members under various design conditions are found. 

Keywords: compositematerials,FEA–Ansys, jointstrength,bonded,riveted,hybrid 
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Figure 2. First Cast Iron Bridge in Shropshire 

 

 This mode of construction was the only one known to the designer, and is closely based on the design 

of timber structures. The only concession to the new structural material was in the use of large scale, single 

piece, curved members. Rolled bars of T- and L-sections did not become available until after Napoleonic wars 

and the first I-beams, for light loading only, were made in Paris in 1847.  

 Heavy I-beams only become available in 1860 after the invention of mild steel. Fastening was 

originally by slotting a circular cylinder, cast as an integral of the beam, over a cylindrical column, cast with a 

retaining lip, but fish platesand bolting were introduced at early stage. 
 Steel “nailing” was developed and primarily used for fastening sheet metal to structural steel for metal 

roof decks and claddings. Research undertaken at the University of Toronto has shown that the existing 

technology of steel nailing also can be used to connect structural steelwork, particularly hollow structural 

section steel members. Cold-formed structural members may be joined with bolted connections that are 

designed with the aid of applicable national design standards, such as American Iron and Steel Institute (AISI). 

Winter categorized the failure of bolted connections into four separate modes, described as end tear-out, 

bearing, net-section fracture, and bolt shear. Recently Rogers and Hancock found AISI specification cannot be 

used to accurately predict the failure modes of thin cold-formed sheet-steel bolted connections that are loaded in 

shear. It is sometimes necessary to use combination (hybrid) joints in steel construction.  

 For example, high-strength bolts can be used in combination with welds, or rivets can be used in 

combination with bolts. The need for a hybrid joint can rise for number different reasons. For example, the load 

demands on an existing bolted joint may change with time, necessitating renovation of that joint. If the 
geometry does not permit the addition of more bolts, welds can be added to the connection in order to increase 

its capacity. Bonded structures can be of two types based on purely adhesive or adhesive/mechanical 

connections. These types of connections include bonded-welded, bonded-riveted, and bonded-screwed 

connections.  

 The concept hybrid joint is also used in structural timber by injecting a resin into the gap between the 

connector and the wood to improve the performance of bolted and dowelled joints.  

 On the other hand, steel bolts/screws were used as shear connectors to joint steel/timber beam to 

concrete slab [10-12]. Elshafie also used concrete shear key (dovetail) as shear connectors in timber-concrete 

composite joints.  It is convenient now to define an adhesive as a polymeric material which, when applied to 

surfaces, can join them together and resist separation. The structural members of the joint, which are joined 

together by the adhesive, are the adherends, a word first used by de Bruyne in 1939.  
 Fracture mechanics has become a very popular tool for characterization of adhesive metal joints in 

recent years. Furthermore, Conrad et al. studied the effect of droplet diameter and droplet spacing on mode I 

fracture toughness of a discontinuous wood-adhesive bonds. The fracture mechanics concept is also used to 

understand the basic dentin adhesion mechanisms.  

 Advanced composite materials and structures have undergone rapid development over the past four 

decades. The majority of advanced composite materials are filamentary with continuous fibers. As such, their 
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behavior and the behavior of structures made from them are more complicated than that of monolithic materials 

and their structures.  

 Advanced composite materials can be divided into classes in various manners. One simple 

classification scheme is to separate them according to the reinforcement forms- particulate-reinforced, fiber-

reinforced, or laminarcomposites. Fiber-reinforced composites, can be further divided into those containing 

discontinuous or continuous fibers. Polymers, ceramics, and metals are all used as matrix materials, depending 

on the particular requirements. The matrix holds the fibers together in structural unit and protects them from 
external damage, transfers and distributes the applied loads to the fibers, and in many cases contributes some 

needed property such as ductility, toughness, or electrical insulation.  

 The structure of polymers consists of long molecules with a backbone of carbon atoms linked by 

covalent bonds. In non-crystalline or amorphous polymers the molecular chains have an entirely random 

orientation and are cross-linked occasionally by a few strong covalent bonds and numerous but weaker van der 

Waals bonds. These weaker bonds break as the temperature reaches a value known as the glass transition 

temperature, T
g
, characteristic for each polymer. Below T

g
the polymer behaves as a linear elastic solid.  

 Creep becomes increasingly significant as the temperature increases and, above T
g
, the polymer 

deforms in a viscous manner under load. In crystalline polymers the molecules are oriented along preferred 

directions, bringing with them optical and mechanical anisotropy. Polymers are described as being either 

thermosets (e.g., epoxy, polyester, SiC, SiN, ZrO), have a wide range of engineering applications.  
 The strong ionic and covalent nature of the bonding in most ceramics leads to a stable crystal structure 

with a high melting point and high stiffness. Many ceramic materials have very high elastic moduli and 

strengths, but the advantages of these properties bestow are often outweighed by their highly brittle nature, 

which leads to low and unpredictable failure stress resulting from the presence of flaws.  

 Metal matrix composites typically comprise a light metallic alloy matrix, usually based on aluminum, 

magnesium or titanium alloys. The major reinforcing elements used in composites are glass, carbon/graphite, 

organic, and ceramic.  

 Both metal and ceramic materials have properties closer to those of likely reinforcements and this 

leads to a different choice of properties for which these composite systems are optimized.  

 With polymer matrix composites, it is almost true to say that the properties of the composite are 

essentially those of the fibers, with little contribution from the properties of the matrix. phenolic) or 

thermoplastics (e.g., polyimide, polysulfone, polyetheretherketone, polyphenylenesulfide). Ceramics, such as 
glasses, cement & concrete, and engineering ceramics(Al

2
O

3). 

 FiberReinforced Polymer (FRP), earlier limited to aerospace structures, are gaining acceptance in civil 

engineering applications also. FRP plates, sheets, rebar, and strands have been increasingly used in the 

construction industry due to their superior properties.  

 One of the potential structural applications of FRP composites with concrete or steel structures is 
strengthening of RC or steel beams with unidirectional fiber-composite sheets/plates bonded on their tension 

faces via the use of epoxy adhesives.  

 Growing maintenance and durability problems in transportation infrastructure have led researchers to 

explore FRP box-girder, I-beam, or other shapes in bridges. There are numerous examples of completed all-

composite new bridges and several more are under construction. 

 Due to the relatively low weight and high strength of FRP girders and decks it has proven to be 

efficient to replace old bridges that no longer meet today’s requirements with FRP alternatives. While design 

concepts vary, several systems employ a modular system to build up the bridge deck, meaning that composite 

profiles are transversely joined to form the required bridge span or occasionally width. Kumar et al. installed an 

all-composite bridge deck made up of FRP. 

 

.  III.   Snap Joint in Composite Structures 

In the majority of the composite structural components, both bolted and/or adhesive bonded joint was 

used. Most of the details are similar to those for metal joints. It was shown from extensive testing on bolted 

composite joints that failure always occurs in a catastrophic manner due to high stress concentration developed 

at the bolt locations.  

 Due to the inherent low bearing and interlaminar shear strengths of composites, these stress 

concentrations threaten the downfall of every piece of the composite structure [86-87]. The optimum composite 

joint design is the one capable of distributing stresses over a wide area rather than to concentrate them at a 

point. Adhesively bonded joints can satisfy these requirements, however, most of the adhesives are brittle, and 

brittle failure is unavoidable. This was the motivation of developing what is called the SNAP joint. 
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Figure3.1 Snap Joint 

 
 The snap joint technology developed by W. Brandt Goldworthy& Associates, Inc. The concept is 

based on similar joining technology used for connecting wooden parts. Also, this technique is very similar to 

techniques which were used a decade or so again for plastic. Figure 4-1 shows a pultruded structural composite 

member (A) with one end shaped as a fir-tree, and therefore has a large load bearing area.  

 In this figure, part (A) has been snapped into another structural shape (B). From Fig. 4-1 one can see 

that, the later shape has been designed to combine its structural shape with functionality that allows or the 

engagement of the load-bearing surface of member (A). It is possible to "snap" joint both parts together since 

part (A) has been cut for a short distance along it length to provide enough lateral flexibility to move out of the 

way when entering part (B). In order to make this joining concept successful, the fiber architecture of part (A) 

must be designed in such a way that the load bearing surfaces have higher inter-laminar shear strength capacity. 

Also, it can be noticed from the figure, that a circular hole was introduced at the end of the horizontal slot of 

part (A) to inhibit the crack propagation along the length of the pultruded member. The applications of this 
technology in composite structures will have benefits as follow: 

• The structures are easy to assembly. 

• Installation of structure members become faster. 

• Installation needs smaller number of labor and equipment. 

• Since it use composite materials, its weight is less than traditional structures. 

 The first prototype or "Demonstration project" using this joining method was in designing and 

construction of three Transmission Tower Structures, near Los Angeles by W. Brandt Goldworthy& Associates, 

Inc. and Ebert Composites Corporation. Through California Department of Transportation, they have proposed 

the design and the construction of a truss structure to carry highway singes. The snap joining technique is 

considered to be one of the optimum techniques to join composite structural members. However, it has a major 

limitation, and can only be used in specific applications. That is, this method can only be used to transmit axial 
loads, which make it ideal for truss-type structures.  

 However, in my opinion, this method should NOT be recommended when out-of-plane loads or any 

shear loads are introduced since the connection is not design to carry any major bending moments. Under 

flexural loads, it is expected that the joint will be very flexible, and the artificial cracks introduced to members 

will propagate and a complete failure will occur even under moderate service flexural and/or shear loading. 

 
Figure 3.2 Snap Joint Projects 
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IV.   Hybrid Joints 

In an attempt to improve the joint strength of composite materials, a hybrid of adhesive and bolted 

joints has also been explored [88], Fig. 5-1. Hybrid joints failed at a higher load than the bolted joints and with 

the proper clamping torque reached the same failure load as the adhesive joints.  
 Furthermore, unlike the adhesive joints, hybrid joints failed in two steps, first by initiation of fiber tear 

(akin to delamination in laminated continuous fiber composites) at one of the lap ends and then by tensile 

failure across the bolt hole. This led to a slightly higher overall elongation at failure for specimens with the 

hybrid joints.  

 Failure in fatigue also started by fiber tear and when the fiber tear progressed to the bolted area, a 

combination of half-net-tension failure and splitting (cleavage failure) occurred. In both static as well fatigue, 

failure was initiated by fiber tear and the round washers with their edges located slightly away from the lap ends 

were not effective in preventing fiber tear. 

 Hybrid joints give better static as well as fatigue performance than adhesive joints in composites when 

fibertear, the primary failure mode in adhesive joints, is either prevented or delayed by the presence of 

clamping. The presence of the lateral clamping pressure can significantly decrease the maximum peel stress at 

the interface, which helps in achieving improved joint performance. The square washer representing full 
clamping to the edges of the overlap area gives a better performance compared to round washer, representing 

partial clamping. 

 In an attempt to improve the joint strength of composite materials, a hybrid of adhesive and bolted 

joints has also been explored, Fig. 5-1. Hybrid joints failed at a higher load than the bolted joints and with the 

proper clamping torque reached the same failure load as the adhesive joints. Furthermore, unlike the adhesive 

joints, hybrid joints failed in two steps, first by initiation of fiber tear (akin to delamination in laminated 

continuous fiber composites) at one of the lap ends and then by tensile failure across the bolt hole.  

 This led to a slightly higher overall elongation at failure for specimens with the hybrid joints. Failure in 

fatigue also started by fiber tear and when the fiber tear progressed to the bolted area, a combination of half-net-

tension failure and splitting (cleavage failure) occurred. In both static as well fatigue, failure was initiated by 

fiber tear and the round washers with their edges located slightly away from the lap ends were not effective in 
preventing fiber tear.  

 Fu and Mallick found that, hybrid joints give better static as well as fatigue performance than adhesive 

joints in structural reaction injection molded composites when fiber tear, the primary failure mode in adhesive 

joints, is either prevented or delayed by the presence of clamping. Their finite element analyses proved that the 

presence of the lateral clamping pressure can significantly decrease the maximum peel stress at the interface, 

which helps in achieving improved joint performance. 

 
Figure 4 Sketch of an Adhesive/Bolted (Hybrid) Joint 

 

V.   Conclusion 

In this analysis, FEA for the prediction of stress distribute on in bonded, riveted and hybrid joints 

have been carried out 3D models were created by using PROE (creoparametric) and analyzed using ANSYS 

workbench FEA software .shear stress was used to compared the results with three joining methods. The shear 

stress with hybrid joint has less value of stress and also the carbon Fiber reinforced plastic is more strength than 

any other composite material. The stress induced by using ANSYS is less than the material ultimate stress and 

ultimate limit. The total deformation for both the materials in hybrid joint is less. It was found that a well 

designed hybrid joint is very efficient when compared to bonded, riveted joints in case of repair situation in 

aircraft fuselage panels, structures etc. 
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I. INTRODUCTION  
In image processing the input is an image and the output is either an image or parameters related to 

the image is used to solve identification problems, such as forensic medicine or creating weather maps from 

satellite pictures. Image segmentation is a process of extracting and representing information from an image in 

order to group pixels together into regions of similarity. Image segmentation is classified into three categories 

viz. 

i) Manual i.e., supervised or interactive in which the pixels belonging to the same intensity range 

pointed out manually and segmented, the disadvantage is that it consumes more time if the image is large.  

ii) Automatic i.e., unsupervised which is more complex and algorithms need some priori information 

such as probability of the objects having a special distribution to carry out the segmentation.  

iii) Semi-automatic is the combination of manual and automatic segmentation [1]. The pixel intensity 

based image segmentation is obtained using Histogram-Based method, Edge-Based method, Region-Based 

method and Model-Based method. Model-Based segmentation algorithms are more efficient compared to other 

methods as they are dependent on suitable probability distribution attributed to the pixel intensities in the 

entire image[2]. To achieve close approximation to the realistic situations, the pixel intensities in each region 

follow Generalized Gaussian Distribution (GGD). Some of the practical applications of image segmentation 

are Medical Imaging to locate tumors and other pathologies, locate objects in satellite images viz., roads, 

forests, etc., automated-recognition system to inspect the electronic assemblies, biometrics, automatic traffic 

controlling systems, machine vision, separate and track regions appearing in consequent frames of an image 

sequence and real time mobile robot applications employing vision systems [3][4].  

Image segmentation plays an important role in biometrics as it is the first step in image processing 

and pattern recognition. Model based algorithms are used for efficient segmentation of images where intensity 

is the prime feature. The problem of random initialization is overcome by using Histogram based estimation 

[2]. The Wavelet transform solves the problem of resolution which can indicate the signal without information 

loss and reduces the complexity. The segmentation is faster since approximation band coefficients of DWT are 

considered [1].  

This paper, introduced Wavelet based on normalized graph cut method concept for image 

segmentation which may easy way by considering approximation band of an image which is small in 

dimensions and contains significant information of original image. The initial parameters and final parameters 

are obtained by applying Histogram based algorithm and Expectation and Maximization algorithm respectively 

[5]. GGD model is constructed and segmented by Maximum Likelihood estimation of each approximation 

coefficient. 

 

 

 

Abstract: Model-Based image segmentation plays an important role in image analysis and image 

retrieval. To analyze the features of the image, model based segmentation algorithm will be more 

efficient. This paper, proposed Automatic Image Segmentation using Wavelets (AISWT) based on 

normalized graph cut method to make segmentation simpler. Discrete Wavelet Transform is considered 

for segmentation which contains significant information of the input for the approximation band of image. 

The Histogram based algorithm is used to obtain the number of regions and the initial parameters like 

mean, variance and mixing factor.  

Keywords: Discrete Wavelets, Image Segmentation, Histogram, Generalized Gaussian Distribution, EM 

Algorithm, ML Estimation. 
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II. WAVELET TRANSFORM  
In this section the paper discussed definitions and AISWT model 

 

A. Definitions: 

i. Mean: The average intensity of a region is defined as the mean of the pixel intensities within that region. 

The mean μz of the intensities over M pixels within a region K is given by Equation (1) 

                            µz =

  _                 

(1)

    

     Alternatively, we can use formulation based on then normalized intensity histogram p(zi) where i=0,1,2,…,L-1 

and L is the number of possible intensity values as given by Equation (2) 

                    µ =  p( )          (2)   

ii. Variance: The variance of the intensities within a region K with M pixels is given by Equation (3).    

               =

                   

(3)

 
Using histogram formulation the variance is given by Equation (4) 

                =  p( )  (4) 

iii. Probability Distribution Function (PDF) of the intensities: The PDF P(z), is the probability that an intensity 

chosen from the region is less than or equal to a given intensity value z. As z increases from -∞ to +∞, P (z) 

increases from 0 to 1. P(z) is monotonic, non-decreasing in z and thus dP/dz ≥ 0. 

 

iv. Shaping parameter P: Shaping parameter defines the Preakness of the distribution which varies from 1 to 

∞. The GGD becomes Laplacian Distribution if P = 1, Gaussian distribution if P=2 and Uniform Distribution if 

P→ +∞. 

 

v. Computational Time: Time required for the Execution of the algorithm. 

                  

III. BLOCK DIAGRAM OF AISWT  
The Figure 1 gives the block diagram of AISWT 

 

1.  Input image:  

The input images are of different formats, sizes and types. The image pixel intensity in the entire 

image is a Random Variable and follows a GGD. 

 

2.  DWT:  

The Wavelet Transform is created by repeatedly filtering the image coefficients on a row by row and 

column by column basis. A two-dimensional DWT decomposition of image contains various band information 

such as low-low frequency approximation band, high-low frequency vertical detail band, low-high frequency 

horizontal detail band and high-high frequency diagonal detail band. We assume each coefficient of 

approximation band is a Random Variable z and also follow GGD. The approximation band is used for the 

segmentation purpose, which is quarter the size and has significant information of the original image. Hence 

the computation time required reduces. 

 

3.  Initial parameters Estimation:  

Initial parameters like mean μ, variance σ and mixing parameter α are determined using Histogram 

based initial estimation which is a clustering algorithm. The initial parameters are calculated in two steps: 

i) Histogram is constructed by dividing approximation band coefficients into intervals and counting the 

number of elements in each subspace, which is called as bin. The K highest density bins are selected and the 

average of the observed elements belonging to the bins is calculated to derive a Centroid. If K centroids are not 

obtained because of narrow intervals, the Histogram is rebuilt using wider intervals and the centroids are 

recalculated. 
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ii) The minimum distance clustering is used to label all the observed elements by calculating the distance D 

between each centroid and all the elements of the histogram as given in Equation (5) 

               Dj= min||Ci – Yj||                          (5)                              

Where 

Ci is ith centroid for i = 1 to K 

Dj is minimum distance between Ci and jth element Yj for      j= 1 to N. 

 

The Histogram based initial estimation do not use random selection for initial parameters, thus the method is 

stable and useful for unsupervised image segmentation applications. The obtained mean, variance and mixing 

parameter for the k regions are considered as the initial parameters for EM algorithm. 

 

IV. Shaping parameter P:  

The Shaping parameter defines the peakness of the distribution. In GGD, the three parameters mean, 

variance and shaping parameter determines the PDF. The optimal shaping parameter [22, 23] is determined 

using initial parameters and the absolute mean value E [  ] . The absolute mean is given by Equation (6) 

             E [ ] =    (6) 

P is estimated using Equation (7) 

             P = M −1(ρ)                             (7) 

Where ρ is given by 

              ρ =  

M is the Generalized Gaussian ratio function given by Equation (8) 

              M(ρ) =  

 

IV. BLOCK DIAGRAM OF AISWT 
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V. RESULTS 
Here we have used model based segmentation algorithm to increase the efficiency of the segmentation 

process. Automatic Image Segmentation using Wavelet Transform (AISWT) based on normalized graph cut 

method is applied on image having significant information of the input image & observed that larger images 

can be easily segmented. Original image, preprocessed image with partitioned image is as shown below 

 
                           Originals image with its                                       Segmented parts 

                               preprocessed image.      

 

VI. CONCLUSION 
This paper gives easy segmentation algorithm AISWT using normalized graph cut method. The 

approximation band of an image DWT is considered. The initial parameters are estimated using Histogram 

based method. Through EM algorithm, the final parameters are obtained. The segmentation is done by ML 

estimation. The AISWT algorithm is computationally efficient for segmentation of large images and performs 

much superior to the earlier image.  
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I.  Introduction 

Composite materials are particularly attractive to aviation and aerospace applications because of their 

exceptional strength and stiffness-to-density ratios and superior physical properties. The mechanical behavior of 
a laminate is strongly dependent on the fiber directions and because of that; the laminate should be designed to 

meet the specific requirements of each particular application in order to obtain the maximum advantages of such 

materials. Usually, laminated composite materials are fabricated from unidirectional plies of giving thickness 

and with fiber orientations limited to a small set of angles, eg., 0o, 45o, -45o and 90o.  

A true understanding of their structural behaviour is required, such as the deflections, buckling loads 

and modal characteristics, the through thickness distributions of stresses and strains, the large deflection 

behaviour and, of extreme importance for obtaining strong, reliable multi-layered structures, the failure 

characteristics. In the past, the structural behaviour of plates and shells using the finite element method has been 

studied by a variety of approaches. Choudhary and Tungikaranalyzed the geometrically nonlinear behavior of 

laminated composite plates using the finite element analysis.  

They studied the effect of number of layers, effect of degree of orthotropy (both symmetric and 

antisymmetric) and different fibre orientations on central deflections. Ganapathiet al. presented an eight-node 
C0 membrane-plate quadrilateral finite element-based on the Reissner-Mindlin plate theory to analyse 

moderately large deflection, static and dynamic problems of moderately thick laminates including buckling 

analysis and membrane-plate coupling effects. Han et al. used the hierarchical finite element method to carry 

out the geometrically nonlinear analysis of laminated composite rectangular plates. Based on the first-order 

shear deformation theory and Timoshenko’s laminated composite beam functions, the current authors 

developed a unified formulation of a simple displacement based 3-node, 18degree-of-freedom flat triangular 

plate/shell element  and two simple, accurate, shear-flexible displacement based 4-node quadrilateral elements 

and for linear and geometrically nonlinear analysis of thin to moderately thick laminated composite plates.  

The deflection and rotation functions of the element boundary were obtained from Timoshenko’s 

laminated composite beam functions. Raja Sekhara Reddy et al. applied the artificial neural networks (ANN) in 

predicting the natural frequency of laminated composite plates under clamped boundary condition. They used 
the D-optimal design in the design of experiments to carry out the finite element analysis. WEN etal.used the 

finite element method to predict the damage level of the materials.  

They studied the prediction of the elastic-plastic damage and creep damage using Gurson model and 

creep damage model, which is based on the Kachanov-Rabothov continuum creep damage law. They also 

studied the creep damage properties of thin film/substrate systems by bending creep tests and carried the 

Simulation of the interface characterization of thin film/substrate systems. 

Abstract: This paper discusses the use of D-optimal designs in the design of experiments (DOE) and 

artificial neural networks (ANN) in predicting the deflection and stresses of carbon fibre reinforced 
plastic (CFRP) square laminated composite plate subjected to uniformly distributed load. For training 

and testing of the ANN model, a number of finite element analyses have been carried out using D-

optimal designs by varying the fiber orientations and thickness of each lamina. The composite plate is 

modeled using shell 99 elements. The ANN model has been developed using multilayer perceptron 

(MLP) back propagation algorithm. The adequacy of the developed model is verified by root mean 

square error and regression coefficient. The results showed that the training algorithm of back 

propagation was sufficient enough in predicting the deflection and stresses.  

Keywords: D-Optimal designs, Finite Element Method, Artificial neural network, Multilayer 

perception. 
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Reddy et al employed a distance-based optimal design in the design of experimental techniques and 

artificial neural networks to optimize the stacking sequence for a sixteen ply simply supported square laminated 

composite plate under uniformly distributed load (UDL) for minimizing the deflections and stresses using finite 

element method. Therefore the finite element method is especially versatile and efficient for the analysis of 

complex structural behavior of the composite laminated structures.  

The present study proposes a new experimental design method for selection of practical laminates and 

thickness of each ply for a criterion of a response. This method employs D-optimality for selections from a set 
of feasible laminates. This method is applied to a 10 layer laminate to predict the deflection and stresses of a 

composite plate subjected to a uniform distributed load under simply supported boundary condition and an 

artificial neural network model has been developed to predict the same. 

 

II.   Material and Methods 

The material used to model the physical structure of the laminated composite plate is carbon fibre 

reinforced plastic (CFRP). The material properties are as follows: 

E1=220GPa, E2=6.9GPa, E3=6.9GPa, G12=G23=G13=4.8GPa, v12=0.25, Vf=0.6. 

The methodology adopted in predicting the deflections and stresses using the integrated approach. 
 

2.1. Geometry of the shell 99 element 

In this study to model the laminated composite plate the finite element analysis software ANSYS has 

been used. In ANSYS software, there are many element types available to model layered composite materials. 

In our FE analysis, the linear layered structural shell element (Shell 99) is used. It is designed to model thin to 

moderately thick plate and shell structures with a side-to-thickness ratio of roughly 10 or greater. 

 The linear layered structural shell element allows a total of 250 uniform-thickness layers. 

Alternatively, the element allows 125 layers with thicknesses that may vary bilinearly over the area of the layer. 

An accurate representation of irregular domains (i.e. domains with curved boundaries) can be accomplished by 

the use of refined meshes and/or irregularly shaped elements.  

For example, a non-rectangular region cannot be represented using only rectangular elements; 
however, it can be represented by triangular and quadrilateral elements. Since, it is easy to derive the 

interpolation functions for a rectangular element, and it is much easier to evaluate the integrals over rectangular 

geometries than over irregular geometries, it is practical to use quadrilateral elements with straight or curved 

side assuming you have a means to generate interpolation functions and evaluate their integrals over the 

quadrilateral elements. The linear layered structural shell element is shown in Figure. 2.1 Nodes are represented 

by I, J, K, L, M, N, O, and P. 

 
Figure 2.1 Geometry of 8-node element with six degrees of freedom 

 

 2.2 Design of experiments 

Design of Experiments (DOE) is a mathematical methodology that defines an optimal set of 

experiments in the design space, in order to obtain the most relevant information possible with the highest 
accuracy at the lowest cost. This scientific exploration of the design space replaces a tedious, manual, trial-and-

error process, and is the fastest way to acquire the most relevant information with minimum computational 

effort.  

Traditional experimental designs (Full Factorial Designs, Fractional Factorial Designs, and Response 

Surface Designs) are appropriate for calibrating linear models in experimental settings where factors are 

relatively unconstrained in the region of interest. In some cases, however, models are necessarily nonlinear.  

In other cases, certain treatments (combinations of factor levels) may be expensive or infeasible to 

measure. D-optimal designs are model-specific designs that address these limitations of traditional designs. The 

D-optimality criterion states that the best set of points in the experiment maximizes the determinant | X T X |. 

"D" stands for the determinant of the X matrix associated with the model.  
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A D-optimal design is generated by an iterative search algorithm and seeks to minimize the covariance 

of the parameter estimates for a specified model. This is equivalent to maximizing the determinant D=|XT X|, 

where X is the design matrix of model terms (the columns) evaluated at specific treatments in the design space 

(the rows). 

 Unlike traditional designs, D-optimal designs do not require orthogonal design matrices, and as a 

result, parameter estimates may be correlated. Parameter estimates may also be locally, but not globally, D-

optimal. The D-optimal design uses the row-exchange and Co-ordinate exchange algorithms to generate the 
optimal designs [16]. A related measure of the moment matrix (X T X/k) is the D-efficiency and can be 

calculated by using the following expression: 

 
where 

ND is the number of points in the design and p is the number of effects in the model including the 

intercept. If all variables are normalized so that they vary from -1 to 1, then the maximum value of the Deffis 1. 
Furthermore, the quality of the set of points can then be measured by Deff.. 

 

2.3 Artificial neural networks 

An Artificial Neural Network (ANN) is an information processing paradigm that is inspired b the way 

biological nervous systems, such as the brain, process information. It resembles the human brain in two aspects: 

the knowledge is acquired by the network through a learning process, and inter neuron connection strengths 

known as synaptic weights are used to store the knowledge. 

 A typical biological neuron collects signals from others through a host of fine structures called 

dendrites. The neuron sends out spikes of electrical activity through a long, thin stand known as an axon, which 

splits into thousands of branches. At the end of each branch, a structure called a synapse converts the activity 

from the axon into electrical effects that inhibit or excite activity from the axon into electrical effects that inhibit 
or excite activity in the connected neurons.  

When a neuron receives excitatory input that is sufficiently large compared with its inhibitory input, it 

sends a spike of electrical activity down its axon. Learning occurs by changing the effectiveness of the synapses 

so that the influence of one neuron on other changes. A biological neuron and artificial neuron are shown in. 

figure 2.3.1 and figure 2.3.2. 

          .  

 
Figure2. 3.1 Simplified model of a biological Neuron       Figure 2.3.2 artificial neuron model 

 

III.   Finite Element Analysis 
 

3.1. Validation of linear layered structural shell element-a case study 

In order to validate the usage of the linear layered structural shell element, a numerical example is 

solved in static analysis. The boundary condition is simply supported and the geometry and material properties 
are as follows: 

E1/E2=40, G12=G13=0.6E2, G23=0.5E2,V12= 0.25 , a/h=10, a=1, q=1.0. 

The center deflection and stresses are presented here in non-dimensional form using the following: 
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Table 3.1 and Table3.2 represents the mesh convergence study and comparison of results of non-

dimensional displacement obtained from Reddy and the ANSYS computer program.The results using a free 

mesh show an excellent correlation to the results given by Reddy. 

 

Table 3.1 Nondimensional displacement of             Table 3.2 Nondimensional displacement of 

                     composite plates (cross- ply)       composite plates (θ/- θ/ θ/- θ 

 

 
  

IV.   Results and Discussion 
 

4.1. Development of ANN model 

One of the key issues when designing a particular neural network is to calculate proper weights for 

neuronal activities. These are obtained from the training process applied to the given neural network. To that 

end, a training sample is provided, i.e. A sample of observations consisting of inputs and their respective 

outputs. The observations are fed to the network. In the training process the algorithm is used to calculate 
neuronal weights, so that the root mean squared error between the calculated outputs and observed outputs from 

the training set is minimized. 

 

4.2. Neural network training 

To calculate the connection weights, a set of desired network output values is needed. Desired output 

values are called the training data set. The training data set in this study was selected based on a D-optimal 

design in the design of experiments. In this study, 322 data sets were used for training, 80 data set were for 

validation and 20data set were used for testing the network 

respectively.  

For calculation of weight variables, often referred to as network training. To get the best prediction by 

the network, several architectures were evaluated and trained using the finite element analyses data. A network 

with one hidden layer and 30 neurons provided to be an optimum ANN. The performance of the network 
(RMSE and Regression coefficient (R2)) with the number of neurons is shown in Figure.4.1. 

 
Figure 4.1 Root-mean square vs. number of neurons for nondimensional displacement 

 

V.  Neural Network Validation 

Once the weights are adjusted the performance of the trained network was validated and tested with the 

finite element analyses which were never used in the training process. Validation set is a part of the data used to 

tune the network topology or network parameters other than weights. It is used to define the number of hidden 

units to detect the moment when the predictive ability of 
neural network started to deteriorate.  

One method, k-fold cross validation, is used to determine the best model complexity, such as the depth 

of a decision tree or the number of hidden units in a neural network. The method of k-fold cross validation 

partitions the training set into k sets. For each model complexity, the learner trains k times, each time using one 
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of the sets as the validation set and the remaining sets as the training set. It then selects the model complexity 

that has the smallest average error on the validation set (averaging over the k runs).  

 

5.1 Neural network testing 

The ANN predicted results are in very good agreement with experimental results and the network can 

be used for testing. Hence the test data sets are applied to the network, which were never used in the training 

process and is presented in Table. 5.1. 
The test set is a part of the input data set used only to test how well the neural network will predict on 

new data. The results predicted by the network were compared with the finite element results and shown in 

Figure. The regression coefficients for deflection and stresses (Sx, Sy, Sxy) were found to be 0.882, 0.983, 

0.993 and 0.999 respectively. 

 

                   Table. 5.1. ANN predicted results 

 
 

VI.   Ansys Analysis Report 

The laminated plate is subjected to deflection and stresses and analysed using ANSYS. The ANSYS 

analysis report are shown from figure 6.1 to6.7. 

   
           Figure 6.1 Meshed Element                                Figure 6.2 laminated plate deformed shape 

  

 
            Figure 6.3 laminated plate DOF                                             Figure 6.4 laminated plate DOF 1 



Prediction Of Deflection And Stresses Of Laminated Composite Plate With Artificial Neural Network  

| IJMER | ISSN: 2249–6645 |                                 www.ijmer.com                                  | Vol. 4 | Iss. 6| June. 2014 | 56| 

 
       Figure 6.5 laminated plate strain intensity                       Figure 6.6 laminated plate stress intensity 

 

 
Figure 6.7 laminated plate von misses stress intensity 

 

STEEL PLATE  

The steel plate is subjected to deflection and stresses and analysed using ANSYS. The ANSYS 

analysis report are shown from figure 6.8 to 6.14 . 

       
               Figure 6.8 meshed element                                              Figure 6.9 steel plate deform shape 
 

            
             Figure 6.10steel plate DOF     Figure 6.11 steel plate DOF 1 
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          Figure 6.12 steel plate strain intensity                       Figure 6.13 steel plate stress intensity 

 

 
Figure 6.14 steel plate von misses stress  

 

VII.  Conclusion 

This study presented a new D-optimal set of laminates to model the artificial neural networks for 

predicting the deflection and stresses. The ANN predicted results are in very good agreement with the finite 

element results. Hence, the D-optimal design of experiments can be applied to any structural analysis.  

The D-optimal set of laminates is not limited to 10 ply laminates for changing the ply thickness. It is 

applicable to laminates of any number of plies by changing the ply thickness. The effectiveness of the method is 

shown with predicting capability to deflection and stresses of laminated composite plates subjected to uniformly 

distributed load under simply supported boundary condition. 

 The two stage effort of obtaining the optimal stacking sequence by a new distance-based optimal 

design in design of experiments and artificial neural networks has resulted in fairly useful method for laminated 

composite plates. The following conclusions are drawn from the results for laminated composite material plates: 
 The developed ANN model could predict the deflections and stresses (Sx, Sy, and Sxy) with an average 

percentage deviation of 0.028875%, 1.587178%, 2.119705% and 3.018923% respectively from training 

data set. 

 The ANN model could predict the deflections and stresses (Sx, Sy, and Sxy) with an average percentage 

deviation of 6.132743%, 1.3096766%, 0.0945797% and 5.7492823% respectively from test data set. 

 The ANN predicted results are very good agreement with the finite element results. 

 For anti-symmetric laminated composite plates [45/-45]8, the non-dimensional deflection and transverse 

shear stress are lower compared to the symmetrical one. 

 For anti-symmetric laminated composite plates [0/90]8, the Normal stress in x-direction is lower 

compared to the symmetrical one. 
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I. Introduction 
Binary comparator is widely used in digital system to compare between two numbers. Binary 

comparators are found in a wide variety of circuits, such as microprocessors, communications systems, 

encryption devices, and many others. A faster, more power efficient, or more compact comparator would be an 
advantage in any of these circuits. A circuit that compares two binary numbers is called comparator. It also 

decides whether both numbers are equal or not equal. 

In this paper, we present two CMOS unsigned binary comparators. Our approaches is first to design 1-

bit comparator as one component and then generate its symbol to design 8-bit comparator. 

Here we use Microwind3.1 to draw the layout of the CMOS circuit. Then we extract the spice file in 

Microwind3.1 and run under PSPICE to get the simulation. 

 

II. Previous Work 

The current mode signal processing using CMOS technology has gained great interesting circuit 
designing. With the shrinkage of feature size and increasing demand of high speed and low power application, 

the current-mode circuit has been considered to be an alternative to voltage-mode circuit. Current comparator is 

fundamental component of analog system because of better accuracy, low noise and low power consumption. It 

can be used in A/D converters, oscillators, current to frequency converters, VLSI neural network, sensor circuit 

and portable wireless communication etc. H. Traff [1] proposed the first high speed, low input impedance 

current comparator using a simple inverter. Tarff’s approach has been modified by a number of designs, A. T. 

K. Tang et al. [2] and L. Ravezzi et al.[3], where speed increases have been attained at the cost of an increase in 

power consumption. 

 Several previous high-speed comparator designs have been proposed. In  all[6]precharged function 

block is attached to several feedback transistors which add extra discharge paths, thus reducing the comparator's 

delay. However, the precharge period is not utilized for any computation, so the design is not as fast as our high-

speed design, as we will show in the sequel. 
 It is desirable that comparators must provide high speed and low power consumption. Here we need to 

design such kind of a comparator which compares the value of two 8-bit numbers and output X becomes to 1 

when the first number A is larger than the second number B, output Y becomes to 1 when the two numbers A 

and B are equal and Z becomes 1 when both X and Y becomes zeros. 

 

III. 1-Bit Comparator 
 First of all we need to design a 1 bit comparator. We can easily make such a component,  2 bits for 

input A and B, and 2 bits for output X and Y. X is one when A is larger than B which means only when A is one 

and B is zero will set X to one. And for the Y, only when A and B both become one and zero will it be set. Here 
we can define.  

X as X=A.B’ 

Y as Y = A.B +A’.B 

Z as Z= (A+B)’ 

Second we draw the Karnaugh-map of 1-bit comparator and find the relationship between the input and the 

output.  

Abstract: In this paper design of 8- bit binary comparator using 45nm CMOS technology is discussed. 
This design needs less area and   less number of transistors, also discussed about power and execution time. The 
circuit has three output X, Y and Z. X is active high, when A>B, Y is active high when A=B and Z is active high 

when both X and Y are active low. Design 1- bit comparator with the help of precharge gate.The design of 1-bit 

comparator has been extended to implement an 8-bit comparator by connecting in series with pass 

transistor between them. The design has been implemented in Microwind3.1, is tested successfully and 

has been validated using Pspice for different measurable parameter. 

Keywords: Power, VLSI, 45nm CMOS technology, area, no of transistors, execution time. 
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X =A.B’ (When A>B)                 Y =A.B +A’.B’ (When A=B) 

 

 
Fig.3.1. Schematic of conventional 1-bit comparator 

 

 
 

Fig.3.2. Schematic of 1-bit comparator (proposed) 
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The layout of one bit comparator in Microwind3.1 isshown in fig.3.3 

 

 
Fig.3.3. Layout of 1-bit conventional comparator 

 

IV. 4-Bit Comparator 

The implementation of 4- bit comparator is easy, byconnecting four 1-bit comparator in series. It 

consist off four one bit comparator, one four input OR gate and one NOR gate. It has three outputs X, Y and Z. 

Output X becomes high when input A is greater than B (Where A and B is the input), output Y becomes 

highwhen both inputs are equal. When both X and Y output are low then in thatcase output Z becomes high. 

 

 
Fig.4.1.Schematic of 4-bit conventional comparator 

 

The layout of Four- bit comparator in Microwind3.1 isshown in fig.4.2. 

 

 
Fig.4.2. Layout of 4-bit conventional comparator 

In similar way we can design 8-bit comparatorwhich is shown in fig.4.3. 
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Fig.4.3.Schematic of8-bit conventional comparator 

 

 
Fig4.4.Layout of 8-bit comparator 

 

V. Design Of 8-Bitcomparator (Proposed) 
The  proposed comparator design consists of a precharged gate with 8pull-down stages connected to 7 

intermediate pass-transistors, During the precharge period, (when the clock is low) each stage is precharged to 

VDD. In the evaluate period, (when the clock is high) the ithpull-down stack in the circuit will form a discharge 

path if Ai > Bi. The XNOR gates attached to the intermediate pass-transistors allow pull-down stack i - 1 to 

discharge the output if Ai = Bi. The XNOR gate outputs are computed during the precharge period to avoid any 

potential race condition caused by the pass transistors being in the wrong state. The result is that the output 

discharges if and only if A > B. Therefore, the output is high if and only if A > B. To determine A = B, the 

outputs of all the XNOR gates are ANDed together.  

 

 
Fig.5.1. Schematic of 8-bit comparator (proposed) 
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Fig.5.2. Layout of 8-bit comparator (proposed) 

 

VI. Result And Discussion 

At the precharged period (clock is deactivate i.e. low) each stage is precharged to VDD. But when clock is high 

8th pull-down stack in the circuit will generate discharged path if Ai >Bi.The waveform of 8-bit comparator is 

shown in fig.6.1. 

 

 
Fig.6.1. Waveform of 8-bit comparator (proposed) 

 

So we can say that the output is low (if and only ifA<=B).The output becomes high when input A 

becomesgreater than input B. 

 

Bits No of 

transistors 

Execution Time Power 

Dissipation(watts) 
Are𝑎(𝜇𝑚)2 

1 20 0.06 1.32E-12 10.21 

4 90 0.16 2.61E-12 68.94 

8 178 0.69 8.53E-12 165.16 

 

Table: 6.1Simulation Result for conventional Comparator 
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Bits No of 

transistors 

Execution Time Power 

Dissipation(watts) 
Are𝑎(𝜇𝑚)2 

1 14 0.08 1.15E-12 7.41 

4 59 0.30 4.94E-12 45.14 

8 111 0.55 9.54E-12 104.34 

 

Table: 6.2 Simulation Result for 8-bit comparator (proposed) 

 

VII. Conclusion 

This paper has described different designs for CMOS binary comparator and show different parameter 

like area, power, execution time and number of transistor. This design needs less area and  less number of 

gates.CMOS circuit is used to construct the comparator by using the logic relation between different 

input and output. A Karnaugh map is used to minimize the representation of function.. 
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I.   Introduction 
In the last few decades, the traditional power generation methods of burning fossil fuels has affected 

the environment, causing an increase in the greenhouse gas emissions that lead to global warming. 

Consequently, thishas become the driving force for the growing interest in alternative energy [1, 2].However, a 

battery inverter system is more preferable and more flexible to operate in stand-alone modeapplications. The 

single-phase inverters in stationary battery cell power generation systems have been installedworldwide in case 

of utility power failures and are widely used in delivering backup power to critical loads,such as for computers 

and life-support systems in hospitals, hotels, office buildings, schools, utility powerplants, and even in airport 
terminals, as well as in communication systems [5]. Any UPS system has two operating modes: bypass mode 

and backup mode. Ideally, a UPSshould be able to deliver a regulated sinusoidal output voltage with low total 

harmonic distortion(THD) during the two modes, even when feeding nonlinear loads. The first step is to 

generate 5V smooth DC so that microcontroller may be switched ON i.e. regulated DC power supply. 

 

 
Figure 1: Regulated DC power supply. 

 

This 5v switch ON microcontroller and output of rectifier is given as input to the inverter circuit when 

main supply is there and when power is cut then inverter circuit is supplied through 12 v battery and power is 

uninterruptedly provided to the user. Circuit diagram of single phase full wave PWM  inverter is shown below: 

Abstract: Now a day’s Uninterrupted power supply is very necessary for industry, and domestic purpose. 
This paper presents the design and implementation of UPS for using personal computer. Here solar 

energy is used for charging the battery in sunny days and in absence of solar energy it will automatically 

connect to main AC supply. Also MATLAB simulation work is done for PWM single phase inverter and 

full bridge rectifier.. Here microcontroller is used for switching between solar plate and main AC supply 

to Battery. By using this method we can save our electricity bill which is consumed in charging of battery. 

Keywords: Single-phase Inverter, Battery cell, Sinusoidal pulse-width-modulation and microcontroller. 
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Figure 2: Circuit diagram of single phase inverter 

 

 
Figure 3: Complete Block Diagram of Proposed design of UPS 

 

II. Spwm Inverter 
The sinusoidal PWM (SPWM) method also known as the triangulation,or sub harmonic method, is 

very popular in industrial applications and is extensively reviewed in the literature. 

For realizing SPWM, a high-frequency triangular carrier waveVc is compared with a sinusoidal 

reference Vrof the desired frequency. The intersection of VcandVrwaves determines the switching instants and 

commutation of the modulated pulse. The PWM scheme is illustrated in Figure 5, in which Vcis the peak value 

of triangular carrier wave and Vrthat of the reference, or modulating signal. The figure shows the triangle and 

modulation signal with some arbitrary frequency and magnitude. In the inverter of Figure 2 the switches are 

controlled based on the comparison of control signal and the triangular wave which are mixed in a comparator. 
When sinusoidal wave has magnitude higher than the triangular wave the comparator output is high, otherwise it 

is low. 

 
Figure 4: Single phase Full wave inverter 
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Switching state of the SPWM and the corresponding voltage levels are given and waveform is shown below. 

 

 
 

Figure 5: PWM waveform 

 

III. Simulation and simulation Result 
In MATLAB simulation is done for regulated power supply and inverter. After simulation a constant dc 

supply voltage is found for inverter input. Heresimulation blockand its output result is shown. 
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Figure 6: Simulation for DC re regulated power supply 

 

 
Figure 7: Simulation Result of regulated power supply. 

For single phase inverter circuit also simulation work is carried and its result is analysed.   

 

 
Figure 8: Simulink Model for single phase Inverter. 
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Figure 9:(a) Terminal current of the battery when the loadchanges from a resistive load of 400 W to an 

inductive loadof 500 W with 0.85 PF lagging.(b) Output voltage after the load changes from a resistive load of 

400 W toan inductive load of 500 W with 0.85 PF lagging. 

 

IV. Microcontroller 
In this project PIC microcontroller is used. Although in simulation microcontroller is not shown but in 

hardware part microcontroller is used by which battery charging is done by solar energy whenever it is available 

otherwise it is connected to main supply. The complete circuit diagram is shown below of this project in which 

microcontroller plays as a brain of this UPS system.  

 
Figure 10: Complete circuit diagram of project 
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V. Conclusion 
The inverter unit consists of four, IGBTs connected as a bridge and drivewith a low cost driver. The 

experimental result matched with simulation results. Although any parameters are adjusted for giving 

fundamentalfrequency rms output voltage of 220V at 50 Hz. With this inverter unit, furtherresearch on single-
phase inverters can becarried out such as soft switching inverters. By using this proposed UPS we can save 

electricity bill and also can use better alternate renewable energy source. In this project there is future scope is 

that during presence of solar energy we can use solar energy instead of main supply. 
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I.   Introduction  

Damping capacity is an extent of a material's ability to dissipate elastic-strain energy during 
mechanical vibration or wave propagation. Complications involving vibration arise in many regions of 

mechanical, civil and aerospace engineering. The damping of a structural component or element is often a 

significantly overlooked criterion for good mechanical design. Numerous mechanical failures over a seemingly 

infinite multitude of structures occurred dueto lack of damping in structural elements. 

 For accounting the damping effects in a structural material, lots of researches and studies have been 

done in the field to suppress the vibration and to minimize the mechanical failures.  Since it was found that 

damping materials can be utilised in treatment in passive damping technology to mechanical components and 

structures to increase the damping performance, there had been a commotion on the on-going research and 

studies over the last few periods to either alter the existing materials and components, or to develop an entirely 

new type of material to improve the structural dynamics of components for which damping concept could be 

applied. 
 Composite structures are generally polymers, which give various ranges of different compositions 

which result in different material properties as well as behaviour. Hence, composite damping structures and 

materials can be developed and tailored quite efficiently for a specific purpose and application.  Problems 

involving vibration and damping occur in many regions of mechanical, civil and aerospace engineering.  

Engineering composite structures and materials are generally fabricated using a variety of connections 

which include bolted, riveted, welded and bonded joints etc. The dynamics of mechanical joints is a topic of 

special importance due to their strong effect on the performance of the structural material. Moreover, the 

inclusion of the above mentioned joints play a significant role in the overall system behaviour, particularly the 

damping level of the components and structures. However, determining damping either by analysis or by 

experiment is never easy and straightforward keeping in view of the complexity of the dynamic interaction of 

components. The estimation of damping in beam-like structures using passive damping approach is very 

essential in problem solving addressed by the present research  
 

 

 

Abstract: Vibration and noise reduction are crucial in maintaining high performance level and 
prolonging the useful life of machinery, automobiles, aerodynamic and spacecraft structures. It is 

observed that damping in materials occur due to energy release due to micro-slips along frictional 

interfaces and due to varying strain regions and interaction between the metals. But it was found 

that the damping effect in metals is quite small that it can be neglected. Damping in metals is due to 

the micro-slips along frictional interfaces. Composites, however, have better damping properties 

than structural metals and cannot be neglected. Typically, the range of composite damping begins 

where the best damped metal stops.In the present work, theoretical analysis was done on various 

polymer matrix composite (glass fibre polyesters) with riveted joints by varying initial conditions. 

Strain energy loss was calculated to calculate the damping in composites. Using FEA model, load 

variation w.r.t time was observed and the strain energy loss calculated was utilised in finding the 
material damping for Carbon fibre epoxy with riveted joints. Various simulations were performed in 

ANSYS and these results were utilised to calculate the loss factor, Rayleigh‘s damping constants 

and logarithmic decrement.  

Keywords: Material damping, Energy balanced approach, Damping mechanism, Structural 

damping factor. 
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II.   Composites 

Composite materials are naturally occurring materials or synthetically prepared from 2 or more 

constituent materials with considerably different physical or chemical properties or both which remain isolated 

and dissimilar at the macroscopic or microscopic scale within the completed structure. The elements are 
assorted in such a way so that they can retain their distinctive physical state and which are not solvable with 

each other nor a new chemical compound is formed. One element is known as reinforcing state which is 

embedded in another phase called matrix. The most visible applications are pavement in roadways in the form 

of either steel and aggregate reinforced Portland cement or asphalt concrete.   

Most of the fibres are utilised as the reinforcing state and are even tougher than the matrix and this 

matrix is utilised in holding the fibres intact. Examples: Aluminium‘s matrix implanted in boron fibres and an 

epoxy matrix implanted with glass or carbon fibres. These fibres may be long or short, directionally aligned or 

randomly orientated, or some sort of mixture, depending on the intended use of the material. Commonly utilised 

materials for the matrix are polymers, metals, ceramics, carbon and fibres are carbon (graphite) fibres, aramid 

fibres and boron fibres.  

Fibre-reinforced composite materials are further classified into the following:  

a) Continuous reinforced fibre.  
b) Discontinuous reinforced aligned fibre.  

c) Discontinuous fibre-reinforced random oriented. 

 
Fig 2 Types of Fibre Reinforced Materials 

 

Composites utilised in this work are Carbon epoxy fibre are shown in figure 2. 

Carbon fibre is made up of extremely thin fibres of carbon. It is utilised as an reinforcing agent for 

many polymer products; the resulting composite material is commonly known as Carbon fibre epoxy. Uses for 

regular carbon-fibre include applications in the fields of automotive engineering and also aerospace engineering, 

like Formula One. The toughest and most costly of these essences, carbon nanotubes, are enclosed in some 

principally polymer baseball bats, car parts and also golf clubs where economically they are available.  
Epoxy is a polymer used for thermosetting which is formed by reaction of an epoxide "resin" with 

polyamine "hardener". Epoxy has a widespread variety of applications, including fibre-reinforced plastic 

materials and universal purpose adhesives. The uses for epoxy materials are for outer layers which include 

adhesives, coatings and materials using such composite as those using carbon fibre and fibreglass 

reinforcements (although polyester, vinyl ester, and other thermosetting resins are generally utilised for glass-

reinforced plastic).  

The damping rising due to the interactions in-between fibres and matrix can be very huge and are very 

complex in nature because of many properties of composites which affect the interactions. For example, length, 

fibre orientation, and interface all affect the damping properties. But the effect of length on damping can be 

neglected, since it is very small. Damping is generally more when the orientation of fibres is off the axis by 5 to 

30 degrees. 

 

              III.   Modeling and Analysis of the Composite with Rivets 
 

3.1 MODELLING 
As discussed earlier, the geometry and the structure of the composite material play an effective role in 

the reduction in damping. In this paper, a model was prepared using CATIA V5R17.The model prepared was a 

standard case in which 2 composite laminates were joined using a riveted joint and was discussed thoroughly. 
An assembled view of this model is shown in figure 3.1. 
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Figure 3.1: Model designed on CATIA V5R17 

 

3.2 HARMONIC RESPONSE ANALYSIS  

It is a technique utilised to determine the steady state response of a linear structure to loads that varies 

sinusoidal with time. The mode superposition method calculations factored mode shapes (eigenvectors) from 

modal analysis to calculate the structures response. Hence it is known as harmonic response analysis as shown 

in figure 3.2 
 

 
Figure 3.2: Harmonic response analysis of ANSYS model 

 

IV.   Modeling of Vibration Damping In Composite Structures 

Composite damping or energy dissipation property of vibrating composite structures, refers to a 

complex physical dynamic nature that is amenable to rheological modal analysis. In a broad class of composite 

structures, the distinguishing characteristic of the damping mechanism is its strong dependence on the eigen 

frequencies such that it exhibits little damping at high frequency level. In contrast to the dynamic nature of 

isotropic materials, a further complication arises in composite domain due to the mutual effects of various 

parameters, such as code number, degree of isotropism (volume fraction), boundary conditions as well as the 

vibrating mode number on the damping and stiffness distributions.  

As an example, the decreasing of volume fraction of the ber enhances energy dissipation by increasing 

the loss associated with matrix composite. It might be expected that the natural frequencies of vibrating 

composite structures and in sequence the damping capacity, can be altered by changing the layer's orientations 

and stacking sequence, so that the damping nature as a function of frequencies of composites should be further 
studied. At the present time, it is still difficult to determine accurately the modal characteristics of composite 

structures (particularly damping parameters) by an analytical approach.  

The experimental confirmation prediction is therefore at very least desirable and can be used to form 

analytically the mathematical model. In turn it can be used to more clearly understand the effect of parameters 

controlling the dynamics of composite states. Recently, a mathematical model representing the damping 

capacity of the composite was established. Based on the student distribution approximation of the measured 
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values of damping in the fundamental mode, the modal relationships between the fundamental frequencies and 

the damping factors were developed in equivalence to the uniform mass damping of isotropic structures.  

In the present work, an attempt has been made to improve the convergence characteristics of the model 

within a wide range of frequencies for different code numbers at two levels of volume fraction. Basically, a 

weight factor (a) has been introduced for correlating and updating the mathematical model to the experimental 

data throughout the utilization of the curve fitting response function. This has resulted in generalized quasi-

rectangular hyperbolic relationships between the loss factors and the natural frequencies with the confidence 
level at 99.5%. These results permit the uncoupling of simultaneous equations of motion of composite structures 

with the lowest residual errors. 

 In the experimental work, cantilever composite beams made from fiber reinforced plastic FRP are 

considered as the object of the study for their simplicity and for extensive applications. Various specimens made 

from three plies, Fig. 1, are utilized for two levels of volume fraction (a) a weakly composite 15% and (b) an 

average composite 45%. 

 
 Fig. 4 layered beam model. 

 

In order to evaluate accurately the influences of code number on the damping capacities and natural 

frequencies, twelve specimens of unidirectional cross-ply and angle-ply laminate have been fabricated in the 

laboratory by using hand lay up technique. Numerically the first four natural frequencies at the two levels of 

volume fraction are computed by the use of the modified formula MFM and listed in the second column of 

Tables 1 and 2. For the sake of verification, the experimental results of the natural frequencies and the loss 

factors for the first four natural modes are listed in the third and fourth columns in these tables, respectively.  

To highlight the unpredictable nature of the damping parameters, various curves representing mutual 

relationships of modal parameters were plotted in Figs.. The close agreement of the results of the proposed 

mathematical and experimental models proves the efficient applicability of the proposed models for deeply 

understanding the dynamic nature of vibrating damping composite structures. 

 

IV.   Conclusion 

 From modal analysis reported modal frequency = 591.87 Hz  

 From harmonic response model, Maximum strain energy = 8.68 X 10-5 J.  

 In transient analysis, the directional deformation along z axis with an impulsive force of 100 N applied, 

the values of maximum deformation fluctuate and tend to converges to 9.42X 10-10.  

 ω = 2πf = 3718.82 rad/sec.  

 logarithmic decrement, δ, as follows:  

 
 

X1 and X2 are two consecutive displacements one cycle apart  δ= ln(x1/x2) = 6.3 X 10-3, X1 and X2 

are taken from the values of the table 
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ζ = 1.04X 10-3. 

 

α = 2δω = 7.471 s-1 and β = 2δ/ω = 5.59 x 10-7 s  

 Energy released = πcωx2 =1.95 x 10-5 J.  

 Loss factor (ε) =1/2π (energy released per cycle / maximum strain energy) = 0.0358  
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I. Introduction 
Images may be worth a thousand words, but they generally occupy much more space in hard disk, or 

bandwidth in a transmission system, than their proverbial counterpart. Compressing an image is significantly 

different than compressing raw binary data. Of course, general purpose compression programs can be used to 

compress images, but the result is less than optimal. This is because images have certain statistical properties 

which can be exploited by encoders specifically designed for them. Also, some of the finer details in the image 

can be sacrificed for the sake of saving a little more bandwidth or storage space. Compression is the process of 

representing information in a compact form. Compression is a necessary and essential method for creating 

image files with manageable and transmittable sizes.  The data compression schemes can be divided into 

lossless and lossy compression. In lossless compression, reconstructed image is exactly same as compressed 
image. In lossy image compression, high compression ratio is achieved at the cost of some error in reconstructed 

image. Lossy compression generally provides much higher compression than lossless compression. 

Wavelets are used to characterize a complex pattern as a series of simple patterns and coefficients 

that, when multiplied and summed, reproduce the original pattern.  Wavelets transforms are now being adopted 

for various applications like Industrial supervision of gear-wheel, Speech recognition, Computer graphics and 

multifractal analysis. Wavelet transform of a function is the improved version of Fourier transform[1]. It is good 

tool to replace the fourier transform. Fourier transform is a powerful tool for analyzing the components of a 

stationary signal. But it is failed for analyzing the non-stationary signal. wavelet transform allows the 

components of a non-stationary signal to be analyzed. Discrete Cosine Transform is widely used[2].It separates 

an image into different frequency components. Low frequency components are located at top left corner giving 

high energy compaction. High frequencies are located in bottom right corner. Elimination of these high 

frequency elements gives transformed image with few low frequency components. If image is reconstructed 
from such lesser number of transformed, low frequency elements, it gives compressed image without losing 

much data contents in original image. Hybrid transformation techniques combine properties of two different 

transforms. It gives compressed image with visually perceptible image quality. Initially focus was on Haar 

Wavelets. But in recent literature, wavelets of other orthogonal transforms have been introduced and studied. 

These transform include Walsh, DCT, DKT, Hartley transform.  

 

II. Related Work 
Image compression technique by using wavelet transform by v.v.sunil kumar [3] is concerned with a 

certain type of compression technique by using wavelet transforms. There are a variety of wavelets for use in 
compression. Several methods are compared on their ability to compress standard images and the fidelity of the 

Abstract: Image compression is a widely addressed researched area. Despite rapid progress in mass-

storage density, processor speeds, and digital communication system performance, demand for data 

storage capacity and data-transmission bandwidth continues to outstrip the capabilities of available 

technologies. Wavelet transform is generated from orthogonal transform .Image compression using 

hybrid wavelet transform is proposed here by using two orthogonal transform. Hybrid wavelet transform 
are generated using orthogonal transforms alias DCT, DHT, DWT, DKT transform .Different color 

images of size 256x256 are used for experimentation. Proposed hybrid wavelet transform is applied on 

red, green and blue planes of image separately. Then in each plane transformed coefficients are sorted 

in descending order of their energy and lowest energy coefficients are eliminated. Root mean square 

error between original image and reconstructed image is calculated to check the performance at 

different compression ratios. Hybrid of DCT and DKT gives the best results among the combination of 

mentioned image transforms used for generating hybrid wavelet transforms. 

Keyword: DCT, DHT ,DKT, DWT, Hybrid wavelet transform, RMSE, PSNR. 
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reproduced image to the original image. A lossless image Compression using Approximate Matching and Run 

Length [4] is proposed by Samir Kumar Bandyopadhyay, Tuhin Utsab Paul, Avishek 

Raychoudhury.Performance is compared with available jpeg compression technique over a wide number of 
images.  Performance Analysis of Image Compression Using Wavelets [5] by Sonja Grgic, Mislav Grgic, 

Branka Zovko-Cihlar discusses important features of wavelet transform in compression of still images, 

including the extent to which the quality of image is degraded by the process of  wavelet compression and 

decompression. In[6]-[7], Dr.H.B.kekre, Sudeep D. Thepade, Adib Parkardisucces the technique to store color 

information within grayscale image can be used in effective for image compression as the matted grayscale 

image alone can be used to reconstructed the original color image using haar and kekre wavelet transform. In[8], 

Prabhakar Telagarapu etl. Proposed Image Compression using DCT and Wavelet Transformations, The JPEG 

standard makes use of Discrete Cosine Transform (DCT) for compression. The analysis of compression using 

DCT and Wavelet transform by selecting proper threshold method, better result for PSNR have been obtained. 

In[9], wavelet transform is generated from orthogonal component transforms of different sizes and it is applied 

on colour images. DCT, DST, Hartley and Real-DFT are used as component transforms to generate their 
respective wavelet transforms. Blocking effect is observed in all wavelets except DCT and it depends upon the 

size of local component transform. Performance Comparison of Image Retrieval Techniques using Wavelet 

Pyramids of Walsh, Haar and Kekre Transforms is explained in [10], Content Based Image Retrieval (CBIR) is 

done using the image feature set extracted from Wavelets applied on the image at various levels of 

decomposition. 

 

III. Basic Theoritical Cosideration 
 

3.1 Error Metrics 

Two of the error metrics used to compare the various image compression techniques are the Mean 

Square Error (MSE) and the Peak Signal to Noise Ratio (PSNR) to achieve desirable compression ratios. The 

MSE is the cumulative squared error between the compressed and the original image, whereas PSNR is a 

measure of the peak error. The mathematical formulae for the two are :   

MSE   =   

 PSNR =   20 * log10 (255 / sqrt(MSE))  _(2) 

 

where I(x,y) is the original image, I'(x,y) is the approximated version (which is actually the 
decompressed image) and M,N are the dimensions of the images in (1). A lower value for MSE means lesser 

error, and as seen from the inverse relation between the MSE and PSNR, this translates to a high value of PSNR. 

Logically, a higher value of PSNR is good because it means that the ratio of Signal to Noise is higher. Here, the 

'signal' is the original image, and the 'noise' is the error in reconstruction. So, if we find a compression scheme 

having a lower MSE (and a high PSNR), we can recognise that it is a better one.  

  

3.2 Wavelet Transform 

Wavelet transform (WT) represents an image as a sum of wavelet functions (wavelets) with different 

locations and scales. Any decomposition of an image into wavelets involves a pair of waveforms: one to 

represent the high frequencies coresponding to the detailed parts of an image (wavelet function ) and one for the 

low frequencies or smooth parts of an image (scaling function ).   
 

3.2.1 Discrete Wavelet Transform 

One of the big discoveries for wavelet analysis was that perfect reconstruction filter banks could be 

formed using the coefficient sequences aL(k)and aH(k) (Fig.4). The input sequence is convolved with high-pass 

(HPF) and low-pass (LPF) filters and aL(k) and aH(k) and each result is downsampled by two, yielding the 
transform signals xH and xL. The signal is reconstructed through upsampling and convolution with high and low 

synthesis filters sH(k)  and sL(k)  . For properly designed filters, the signal is reconstructed exactly (y = x ). 

 
                                                            Figure.1 Two-channel filter bank. 
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The choice of filter not only determines whether perfect re-construction is possible, it also determines 

the shape of wavelet we use to perform the analysis. By cascading the analysis filter bank with itself a number 

of times, a digital signal decomposition with dyadic frequency scaling known as DWT can be formed. The 
mathematical manipulation that effects synthesis is called inverse DWT. The new twist that wavelets bring to 

filter banks is connection between multiresolution analysis (that, in principle, can be performed on the original, 

continuous signal) and digital signal processing performed on discrete, sampled signals. Four channel perfect 

reconstruction filter bank is shown in fig.4   

 

 
     decompression. 

Each filter is 2-D with the subscript indicating the type of filter (HPF or LPF) for separable horizontal and 

vertical components. The resulting four transform components consist of all possible combinations of high- and 
low-pass filtering in the two directions. By using these filters in one stage, an image can be decomposed into 

four bands. There are three types of detail images for each resolution: horizontal (HL), vertical (LH), and 

diagonal (HH). The operations can be repeated on the low–low band using the second stage of identical filter 

bank. Thus, a typical 2-D DWT, used in image compression, will generate the hierarchical pyramidal structure 

shown in Fig.2(b).  

 

3.2.2. Discrete Cosine Transform(DCT) 

 
                                            Figure.3 Image compression and decompression using DCT 

 

The discrete cosine transform (DCT) is a technique for converting a signal into elementary frequency 

components. Like other transforms, the Discrete Cosine Transform (DCT) attempts to de correlate the image 

data. After de correlation each transform coefficient can be encoded independently without losing compression 

efficiency.   

Proposed DCT Algorithm 

1. The image is broken into 8x8 blocks of pixels.  

2. Working from left to right, top to bottom, the DCT is applied to each block. 
3. Each block is compressed through quantization. 

4. The array of compressed blocks that constitute the image is stored in a drastically reduced  amount of  

space.  

5. When desired, the image is reconstructed through decompression, a process that uses the inverse 

Discrete Cosine Transform (IDCT). 
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IV. Proposed Algorithm 
Proposed technique uses the concept of generating hybrid wavelet transform from two orthogonal 

transforms and extends it with different orthogonal transforms like DCT, Walsh, DKT, DHT wavelet. Here 

Discrete Cosine Transform (DCT) is used to represent the global properties of an image. Walsh, DHT, DKT 

transforms are used one by one to represent local properties of an image. Pairing these transforms with DCT 

transform gives following hybrid transforms: DCT-DWT, DCT-DHT, DCT-DKT, DCT-Walsh. 

1. Consider color image of size 256x256.  

2. Separate R, G, B components of an image 

3. Base transform „DCT‟ of size 16x16 and second component transform of size 16x16 is selected to 

obtain hybrid transform of 256x256 sizes. Base transform is varied as DKT, Walsh, Hartley transform 

to compare their performances. 

4. Full Hybrid Wavelet Transform of image „f‟ is obtained as „F‟= [T]*[f]*[T]T. where T is transform 
matrix. 

5. Elements in transformed plane are sorted in descending order of their energy and in each step (8x256) 

lowest energy elements are eliminated.  

6. Reconstruct the image by applying inverse transform. 

7. Calculate RMSE and PSNR between original image and reconstructed image at different compression 

ratios. 

 

V. Experiments And Results 
Proposed technique is applied on a set of three color images of size 256x256. Experiments are 

performed Using Matlab 13b on intel core i3 processor with 4 GB RAM. Images chosen for experimental work 

are shown  in  Fig.6

 

 
 

Figure 4. The test bed of three color images belonging to different categories and namely 
Aishwarya,strawberry,Doll. 
 

 
 

Figure 5: Performance comparsion of image compression using Discrete Cosine Transform(DCT) at 

different Compression ratios 

Fig 5 shows the average of mean squared error(MSE) differences of the original and respective 

compressed image pairs plotted against data compression from 0.7 to 0.95 for image compression done using 
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Discrete Cosine Transform(DCT).Here the performance of DCT at compression ratio 0.95 is the best as 

indicated by minimum MSE values over the other compression ratios. 
 

 
             

Figure 6: Performance comparsion of image compression using Wavelet at different compression ratios 

Fig 6 shows the average of mean squared error(MSE) differences of the original and respective compressed 

image pairs plotted against data compression from 0.7 to 0.95 for image compression done using Walete 

trasform.Here the performance of wavelet at compression ratio 0.95 is the best as indicated by minimum MSE 

values over the other compression ratios. 
 

 
 

Figure 7: Performance comparsion of image compression using Discrete Cosine Transform(DCT)- 

Discrete Walsh transform at different compression ratios 
Fig 7 shows the average of mean squared error(MSE) differences of the original and respective compressed 

image pairs plotted against data compression from 0.7 to 0.95 for image compression done using  hybrid 

Discrete Cosine Transform(DCT)- Discrete Walsh transform.Here the performance of wavelet at compression 

ratio 0.95 is the best as indicated by minimum MSE values over the other compression ratios. 
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Figure 8: Performance comparsion of image compression using Discrete Cosine Transform(DCT)- 

Discrete Kekre transform at different compression ratios 

Fig 8 shows the average of mean squared error(MSE) differences of the original and respective 
compressed image pairs plotted against data compression from 0.7 to 0.95 for image compression done using 

Discrete Cosine Transform(DCT)- Discrete kekre transform.Here the performance of wavelet at compression 

ratio 0.95 is the best as indicated by minimum MSE values over the other compression ratios. 

 

 
 

Figure 9: Performance comparsion of image compression using Discrete Cosine Transform(DCT)- 

Discrete Hartley transform at different compression ratios 

Fig 9 shows the average of mean squared error(MSE) differences of the original and respective compressed 
image pairs plotted against data compression from 0.7 to 0.95 for image compression done using hybrid DCT-

DHT trasform.Here the performance of Discrete Cosine Transform(DCT)- Discrete Hartley transform(DHT)  at 

compression ratio 0.95 is the best as indicated by minimum MSE values over the other compression ratios. 

TABLE I: Performmanse comparsion of hybrid wavelet transform of DCT-DKT 

DCT-

DKT 

Image1 Image2 Image3  Image1 Image2 Image3  

Ratio MSE1 MSE2 MSE3 Avg 

MSE 

PSNR1 PSNR2 PSNR3 Avg 

PSNR 

0.7 0.15409 0.61909 15.5167 5.42996 56.2564 50.2162 36.2342 47.56893 

0.75 0.1017 0.41037 10.9582 3.823423 58.059 52.0018 37.743 49.26793 

0.8 0.051406 0.21509 7.6985 2.654999 61.0213 54.8077 39.2697 51.69957 

0.85 0.027704 0.096907 4.7953 1.63997 63.7059 58.2719 41.3258 54.43453 

0.9 0.009 0.025401 2.3136 0.782667 68.2316 64.0872 44.4903 58.93637 

0.95 0.003871 0.007889 0.86247 0.29141 72.2528 69.1623 48.7755 63.39687 

 

 

  
                                   Original               0.85 compression       0. 90 compression         0.95 compression 

 

                                                                    MSE:887.68              MSE:581.63                   MSE:227.47 

                                                                    PSNR:18.69              PSNR:20.59             PSNR:24.62 

Figure 10.The compression of strawberry image using Hybrid wavelet transform(DCT-Walsh) 

genetrated using discrete cosine transform and discrete Walsh transform with respect to 0.85 to 0.95 of data 

compression 
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                                Original                0. 85compression        0. 90 compression           0.95 compression 

                                     MSE: 0.097                MSE: 0.025  MSE: 007 
                                     PSNR: 25.58              PSNR: 64.09  PSNR: 69.2 

Figure 11. The compression of strawberry image using Hybrid wavelet transform(DCT-DKT) 

genetrated using discrete cosine transform and discrete Kekre transform with respect to 0.85 to 0.95 of data 

compression.

 

VI. Conclusion 
In this paper, experimental work is done to generate hybrid wavelet transform using two orthogonal 

component transforms. Discrete Cosine Transform (DCT) is used as one component transforms which 

contributes to global properties of an image. Second component transform that contributes to local properties of 
image is varied. For 256x256 size image, hybrid wavelet transform of size 256x256 is generated. Here the 

hybrid wavelet transforms are generated using Discrete Walsh Transform (DWT), Discrete Kekre Transform 

(DKT), Discrete Hartley Transform (DHT) and Discrete Cosine Transform (DCT) for image compression. The 

various orthogonal transforms can be considered for crossbreeding to generate the hybrid wavelet transform 

based on the expected behavior of the hybrid wavelet transform for particular application. The experimental 

results have shown that hybrid of DCT with DKT gives best results of image quality among other hybrid 

wavelet transform. DCT-DKT gives a minimum error of 0.2(MSE) and image quality upto 63.4(PSNR). 
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I.    Introduction 

The idea for a new form of construction emerged from two separate research investigations. One of 

these on composite construction with deep haunches, the other was on the use of very high strength steels in 

reinforced concrete. Both these separate modes of construction, although as yet little used in practice, will 
undoubtedly develop further in their own right. However, they have some disadvantages 2which will mitigate 

against their development, but by altering slightly the form of the deep haunch, the disadvantages of both can be 

largely overcome. The resulting form of construction is known as composite reinforced concrete. 

The normal form of composite construction is shown. The main advantage of using deep haunches is 

the considerable economy that can be affected in the amount of steelwork. This can be 40% of that used in 

normal composite construction, even for the same overall depth. The deep haunch can be formed easily by 

precast units or similar spanning between the steel beams and the problem of deep haunches composite beams 

developed form the desirability to use this method of construction. 

Concrete Problem of reinforced concrete beams on elastic foundations with both compressional and 

frictional resistances are good examples to extend the applications to foundations. In these problems, the 

compressional resistances of the elastic medium to the bottom face of the beams are determined by considering 
the linear relationships of the normal displacement to the compressional reactions (Winkler model).  

The frictional restraints are modeled by considering the linear relation to the horizontal displacement 

(Winkler model). Winkler (1867) proposed the first model of beam on an elastic foundation based on pure 

bending beam theory, later Pasternak in 1954 proposed the shear model based on the      assumption of pure 

Abstract: This study presents theoretical investigation that reinforced concrete and composite 

construction might be suitably combined to give a new structural material : composite reinforced 

concrete. To study theoretically the composite beam, non-linear three-dimensional finite elements 

have been used to analyze the tested beam. 

The 8-node brick elements in (ANSYS) are used to represent the concrete, the steel bars are modelled 

as discrete axial members connected with concrete elements at shared nodes assuming perfect bond 

between the concrete and the steel. The results obtained by finite element solution showed good 
agreement with experimental results.  

The main objective of the present investigation is to carry out a nonlinear analysis of reinforced 

concrete beams resting on elastic foundation. Material nonlinearities due to cracking of concrete, 

plastic flow, crushing of concrete and yielding of reinforcement are considered. Foundation 

representation is assumed linear using Winkler model. 

The reinforced concrete beam is modelled by using three dimensional finite elements with steel bars 

as smeared layers. The examples have been chosen in order to demonstrate the applicability of the 

modified computer program (Dynamic Analysis of Reinforced Concrete Beams on Elastic 

Foundations DARCEF ) by comparing the predicted behaviour with that from other experimental and 

analytical observations. The program modified in the present research work is capable of simulating 

the behaviour of reinforced concrete beams resting of Winkler foundation and subjected to different 
types of loading. The program solutions obtained for different reinforced concrete beams resting on 

elastic foundations are in good agreement with the available results. Maximum percentage difference 

in deflection is 15 % 

Keywords: Investigation, Behaviour, Reinforced Concrete Beam , Non Linear Three Dimensional 

Finite Element 
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shear of the beam. Both of these two models take an extreme point of view on the deformation behavior of the 

beam. Cheung and Nag (1968) studied the effects of separation of contact surfaces due to uplift forces. In 

addition, they have enabled the prediction of the bending and torsion moments in the plate sections by adopting 

three degrees of freedom per node. Bowles (1974) developed a computer program to carry out the analysis of 

beams on elastic foundation by using the finite element method, in which Winkler model is adopted to represent 

the elastic foundation. Selvadurai (1979) presented a theoretical analysis of the interaction between a rigid 

circular foundation resting on elastic half space and a distributed external load of finite extent which acts at an 
exterior region of the half space. Yankelevsky et al. (1988) presented an iterative procedure for the analysis of 

beams resting on nonlinear elastic foundation based on the exact solution for beams on a linear elastic 

foundation. Yin (2000) derived the governing ordinary differential equation for a reinforced Timoshenko beam 

on an elastic foundation. Guo and Wietsman (2002) made an analytical method, accompanied by a numerical 

scheme, to evaluate the response of beams on the space-varying foundation modulus, which is called the 

modulus of subgrade reaction (Kz=Kz(x)). 

. 

II.   Study Area 
 

2.1 COMPOSITE BEAMS 

Many researchers studied the behavior of simply supported composite beams. Some of these models, 

which are comprehensive and worth evaluating, are reviewed herein. In 1975, Johnson has derived a differential 

equation for Newmark. The equilibrium and compatibility equations are reduced to a single 

second order differential equation in terms of interface slip instead of axial forces. The solution of which lead to 

slip values at the interface along the beam span, after satisfying the suitable boundary conditions. In 1985, 

Roberts presented an elastic analysis for composite beams with partial interaction assuming a linear shear 

connector behavior while the normal stiffness of the connectors was taken infinity. The basic equilibrium and 

compatibility equations were expressed in terms of four independent displacements, which are the horizontal 
and vertical displacements in each component of the composite section. These equations were solved using 

finite difference representation of various derivatives. 

 

2.1.1 Nonlinear Finite Element (by using ANSYS program) 

In 2006 Ali Hameed Aziz has investigated experimentally the strength, deflection and ductility of 

reinforced concrete I-beams made ofnormal or hybrid reinforced concrete under two point monotonic loads. The 

experimental work includes the following four main categories: 

i- Flexural behaviour of I-beams cast monolithically. 

ii- Flexural behaviour of I-beams cast in two-step procedure (with one construction joint). 

iii- Flexural behaviour of I-beams cast in three-step procedure (with two construction joints). 

iv- Shear behaviour of I-beams cast monolithically, but, the web is made with concrete different from the 

concrete of compression and tension flanges.  To implement a nonlinear finite element procedure to analyze all 
tested beams. 

 

III.   Material Modelling 
 

3.1 Numerical modelling of concrete 

The numerical modelling of concrete, which is used in the nonlinear finite element program, includes 

the following: 

 A stress-strain model to represent the behaviour of concrete in compression.  

 Failure criteria to simulate cracking and crushing types of fracture. 

 A suitable crack representation model. 

 A post-cracking stress-strain relationship. 

3.2 Stress-strain models for concrete in compression 

Because of the complex behaviour of reinforcement and concrete under general load, a mathematical 

description of the material properties of concrete is established by using suitable constitutive equations. Several 

models have been proposed to define the complicate stress-strain behavior of concrete in compression under 

various stress states (Chen 1982). These models can be generally classified into:  

 Elasticity based models.  

 Plasticity based models. 

3.3 Modelling of concrete fracture 

Fracture of concrete can be classified as crushing or cracking. The crushing type of fracture is defined 

by progressive degradation of the material internal structure under compressive stresses. The cracking type of 

fracture is characterized by a general growth of micro-cracks which join together to form a failure plane. In 
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general, two different methods were employed to represent the cracks in the finite element analysis of concrete 

structures. These are the discrete crack representation and the smeared cracks representation. In the first model, 

the cracks are simulated by physical separation or disconnection by the 

displacements at nodal points for adjoining element. The major difficulty in this approach is that the location 

and orientation of the cracks are not known in advance. 

In the second approach, the cracked concrete is assumed to remain a continuum and implies an infinite 

number of parallel fissures across that part of a finite element. The cracks are assumed to be distributed, or 
smeared, over the volume of the sampling point under consideration. 

3.4 Post-cracking behaviour 

 Many experimental studies show that when the concrete cracks, the tensile stresses normal to the 

cracked plane are gradually released as the crack width increases. This response can be generally modelled in 

the finite element analysis using the tension-stiffening model. When the tensile stress reaches the limiting tensile 

strength, primary cracks will be formed. The properties of cracks, and their number and extent, depend on the 

size, position and orientation of the reinforcing bars with respect to the plane of cracks. 

3.5 Yield criterion 

 As mentioned earlier, a yield criterion must be independent of the coordinates system in which the 

stress state is defined. Therefore, it must be a function of stress invariants only. Under multiaxial state of 

stresses, the yield criterion for concrete is assumed to depend on three stress invariants. However, a yield 
criterion, which depends on two stress invariants, has been proved to be 

adequate for most practical situations. The yield criterion incorporated in the 

present model is expressed as (Chen 1982):  

 
 The stress (σ0) is the equivalent effective stress at the onset of plastic deformation which can be 

determined from uniaxial compression test as: 

 
The coefficient (Cp) is the plasticity coefficient, which is used to mark the initiation of plasticity deformation. 

The material parameters αand ßcan be determined from the uniaxial compression test and biaxial test under 

equal compressive stresses. The parameters αand ßhave been found to be (0.35468) and (1.35468) respectively 

and equation (1) can be rewritten as: 

 
Equation (4) can be solved for (σ0) as: 

 
 The hardening rule is necessary to describe the motion of the loading surfaces during plastic 

deformation. In the present study an isotropic hardening rule is adopted. Therefore, equation (6) can be 

expressed for the subsequent loading functions as: 

 
In the present model, the stress-strain curve is assumed to have a parabolic relationship for both normal 

and high strength concrete. This parabolic curve represents the work-hardening stage of behavior, when the peak 

compressive stress is reached, a perfectly plastic response is assumed to occur. The equivalent uniaxial stress-

strain curve in the various stages of behavior, which is given: 

1. During the elastic stage, when  

 
2. After the initial yield, and up to the peak concrete compressive strength, when 
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In the present study, values of 0.3 and 0.5 are assumed for plastic coefficient Cp for the normal and 

high strength concrete respectively, and the plastic yielding begin at a stress level of Cp fc '(Al-Ani, 2000). If 

Cp=1.0, then the elastic perfectly plastic behaviour is specified. 

 

IV.    Finite Element Method 
 

4.1. Finite element representation 

The finite element idealization of reinforced concrete is necessary for the application to reinforced 

concrete beams under static loads. In the present study, concrete is simulated by brick elements, and 

reinforcement bars are modeled as a smeared layer (Al-Obaidie 2005). 

4.2 Concrete representation 

The 20-node isoparametric quadratic brick element is used in the present study to represent the 

concrete. 

4.3 Displacement representation 
The displacement field within the element is defined in terms of the shape functions and displacement 

values at the nodes. Each nodal point has three degrees of freedom u, v and w along the Cartesian coordinates x, 

y and z, respectively. Therefore, for each element the displacement vector is: 

 
The strains are given by : 

 
 

or 

 
 

where, [B] is the strain displacement matrix. The stresses are given by : 

 
where, [D] is the stress-strain elastic relation matrix given by: 

 
in which E is the Young’s modulus, vis the Poisson’s ratio and G is the shear modulus. 

 

4.4 Reinforcement representation 

There are three alternative representations, which have been widely used to simulate the reinforcement 

in connection with the finite element formulation. These representations are (Scordelis 1971): 

a- Discrete representation. 

b- Distributed representation. 

c-Embedded representation. 
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In the present study, the distributed representation is used. For this representation, the steel bars are 

assumed to be distributed over the concrete element in any direction in a layer with uniaxial properties. A 

composite concrete-reinforcement constitutive relation is used in this case. To derive such a relation, perfect 

bond is assumed between concrete and steel. 

 
Fig. 4.1 Distributed representation of reinforcement. 

 

 The element stiffness matrix of the beam-foundation system can be calculated from the following 

expression: 

 
A modified computer program (DARCEF) (Dynamic Analysis of Reinforced Concrete Beams on 

Elastic Foundations) (Al-Obaidie 2005) of the original program (DARC3) (Dynamic Analysis of Reinforced 

Concrete in 3D) (Hinton 1988) is developed for solving the problems of reinforced concrete beams resting on 

elastic foundations. The Winkler model for compressional and frictional resistances is added to the original 
program to represent the foundation. 
 

 
Figure 4.2 Three Dimensional 8-node Brick Element 

 

V.   Results 

 

 
Fig. 4.3.Steel stress compared with previous study. 
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Table 4.4.Values of deflections at mid span for half of simply supported beam resting on an 

elastic foundation in comparison with previous solutions. 

  

VI.    Conclusions 

The Main conclusion to be drawn from this investigation is that composite reinforced concrete is a 

viable structural form. Flexural cracks up to the working load stage remain very fine and the calculation of their 

width is unlikely to be necessary in design. The arrangement of reinforcement and steel channel is ideally suited 
for the use of very high strength reinforcing steels, and reinforcement stresses over 120000 lb/sq. can be used at 

the ultimate load while still satisfying the serviceability requirements at working load. There are no cracks at the 

bottom of the beam because of the channel. There will be cracks in the concrete web, but these should remain 

fine, and they will not be visible. 

 The (DARCEF) program used in the present research work is capable of simulating the behavior of 

reinforced concrete beams resting on elastic foundations and subjected to different types of loading. The 

program solutions obtained for different reinforced concrete beams resting on elastic foundations are in 

good agreement with the available results. Maximum percentage difference in deflection is 15%. 

 The maximum deflection will decrease at a decreasing rate as the beam width is increased. It was found 

that by increasing the width of the beam from (150 to 450 mm), the maximum deflection for the beam is 

decreased by (31.25%). 

 The maximum steel stress will decrease at a decreasing rate as the beam width is increased. It was found 

that by increasing the width of the beam from (150 to 450 mm), the maximum steel stress for the beam is 

decreased by (21.21%). 

 The maximum steel stress will decrease at a decreasing rate as the beam depth is increased. It was found 

that by increasing the depth of the beam from (300 to 900 mm), the maximum steel stress for the beam is 

decreased by (12.12%). 

 The maximum deflection will decrease as the vertical subgrade reaction is increased. Also, the maximum 

deflection will decrease as the horizontal subgrade reaction is increased. It was found that by increasing 

the vertical and horizontal subgrade reactions for the beam from (0.128 N/mm3 to 1.024 N/mm3), the 

maximum deflection is decreased by (51%) and (9%) respectively. 
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I. Introduction 
Our search for oil is sending us deep into the sea, however this has its own challenges. The salinity of 

the sea, acts as an active corrosive agent, and it steadily weakens the structure to get around this, non-corrosive 
composite piping has been deployed in critical regions of the structure. However to enable pipe stacking, 

sometimes to avail of space constraints, instead of circular c/s, the pipes are increasingly being made of 

triangular or rectangular c/s. For such c/s theoretical calculations are not possible, hence we need FEA to help us 

understand the behavior of such c/s. 

 

II. Composite Materials 
Composite materials are formed by the combination of two or more materials to achieve properties 

(physical, chemical, etc.) that are superior to those of its constituents. The main components of composite 

materials, or composites, are fibers and matrix. The fibers provide most of the stiffness and strength. The matrix 
binds the fibers together thus providing load transfer between fibers and between the composite and the external 

loads and supports. Also, it protects the fibers from environmental attack.  

 

III. Result 
 

3.1 Deflection & Stress Generation in Fixed Beam 

A B C D 
Lengt

h 

No.of 

Layer 

Meshin

g Size 

DM

X 
SMN SMX 

No. 

of 

Node
s 

200

0 

200

0 

200

0 

200

0 
20000 

5 

200 

76.53 6.57 695.89 

12000 

6 56.48 2.96 

555.33

3 

7 35.14 0.94 

401.67

3 

8 23.91 0.44 

310.10

2 

10 13.95 0.4 

213.02

1 

12 7.36 0.4 143 

 

Abstract: Composite materials have been widely used in the ship-building, aerospace and construction 

industries because of their distinct advantages of low weight, high stiffness, and high strength to weight 

ratios. These properties are due to the low weight of the epoxy core matrix and high strengths of the 

glass/carbon fibres. Composite pipes used in various applications are traditionally spherical in cross-

section. In this study, non-conventional cross-sectioned composite pipes [i.e. rectangular and triangular 

cross-sections] have been proposed, fabricated, tested and analyzed because of their ability to be 
bundled without loss of space. The behaviors of these pipes under an internal pressure test have been 

studied and its failure mechanisms have been investigated.  

Keywords: Non Conventional, composite, FEA. 
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Stress = -1.1677x(Layer)3 + 41.351 x(Layer)2 - 515.34 x(Layer) + 2392.2 

 

 
Deformation = -0.2142 x(Layer)3 + 7.2442 x(Layer)2 - 84.107 x(Layer) + 343.8 
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12 layers 

 

       5 
Layers                                                                                                                         12 Layers 

 

A B C D Length 
No. of 

Layer 

Meshing 

Size 
DMX SMN SMX 

2000 2000 3200 2332 20000 

5 

200 

435.81 5.17 1356.68 

6 365 4.6 1161 

7 281.23 4.93 924.202 

8 209.91 2.6 748.523 

10 131.01 1.32 546.117 

12 76.36 0.921` 385.463 

 
Stress = -0.6701 x(Layer)3 + 31.789 x(Layer)2 - 527.02 x(Layer) + 3293.4 
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Deformation = 0.0273 x(Layer)3 + 4.8212 x(Layer)2 - 139.98 x(Layer) + 1016 

 

      
5 Layer                                                                        12 Layer 

 

A B C D Length 
No.of 

Layer 

Meshing 

Size 
DMX SMN SMX 

No. of 

Nodes 

2000 2000 

2000 2000 

20000 5 200 

76.53 6.57 695.89 12000 

2200 2010 120.411 4.5 780 12684 

2300 2022.4 147.966 4.06 837.33 12986 

2600 2088 239.93 3.51 1017.13 13288 

2800 2154 304.15 3.53 1133.2 13590 

3000 2236 369.664 4.06 1247.72 14194 

3200 2332 435.805 5.17 1356.68   

 

 
Stress = -2E-07 x(Dimension)3 + 0.0013 x x(Dimension)2 - 2.8501 x(Dimension)+ 2503.5 
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Deformation = -6E-08 x(Dimension)3 + 0.0005 x(Dimension)2 - 1.1636 x(Dimension) + 797.06 

 

3.2 Deflection & Stress Generation in Cantiliver Beam 

A B C D Length 
No.of 

Layer 
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No. of 

Nodes 
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10 15.607 0.42 226 

12 7.36 0.4 143 

 

 
Stress = -0.78 x(Layer)3 + 30.818 x(Layer)2 - 426.52 x(Layer) + 2174.9 

 

 
Deformation = -0.1039 x(Layer)3 + 4.3266 x(Layer)2 - 59.903 x(Layer) + 283.4 
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 5LAYER                                                      12 LAYER 

 

 

 

 

 

 
 

 

 

 

 

 

Stress = 0.273 x(Layer)3 + 3.1703 x(Layer)2 - 272.07 x(Layer) + 2786.2 
 

 

A B C D Length 
No.of 

Layer 

Meshing 

Size 
DMX SMN SMX 

2000 2000 3200 2332 20000 

5 

200 

518.5 1.77 1522.63 

6 463.541 2.34 1381.61 

7 323.8 0.23 1072 

8 238 0.5 971 

10 162 1.5 659 

12 89.04 0.52 448.079 
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5 LAYER                                                                 6  LAYER            

                            
7 LAYER                   10 LAYER 
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2800 2154 332.02 3 1241.11 13590 

3000 2236 420.99 3.18 1387.95 14194 

3200 2332 518.5 1.77 1522.63 
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Stress = -8E-08x(Dimension)3 + 0.0007x(Dimension)2 - 1.0965x(Dimension) + 883.15 

 

  
Deformation = -1E-08 x(Dimension)3 + 0.0002x(Dimension)2 - 0.5086x(Dimension) + 323.89 

 

IV. Result  
With increase in no. of layer of pipe deformation decreases and stress induced in the pipe decreases. 
1] The relation between the Max. Stress & max. Deformation with res. to No. of layers for fixed beam of 2000 

x2000 square pipe is as follow, 

1. Max. Stress = -1.1677(Layer’s) 3 + 41.351(Layer’s) 2 - 515.34(Layer’s) + 2392.2  

2. Max. Deformation = -0.2142(Layer’s) 3 + 7.2442(Layer’s) 2 - 84.107(Layer’s) + 343.8  

2] The relation between the Stress & Deformation with res. to Variation in Dimension from square to 

trapezoidal for fixed beam is as follow, 

1.  Stress=-2E-07(Dimension)3+ 0.0013(Dimension)2 - 2.8501(Dimension)+ 2503.5 

2.  Deformation = -6E-08(Dimension)3+0.0005(Dimension)2 -1.1636(Dimension) +     797.06 

3] The relation between the Max. Stress & max. Deformation with res. to No. of layers for cantilever beam of 

2000 x2000 square pipe is as follow, 

1. Max. Stress = -0.78(Layer’s)3 + 30.818(Layer’s)2 - 426.52(Layer’s) + 2174.9  
2. Max. Deformation = -0.1039(Layer’s)3 + 4.3266(Layer’s)2 - 59.903(Layer’s) + 283.4  

4] The relation between the Stress & Deformation with res. to Variation in Dimension from square to 

trapezoidal for fixed beam is as follow, 

1   Stress = -8E-08x(Dimension)3 + 0.0007x(Dimension)2 - 1.0965x(Dimension) + 883.15 

2   Deformation=-1E-08(Dimension)
3
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V. Conclusion 
1.  Analysis results are reliable as seen in Mesh Sensitivity convergence and actual Testing. 

2.  Concerned with FEA analysis more accurate results are achieved. 

3. We conclude the point at which maximum stress occurs and the effect of stress and deformation with 

change in dimensions and change in layers with change in orientation. Shape distortion i.e. change from 

square shape to trapezoidal shape has an effect on the stress an deformation levels,, as the distortion 

increases the stress start increasing with a cubic relation 

4.  Shape distortion also increases deformation with a cubic relation 

5. No of layers, as we increase them we see an increase in stiffness with is rapid which reduces the 

deformation and stresses also Shell 281 proves to be a good candidate for composite analysis, showing 

good mesh convergence characteristics 

6.  Parametric program enables data collection and database management in an efficient manner 
 

VI. Future Scope 
Further analysis can be done for different Non-conventional cross section components Pentagon, 

Hexagon, Triangle etc for evaluating the results to improve efficiency and life of the composite pipe. 
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I. Introduction 
The power quality in the distribution system is contaminated due to high reactive power burden, 

distorted and unbalance load currents .Due to excessive reactive power demand, there is an increase in 

transmission & distribution losses, increased voltage sag, increase in the current on source side and reduction in 

active power flow capability of the distribution system.  

Further, the operation of transformers and generators are also affected due to unbalancing of currents 

and it also increases the size of utility. Therefore, reactive power compensation of a distribution system is 

mandatory. Poor power factor loads and load balancing is an important issue in the modern power distribution 

system. The power indices are governed by various standards such as IEEE-519 standard hence it is extremely 

essential to keep the power factor close to unity. For the above stated purpose a STATCOM is used in this paper 

The primary requirements of any compensator are firstly ,to stay in synchronism with the ac system under all 
conditions and  on occurrence of fault the compensator must regain synchronism immediately . Secondly to be 

able to regulate the bus voltage for voltage support and improved transient stability .Thirdly to inject the 

required amount of reactive current into the system when used for load compensation. 

For load compensation, we need to generate the required amount of reactive power using some other 

means. Various methods are available for reactive power generation like variable impedance type reactive 

power generation. Here we have devices like Thyristor controlled reactor. thyristor switched capacitor , Fixed 

capacitor and thyristor controlled reactor combination , Thyristor switched capacitor and Thyristor controlled 

reactor . These devices are now not much in use because of their characteristics and losses. Now a days 

STATCOM is widely used for reactive power compensation and source power factor improvement. 

 

II. Statcom 
A STATCOM system is nothing but a three phase inverter connected to the grid through a reactor and 

a connecting transformer. In the three phase inverter instead of a DC battery , a capacitor is used to provide the 

DC link voltage . A controller is used to control the voltages ,phase and the frequency of the STATCOM to 

maintain synchronism with the grid.  

The active and reactive power transfer between the power system and the STATCOM is caused by the 

voltage difference across this reactance. The STATCOM is connected in shunt with the power networks at 

customer side, where the load compensation. All required voltages and currents are measured and are fed into 

the controller to be compared with the commands. The controller then performs closed loop feedback control 

Abstract: Power Generation and Transmission is a complex process, requiring the working of many 

components of the power system in tandem to maximize the output. One of the main components to form 

a major part is the reactive power in the system. It is required to maintain the voltage to deliver the 

active power through the lines. Loads like motor loads and other loads require reactive power for their 

operation. To improve the performance of ac power systems, we need to manage this reactive power in 

an efficient way and this is known as reactive power compensation.  In developing countries like India, 

where the variation of power frequency and many such other determinants of power quality are 

themselves a serious question, it is very vital to take positive steps in this direction. 

The work presented here illustrates a method to compensate for the load reactive power using a 
DSTATCOM  

A DSTATCOM injects a current into the system to provide for the reactive component of the load 

current. The validity of proposed method and achievement of desired compensation are confirmed by 

the results of the simulation in MATLAB/ Simulink. 

Index Terms: DSTATCOM, Load compensation, Power factor correction, Reactive Power. 
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and outputs a set of switching signals to drive the main semiconductor switches (IGBT’s, which are used at the 

distribution level) of the power converter accordingly. 

By varying the amplitude of the output voltages produced, the reactive power exchange between the converter 
and the ac system can be controlled. 

If the amplitude of the output voltage is increased above that of the ac system voltage, then the current 

flows through the reactor from the STATCOM to the ac system, and the STATCOM generates reactive 

(capacitive) power for the ac system. If the amplitude of the output voltage is decreased below that of the ac 

system, then the reactive current flows from the ac system to the STATCOM, and the STATCOM absorbs 

reactive (inductive) power. In a practical inverter, the semiconductor switches ( IGBT ) are not lossless, and 

there for the energy stored in the dc capacitor would be used up by the internal losses. However, these losses 

can be supplied from the ac system by making the output voltages of the converter lag the ac system voltages by 

a small angle. 

In this way the inverter absorbs a small amount of real power from the ac system to replenish its 

internal losses and keep the capacitor voltage at the desired level. The mechanism of phase angle adjustment can 
also be used to control the var generation or absorption by increasing or decreasing the capacitor voltage, and 

thereby the amplitude of the output voltage produced by the inverter. A STATCOM used in the distribution 

system is generally called as a DSTATCOM. 
 

The basic block diagram of the STATCOM is as shown in Fig (1). 
 

 
Figure 1 .Block diagram of D STATCOM 

 

The phasor diagram for reactive power flow from the STATCOM refer Fig (2). 

 

 
                                                                                                                                                                      

Figure (2) : phasor diagram for reactive power flow from the DSTATCOM . 

 

The phasor diagram for reactive power flow to the D STATCOM is as shown in Fig(3). 

 

 
Figure(3) : phasor diagram for reactive power flow to the DSTATCOM 

 

III. Statcom Controller 
The internal control is an integral part of the converter. Its main function is to operate the inverter 

power switches so as to generate a fundamental output voltage waveform with the demanded magnitude and 

phase angle in synchronism with the ac system. In this way the power inverter with the internal control can be 

viewed as a sinusoidal, synchronous voltage source behind a reactor, the amplitude and phase angle of which are 
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controlled by the external control via appropriate reference signals. 

To achieve this we have two control approaches, one where we control the dc capacitor voltage (which 

in turn is controlled by the angle of the output voltage) and second where we use  internal voltage control 
mechanism PWM of the inverter in which case the dc voltage is kept constant (by the control of the angle od lag 

behind the grid voltage which is required for active power absorbtion , which in turn is required for losses in the 

STATCOM). Here we use the second type of control . 

Block diagram of the control circuit: 

For controlling the modulation index for PWM refer Fig (4): 

           

   

 

 

 

 
 

 

 

 

 

Figure (4): Control circuit for the modulation index for PWM. 

 

The control circuit for controlling the lag behind the grid voltage the circuit is as shown in Fig(5). 

 

 

 

 
 

 

 

 

 

 

 

Figure (5): control circuit for the control of  the angle δ . 

 

Thus the input signals required for the controller are , the bus voltage , the inverter output current ,the 

reference current from the load , and the reference DC link voltage. The dc voltage reference determines the real 
power the STATCOM must absorb from the ac system in order to supply its internal losses. For the control of 

the modulation index we require two inputs those are the Iqref from the load side and the Iqstatcom .Now this 

Iqref is got from the load side by taking the load current and converting the abc components of this current to 

the equivalent dq0 components by using parks transformation which is explained later . A similar procedure is 

followed for the statcom currents. The q component is then compared and this error is given to the PI controller 

which governs the modulation index. 

Thus when modulation index increases the statcom voltage increases and the statcom currents increase 

because of which the Iqstatcom increases and tries to be equal to the load Iqref . For the control circuit of the 

angle delta . The angle delta  is the angle by which the statcom output voltage will lag the grid voltage to absorb 

the requisite amount active power for its switching and other losses. 

 The inputs for this control are the DC link voltage (voltage of the capacitor) and the reference voltage ( 

which is what ideally the capacitor voltage should be ). This error drives a PI controller which gives us the 
reference for the active current to be drawn by the statcom . This Idref is the compared with the Idstatcom got 

by abc to dq0 transformation of the statcom output currents .The error of Idref and Idstatcom drives the PI 

controller to give us delta . Thus when delta increases , the statcom voltage lags behind the grid voltage even 

more and more active power is drawn to compensate for losses due to switching and to maintain the capacitor 

voltage constant. 

 

IV. Parks Transformation (ABC To Dq0 Transformation) 
In the case of balanced three-phase circuits, application of the dqo transform reduces the three AC 

quantities to two DC quantities. Simplified calculations can then be carried out on these DC quantities before 
performing the inverse transform to recover the actual three-phase AC results. It is often used in order to 
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simplify the analysis of three-phase synchronous machines or to simplify calculations for the control of three-

phase inverters and their gating pulses. For this transformation there are two aspects . One is the abc to α-β 

transformation and the other is α-β to dq transformation. 
The matrix for abc to α-β transformation is: 

 

 

 

 

The matrix for α-β to dq transformation is: 

 

 

 

Where ɸ is the frequency at which we want to rotate the α-β frame ± the angle between the frames. 

A sample output for this transformation is:- 
Input: 

 
Figure (6) .Sample input for abc to dq0 transformation 

 

Output: 

 
Figure (7), Sample output from abc to ddq0 transformation  

 

V. Three Phase Pll 
It is necessary for the power factor control to detect the accurate phase information of the utility 

voltages. Therefore, the phase-locked loop (PLL) can be considered to be an important part of grid-connected 

power generation systems. The block diagram for implementing the three phase PLL is as follows: 
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Figure (8) Implementation of three phase PLL  

 

VI. Single Line Diagram Of The System 
 

 
Figure (9) Single line diagram of the system  

 

VII. Simulink Model Of The System 
The simulink model for the test system is as shown it consists of a source , a inductance between the 

source and the point where the STATCOM is connected to the system to represent the transmission line 

inductance , the three winding transformer and the load. The STATCOM consists of the DC link capacitor the 

three phase inverter connected to the three winding transformer . It also consists of a three phase PLL connected 

to the load side. It consists of two control circuits. One of that of the modulation index and the lower one of the 
angle δ. 

The modulation indexis then multiplied with the sine waves of the gating pulses which are then 

compared with the ramp wave to get us the gating pulses. 

The waveforms are thus : 

ma*sin(wt- δ) , ma*sin(wt-(2π/3)-δ)  and ma*sin(wt+(2π/3)-δ). 

The Simulink model is as shown in Fig(10) 
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Figure (10). Simulink model of the system 

 

The plot of the power consumption of the load side is as follows:- 
Active power is shown in Fig (11)  
 

 
Figure(11) : Active power consumed by the load . 

 

Reactive power is shown in Fig (12)  
 

 
Figure (12) : Reactive power consumed by the load 
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A plot of the load currents is shown in Fig(13) 
 

 
Figure (13) Aplot of the load side currents  

 

The plots of the D STATCOM are: 

A plot of the STATCOM current is shown in Fig (14). 

 

 
Figure (14) STATCOM currents  

 

Active power taken by the STATCOM is shown in Fig(15) . 
 

 
Figure(15) Plot of the active power taken by the STATCOM. 
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Note that the active power here is negative because it is being taken from the source not given unlike the 

reactive power which is given and is shown as positive. 

 
The reactive power given by the STATCOM is shown in Fig(16) . 
 

 
Figure (16) .Reactive power given by the STATCOM  

 

The plots concerning the source evaluation are:- 

Source current ( of R phase ) is shown in Fig(17). 
 

 
Figure(17). Source current  

 

Active power Supplied by the Source is shown in Fig(18). 
 

 
Figure(18) Active power supplied by the source . 
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The reactive power supplied by the source is shown in Fig (19). 
 

 
Figure (19) Reactive power supplied by the source  

 

Note that here some reactive power is still given by the source because of the reactance kept near the source to 

represent the source inductance and the inductance of the transmission lines  

 

VIII. Conclusion 
The comparison between load side current and the source side current gives us that the source side 

current is lesser in magnitude than the load side current as the source does not have to supply reactive power. 

This indicates that a higher amount of load can be supplied from the same transmission line on using a 

STATCOM to compensate for the reactive power of the load . Thus power transfer capacity is increased. 

The source active power is seen at 3000 W and the reactive power at 200 VAR. Thus the source power 

factor is 0.9977 ( close to 1 ).Thus the source power factor correction is achieved. 

The reactive power supplied by the STATCOM and that consumed by the load are equal .Thus the 

reactive power of the load is given by the STATCOM .Thus load compensation by the STATCOM is achieved . 

 

IX. Future Work 
The possibilities for the future work in the field of STATCOM and load compensation are many. A 

multilevel inverter can be used. The control circuit can employ fuzzy controller PR controller or adaptive PI 

fuzzy controller. The devices can be set to work on PV cells or wind power. 
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I. INTRODUCTION 

The sugar and distillery industries are the most important agro-industries for economic development 

in Mexico and several countries for the production of sugar and alcohol. However, alcohol industry has been 

proved as one of the industries, which consume large amount of water and energy, produce numerous organic 

pollutants, and cause serious contamination [1]. All distilleries produce an effluent commonly known as 

“vinasse,” an amount equal to 10–15 times that of the volume of alcohol [2] 

According to the origin of the raw material and the fermentation / distillation used for obtaining 

alcohol, is the high content of COD, total nitrogen, total phosphorus effluent among other parameters. The 

vinasses disposal into the environment is hazardous and has high pollution potential. The highly colored 

components of the vinasses reduce sunlight penetration in rivers, lakes or lagoons, which in turn decrease both 

photosynthetic activity and dissolved oxygen concentration affecting aquatic life. In accordance Pant and 

Adholeya [3] the brown colour is due to phenolics (tannic and humic acids) from the feedstock, melanoidins 

from Maillard reaction of sugars (carbohydrates) with proteins (amino groups) 

[2] Patel et al. reported that the dry vinasse or effluent contains about 38–40% inorganic salts of 

potassium, sodium, magnesium, and calcium in the form of chlorides, sulfates, and phosphates, and about 60–

62% organic compounds. Besides a strong pungent smell and intense dark color, effluent has a large biological 

oxygen demand (BOD) and chemical oxygen demand (COD) in the range of 45 and 100 g/L, respectively.  

[4] Mohana et al. indicate that the unpleasant odor of the vinasse is due to the presence of skatole, 

indole and other sulphur compounds, which are not effectively decomposed by yeast during distillation.  

A number of technologies have been explored for reducing the pollution load of distillery effluent. 

Biological treatment of distillery is either aerobic or anaerobic but in most cases a combination of both is used. 

Various physicochemical methods such as adsorption, coagulation–flocculation, and oxidation processes have 

also been practiced for the treatment of distillery effluent [3].  

Among anaerobic technologies available, based clearly in the granular sludge blanket is the most 

interesting. The UASB concept is one of the most notable developments in anaerobic treatment process 

technology, conceived in the late 1970’s in the Netherlands by Professor Lettinga Gatze Wageningen.  

Abstract: An Anaerobic Sludge Blanket (UASB) reactor was used to study the treatment of distillery 

effluent. Vinasse was used to feed the reactor, although its Chemical Oxygen Demand (COD) 

concentration varied during the experiment, the volume utilized to feed the reactor was adjusted to 

maintain constant Organic Load Rate (OLR). The UASB reactor was operated with OLR 1, 2, 4 and 6 

gCOD/Ld. Removal efficiencies of 76,64,63 and 51% respectively were observed. The reactor responded 

with progressive decreases of efficiency with each increase of OLR, the total mass removed increased. 

An average biogas production of 1.400, 1.872, 2.17 and 2.172 L to each OLR of 1, 2, 4 and 6 gCOD/Ld, 

respectively was observed. The methane content in biogas was 63, 68, 86 and 89% each OLR tested. 

Methane production is also followed with values of .892 L to OLR 1 gCOD/Ld, 1.264 L to OLR 2 

gCOD/Ld, 1.876 L to OLR 4 gCOD/Ld and 2.900 L to OLR 6 gCOD/Ld.  

The UASB reactor operating in continuous mode, it was necessary to evaluate the best conditions for 

this type of waste. The treatment of distillery effluents using a UASB reactor is feasible and is an 

alternative to treat these wastes in the alcohol industries 

Keywords: Anaerobic digestion, organic load rate (OLR), UASB reactor, Vinasse, Biogas 
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The key features of the UASB process that allow the use of high volumetric COD loadings compared 

to other anaerobic processes. In this study the influence Organic Load Rate (OLR) with the removal efficiency 

was evaluated. 

 

II. MATERIALS AND METHODS 
2.1 UASB reactor 

The UASB reactor (Figure 1) consisted of a glass column 53 cm high, with 7.5 cm internal diameter 

and six sampling points along its length, the reactor had a total volume of 2.3 L. 

The reactor was fed with vinasse using a peristaltic pump and the vinasse was maintained at 20°C in a 

container during the feeding to the reactor. The hydrodynamic conditions and upflow was maintained by 

recycling using a Masterflex® peristaltic pump .An inverted conic gas-solid-liquid separator was installed in 

the upper part of the reactor, after the biogas passed through a Mariotte Flask containing to (3N NaOH) 

solution. The operation temperature was of 35±2°C using a Polystat® water bath heater circulator 

 

1. Effluent	

3.	Vinasse	
reservoir	

4.	Feeding	
pump	

6.	Recycle	pump	
5.	water	bath	

heater	circulator		

8.	Thermometer	

9.	Mario e´s	
flask	device	

2.	Sampling	
ports	

7.	Biogas	output	

 
Figure 1. UASB reactor 

 

2.2 Experimental procedure  

To inoculate the UASB reactor, there were used granular sludge from a Wastewater Treatment Plant 

(WWTP), which is a mixture of urban wastewater (UW) and Industrial Wastewater (IW), from various local 

industries such as; brewery, paper, production of drugs, chemicals, steel mills, petrochemical and others. In the 

beginning of the experiment, an operation was performed in batches. 600 ml of concentrated sludge were used, 

which represented an initial concentration of 10.63 g/L of VSS in the mixed liquor in the reactor. A solution of 

inorganic medium adds (Table 1) 

Table 1. Modified inorganic medium 

Modified Kawahara  Stock solution volume/100 ml of reactor 

KH2PO4 4.05 g/l 15 ml Stock solution of KH2PO4 

K2HPO4 8.385 g/l 4 ml Stock solution of K2HPO4 

NH4Cl 7.95 g/l 4 ml Stock solution of NH4Cl 

CaCl2 1.125 g/l 4 ml Stock solution of CaCl2 

MgCl2.6H2O 1.0 g/l 4 ml Stock solution of MgCl2.6H2O 

FeSO4.7H2O 5.6 g/l 4 ml Stock solution of FeSO4.7H2O 

 

Note: Original Inorganic medium [5] 
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2.3 Substratum 

The vinasse used throughout the entire study, came from a family local distillery that processes about 

20,000 liters of daily alcohol from molasses. The production of vinasse is about 20 L per liter of processed 

alcohol, i.e. 200 m
3
 per day. This vinasse are downloaded and processed in an anaerobic lagoon system. The 

vinasse was sampled monthly during the project; in the Table 2, the average characterization of the vinasse 

used for the project is summarized. It was operated in continuous mode, feeding vinasses by a peristaltic pump. 

The vinasse was neutralized before feeding the reactor, taking a pH of 4-7 with manual addition of 3N NaOH. 

Initial OLR 1 gCOD/Ld was applied, with an average concentration of vinasse of 108.33 and 97.47 gCOD/L 

total and soluble, respectively. OLR gradually increasing values were performed at 2, 4, up to a maximum 

value of 6 gCOD/Ld observing the stabilization of the system in each condition. In Table 3, the UASB reactor 

operations conditions are shown. Gradual increases were performed according to the recommended values by 

Lettinga and Hulshoff [6] 

 

Table 2. Characterization of the vinasse 

Parameter Average Maximum Minimum 

pH 4.14 4.44 4.03 

Conductivity (µs/cm) 21.17 29.80 7.73 

Tot-COD (g/L) 128.63 217.71 57.59 

Sol-COD(g/L) 108.48 156.07 36.13 

TTS (g/L) 80.12 113.98 17.85 

VTS (g/L) 58.11 81.67 11.81 

TSS (g/L) 6.83 15.24 1.08 

VSS (g/L) 5.42 11.78 0.96 

N-Organic(g/L) 0.25 0.65 0.08 

TKN (g/L) 0.28 0.69 0.12 

N-NH4 (g/L) 0.03 0.05 0.003 

Total phosphate (g/L) 0.08 0.15 0.01 

Sulfates (g/L) 9.36 14.64 5.03 

 

Table 3. Average operating conditions of the UASB reactor with proved OLR 

 
OLR (gCOD/L·d) 

1 2 4 6 

Upflow velocity (m/h) 2 2-3 2,5-3 2,5-3 

HRT (days) 109 58 30 25 

Flowrate (L/d) 0,022 0,042 0,108 0,099 

Temperature (ºC) 36±2 36±2 36±2 36±2 

 

2.4 Performed analyzes 

To verify the stability of the system, the following parameters were analyzed daily, influent and 

effluent: CODTotal, CODSoluble, sulfate (SO4
2-), total solids (TS), volatile total solids (VTS), total suspended 

solids (TSS) and volatile suspended solids (VSS), pH, temperature, biogas and CH4 produced. For the 

analytical determination of soluble compounds previously samples were centrifuged (6000 rpm for 30 min.). 

The procedures correspond to those reported by Mexican standards, and standardized methods for the analysis 

of drinking and Wastewater [7] 
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III. RESULTS AND DISCUSSION 
 

3.1 Process Performance  

The percentage of CODsoluble removal function of time can be seen in Figure 1. At the beginning of the 

experiment, was observed an upper 98% removal during the first 20 days. It is up to day 50 and up to a length 

approximately equivalent to 1 HRT that is beginning to show a stable clearance values over 70%. Initially the 

OLR of 2 gCOD/L·d values for removal of approximate 80% this is still observed for 72 days after the 1 OLR 

gCOD/L·d, ie equivalent to the period of 1 HRT.  The observed average value of COD removal percentage is 

approximately 60%. By applying OLR of 4 gCOD/L·d due to a change in the concentration of our vinasse 

during a period of approximately 50 days, we obtain data clearance 40 to 60%.  Once stabilized feeding 

conditions, a removal of CODsoluble average of 60% is reached. 

During OLR of 6 gCOD/L·d is observed a greater variability in the percentage of COD 

removal. Excluding the period in batch mode to recover the activity of the reactor, the average removal 

efficiency of soluble COD was 51%. We can observe that while the reactor responds by a progressive reduction 

to each increase efficiency OLR the total mass removed increases.  

The response of the reactor and the biodegradability of the effluent is considered that further increases 

OLR could irreversibly affect the operation of the reactor. However it is clear that the concentration of vinasse 

and consequently, HRT plays an important role in the operation and efficiency of the UASB reactor. This 

directly impacts the Hydraulic Retention Time (HRT), which has values of 118, 59, 41, 24 days for the OLR 1, 

2, 4 and 6 gCOD/Ld respectively. 

These facts still position the UASB technology in a suitable and appropriate process for the treatment 

of sugar cane alcohol vinasses. 
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Figure 2. COD soluble removal versus time 

 

3.2 Biogas production 

The biogas production, CH4 and CH4 percentage is illustrated in figure 3. To an OLR 1 gCOD/Ld 

average and stable biogas production and methane with values of 1.4 L and 0.892 L respectively was observed. 

The presented biogas contained 63% of methane. Biogas production and methane observed reflect a good 

development of the granule and a good metabolism by this. Furthermore, the average theoretical production of 

CH4 is 0,646 L, i.e. lower than actually occurred, this may have two explanations. First, the sensitivity of the 

biogas production volumetric system. However, the measured values would be lower than the theoretical, in 

this case. For this reason, a second alternative is required. According E. Houbron, et al [8] a solids residence 

time of more than 20 days, promotes liquefaction of solid organic wastes. Indeed given the amount of solids in 

the vinasse and HRT 118 days, the conditions for hydrolysis-solubilization of this organic matter are presented 

and allow additional methane production. With respect to the OLR 2 gCOD/Ld, the average production of 

biogas and methane had values of 1.87 L and 1.26 L respectively. The methane gas is 68%, which represents 

an interesting quality of biogas from the energy standpoint. The theoretical value calculated methane is 1 L. 

This value is still lower than what actually occurred. Under these operating conditions the HRT of 59 days is 

still suitable to hydrolysis-solubilization of solid waste and the generation of an extra amount of methane. By 

increasing OLR 4 gCOD/Ld proportional increases were observed in the production of biogas and methane. 
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The average production of biogas and methane was 2.17 L and 1.87 L, respectively. The methane content of 

the biogas is very interesting; values increased to 86%. The average theoretical methane production represents 

the 2.15 L, higher than the measured value. Under this OLR of 4 gCOD/Ld, HRT is approximately 40 days 

whereby the condition for hydrolysis of the solids is reduced. The difference between real and calculated 

methane production corresponds to the balance of the catabolism and anabolism of the microorganisms in the 

reactor, under these operating conditions. With OLR 6 gCOD/Ld an average biogas and methane production 

of 3.26 L and 2.9 L, respectively was observed. Actual production of methane is close to the theoretical value 

calculated from 2,767 L. The average percentage of CH4 content in the biogas was 89%. Biogas constant 

values when applying OLR 4 and 6, even with the variability of HRT were maintained.  

 

 
Figure 3. The biogas production, CH4 and CH4 percentage versus Organic load rate (OLR) 

 

3.3 Methane yield 

To make a more accurate methanogenic activity of granules in the reactor evaluation, the methane 

yield was used as a monitoring parameter [9] [10]. The methane yield is the amount of methane produced per 

mass of organic matter, removed at a given temperature. The average temperature of the reactor throughout the 

whole study was 36°C, corresponding to a theoretical 0.396 production efficiency LCH4/gCODremoved. 

In Figure 4, the methane yield evolution versus OLR is showed. For OLR 1 g COD/Ld a YCH4 

average of 0.504 LCH4/gCODremoved was obtained. The methane yield real value exceeds the theoretical value, 

involved the long HRT, which allows it to carry out a hydrolysis-solubilization of the solids, which generates 

an extra supply in soluble COD. For OLR 2, 4, and 6 gCOD/Ld, methane yield values are very close to the 

theoretical value. As we discussed previously, the presence of solids and long HRT generate favorable 

hydrolysis-solubilization conditions, which may explain an additional methane production. These optimal 

values of methane yield confirm the excellent activity of the granules to treat vinasse. However, an 

optimization of the HRT or dilution vinasses, may eventually reduce the toxicity of the substrate, increase its 

removal at higher OLR and also eliminate hydrolysis-solubilization. 

 

 
Figure 4. The Methane yield (YCH4) evolution versus Organic load rate (OLR) 
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Several authors reported the operation of UASB reactors at higher loads of 10 gCOD/Ld [11] [12] 

[13]. However all reported strong reduction removal efficiency by increasing the load. Moreover, it is reported 

[14], that dilute effluent removal efficiencies increase. Now, while diluting a vinasse at laboratory does not 

represent major problems, in situ requires a huge source of water. Given the laws in practice is unthinkable, 

use clean water to dilute vinasse, so the only option would be to reuse the treated effluent. Another alternative 

could be mixing the waters of vinasse with urban wastewater. But, as Toze [13] mentioned, there are a number 

of risk factors to reuse. Certain factors are short term and vary in their degree of risk, depending human, 

animal and environmental factors (pathogens, microbes), while others have a long term impact, which increase 

with continued use of wastewater recycling (eg, saline effects on soil). Therefore, dilution of vinasse as charged 

is not as viable in situ solution. 

IV. CONCLUSION 
By operating the UASB reactor in continuous mode, it was possible to evaluate the best operating 

conditions for this type of waste (vinasse). For a range of operation OLR 1-6 gCOD/Ld quite a favorable 

response is observed with respect to the performance of UASB reactor, as presented soluble COD removal 

percentages of 51 to 76%, similar efficiencies to those reported literature. The OLR 6 gCOD/Ld for the UASB 

reactor fed with vinasse represents the limit of its capacity. However, with increasing OLR increased biogas 

production and methane is generated. Elevated HRT applied, allowed hydrolysis-solubilization of solid, 

generating an extra production of methane, which is reflected in the higher theoretical value YCH4. Once the 

reactor stabilized, catabolism was the dominant biochemical process. Treating cane alcohol vinasse using an 

UASB reactor is feasible, however the high concentration of organic matter imposes high HRT. 
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I. INTRODUCTION 
The term VGA stands for Video Graphic Array. This VGA is a graphics display systems for PCs 

developed by IBM. VGA has become one of the factor standards for PCs. In graphics, generally the resolution is 
either 640 by 480 within 16 colors or 320 by 200 within 256 colors. While this resolution has been superseded 

in the personal computer market, it is becoming a popular resolution on mobile devices. Figure 1 shows 

overview of VGA port connection to a monitor. 

 
Fig 1: VGA port connection to a monitor 

 

II. VGA PRINCIPAL 
A colorful image is generated when the electron beam from a cathode ray tube hits the fluorescent 

screen. To generate an image, the screen will be scanned by the electron beam. The scan mode can be divided 

into progressive scan and interlaced scan. 

The progressive scan begins from the top left corner of the screen and it scans point by point from left 

to the right of one line. After one line is scanned, the electron beam moves back to the left start point of the next 

line and the beam is synchronized by horizontal synchronization signal. During this movement, the cathode ray 

tube blanks the electron beam. The beam scans the screen line by line until it reaches to the bottom right corner 

of the screen. After all lines scanned, the beam moves back to the top left corner of the screen and the beam is 

synchronized by horizontal synchronization signal. During this movement also, the cathode ray tube blanks the 
electron beam. At this point, an image frame is generated. Figure 2 shows the progressive scan. 

Abstract: Basically, here I have used VGA for implementing basic characters/Symbols that can be either 

used in advertisements that deals with real-time application. So, I thought of using VGA as a standard for 

this implementation as it is the basic graphics array and compatible with other graphical arrays. This 
project also describes about the design of VGA (Video Graphic Array) Controller using combination of 

three bit input data to control eight differences colors to display text at monitor by using on board 

pushbuttons for the input. Three color signal referred to collectively as R (red), G (green) and B (blue) 

signal(i.e. RGB). The VGA monitor using resolution of 640 by 480 by mode to display 

Characters/Text/Images in different colors.  Here, we used VHDL language on Xilinx ISE  software for 

interfacing the required peripheral to the Xilinx FPGA Spartan Series. Where, I implementing the 

application of VGA with the help of VHDL language on Xilinx FPGA, that will contain the logic part. For 

Simulation part we are using Modelsim 10.2. Finally, the results that we obtained for VGA application 

implementation. 

Keywords:  FPGA, Modelsim 10.2a, VGA, VHDL, Xilinx ISE 14.2.  
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The interlaced scanning scans every other line of the screen. After the screen is scanned once, the 

electron beam returns to scan the rest lines. 

 
Fig 2: Progressive Scan 

 

2.1 VGA Controller: 

Video Graphics Array (VGA) is mostly used for computer monitors, with a high-definition resolution 

video standard. It has the ability the ability to transmit a sharp detailed image. VGA uses separate wires to 

transmit the three color component signals, vertical and horizontal synchronization signals. Red, green and blue 

are three signals that send color information to VGA monitor. There are four main components in VGA 

controller which are VGA interface signals, VGA interface definition, VGA control signal, VGA timing Control 

and VGA monitor. 
 

2.1.1 VGA Interface Signals: 

There are two types VGA interface signals to display which is data signal, and the other one is control 

signal. Data signal have three parts which is Red, Green and Blue and for control signal have two parts which is 

Horizontal Synchronization and Vertical Synchronization. There are different frequencies of the horizontal 

synchronization signal and vertical synchronization signal for the changeable output resolution. Here is a table 

to imply the range of  

 

2.2 VGA Interface Definition: 

VGA interface sends corresponding display signals to display through DB-15 linker which is directly 

connected to Monitor or LCD by monitor cable. There are 15 pinholes which are asymmetrically divided into 3 
lines, and there are 5 on each line. [3] Here is Figure 3 showing how these pinholes are arranged. 

 

 
Fig 3: VGA display port 
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2.3 VGA Color Signal: 

RGB Color Model is an additive color model. It generates various colors by adding three basic 

colors—red, green and blue. A color can be represented by how much each of the three basic colors is included. 

[4] Each of the three basic colors is one color component of the represented color. It can be concluded by the 

following expression: 

color = f (r, g,b) 

They are just shown in Table 1. 
Table 1: 3-Bit Display Color Codes. 

VGA_R VGA_G VGA_B Resulting Color 

0 0 0 Black 

0 0 1 Blue 

0 1 0 Green 

0 1 1 Cyan 

1 0 0 Red 

1 0 1 Pink 

1 1 0 Yellow 

1 1 1 White 

 

2.4 VGA Monitor: 

Since a VGA monitor is the output device in this thesis, an understanding of how it works is necessary. 

This section describes the basics of the VGA technology, and how one goes about controlling it. 

A VGA monitor is a complete video displaying system that provides a simple controlling interface, for 

the displaying of video images. This interface is defined in a VGA standard. Video images can be defined as 

images that consist of the 3 primary colors in various intensities; this creates a 2 dimensional image that is 

lifelike in appearance. The VGA monitor interface consists of 5 controlling signals. These are the Red, Green 

and Blue colour signals (RGB), the horizontal and vertical sync signals. 

From Figure 3.2 below, it shows the VGA monitor with 640 columns by 480 rows. This VGA monitor is based 

on 25MHz clock. A single dot of colour on a video monitor does not impact much information. A horizontal line 
of pixels carries a bit more information. However, a frame composed of multiple lines can present an image on 

the monitor screen. A frame of VGA video typically has 480 lines and each line usually contains 640 pixels. 

 

III. METHODOLOGY 
 

3.1 The VGA Technology: 

At the heart of the VGA monitor is the CRT described earlier. This time however, there are 3 electrons 

guns for each of the primary colours. The electron beam is scanned across the display section, row by row, 

starting from the top row. On the displaying end of the tube, there are 3 different phosphors, for each of the 
colours. The VGA monitor also contains the electronics that drive the horizontal and vertical deflection plates to 

control this scanning process. The scanning process takes place at a constant rate, which is defined in the VGA 

standard. 

The viewing part of the monitor contains 480 x 640 picture elements, or pixels. The voltage levels on 

the RGB control signals determine the colour of each pixel, when the electron beam scans across this pixel. In 

order to provide motion in the image, the image needs to be refreshed at least 60 times per second as the human 

eye can spot flicker at refresh rates less than about 30 times per seconds. For 480 x 640 pixels VGA monitor, at 

a 60Hz refresh rate, approximately 40ns is needed per pixel. A 25 Mhz clock has a 40ns period 

 

3.2 VGA Timing Control: 

Pixels are updated in a serial fashion. The pixel clock runs at 25MHz. The electron beam starts at (0, 0) 
and goes horizontally through the first row, up to the last row, and last pixel at (479,639). 

Timing of VGA signals are ruled by VESA. Here is a short introduction about how FPGA drive the 

VGA display with 640×480@60Hz. In the standard of VGA industry, the output frequency of pixel is 

25.175MHz, and the frequencies of horizontal scan and vertical scan are 31.496 KHz and 59.940 Hz. If display 

receives this standard frequency, then the resolution will be 640×480, and refresh rate is 60Hz. [2]  

The VGA vertical timing is basically the same as the VGA Horizontal Timing. The difference is that 

vertical synchronization pulse represents the end of one image frame and the start of the next frame. The RGB 

data during display interval includes all lines of the screen. 
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3.3 System Requirement Analysis: 

Figure 4 shows the devices required in this project. We need Spartan 3E FPGA board which contain 

VGA interface. The host PC is used to configure the hardware design and download the designed from FPGA 

board. The display is controlled by the FPGA board interface and displayed on the LCD Monitor through VGA 

interface. From these devices, the following components are required: 

 Spartan 3E FPGA board. 

 SDRAM Controller for Memory 

 VGA Controller Interface 

 Clocks for processor, SDRAM and VGA 

 

 
Fig 4: Required Devices and Collections 

 

 
 

Fig 5: Block Diagram of VGA Controller 

 

IV. SIMULATION RESULTS 
In this paper i interface a VGA port available on FPGA board to generate the character(s) from ASCII 

text characters. To display text on video controller is an important function. I made the Character generation 

circuit that took the character from internal ROM to facilitate the display of text characters on a screen. To 
display text on my VGA display, I organized the 640x480 display area into "tiles" where each tile represents a 

character location. In this project, the font size of each character is 16x8 (height & Width). This font will display 

80 text characters in each line Mapped onto a 640x480 display (i.e., 640 pixels divided by 8 columns per 

character) and 30 lines (480 / 16). Each of the 640x480 pixels in the display are associated with one of the 

80x30 character locations fig 6 shows the simulation result of VGA controller for display color input 100, 

display output color 100 and background color is 011. 
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Fig 6: Simulation Result for VGA 

 

Fig 7 shows the simulation result of VGA controller for display color input 110, display output color 110 and 

background color is 001. 

 

 
  

Fig 7: Simulation Result for VGA 

 

We have implemented our work on FPGA Spartan3E also and we get result for different display color 

inputs by three DIP switches on FPGA board. DIP switches are responsible for the color of display character 

and background color. We need a CRT monitor to visualize the effects (Results may be vary for different CRT 

manufacturers) shows in fig 8. 
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(a) 

 

 

(b) 

Fig 8: Output display by FPGA kit. 

We are using Xilinx tool for synthesis our code fig 9 shows the main RTL of our code. 
 

 
Fig 9: Main RTL 
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V. CONCLUSION 
In this paper I interface a VGA port available on FPGA board to generate the character(s) from ASCII 

text characters. To display text on video controller is an important function. I made the Character generation 

circuit that took the character from internet ROM to facilitate the display of text characters on a screen. To 
display text on my VGA display, I organized the 640x480 display area into "tiles" where each tile represents a 

character location. In this project, the font size of each character is 16x8(height & Width). This font will display 

80 text characters in each line Mapped onto a 640x480 display (i.e., 640 pixels divided by 8 columns per 

character) and 30 lines (480 / 16). Each of the 640x480 pixels in the display are associated with one of the 

80x30 character locations. 

VGA is an important output section for displaying the results. My work could be move further for 

interfacing the keyboard (PS2/USB) for more interesting real world implementation to a complete gaming 

device. 
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I. INTRODUCTION  
Photovoltaic (PV) power supplied to the utility grid is gaining more and more visibility, while the 

world’s power demand is increasing. . Photovoltaic inverters are widespread in both private and commercial 

circles. These grid-connected inverters convert the available direct current supplied by the PV panels and feed it 

into the utility grid.. The grid-connected photovoltaic (PV) systems, especially the low-power single-phase 

systems, call for high efficiency, small size, light weight, and low-cost grid connected inverters. Most of the 

commercial PV inverters employ either line-frequency or high-frequency isolation transformers.  

However, line-frequency transformers are large and heavy, making the whole system bulky and hard to 

install. Topologies with high-frequency transformers commonly include several power stages, which increases 
the system complexity and reduces the system efficiency. Consequently, the transformer less configuration for 

PV systems is developed to offer the advantages of high efficiency, high power density and low cost. 

Unfortunately, there are some safety issues. Without transformer, there is a path for leakage current 

between PV array and the grid. High frequency common mode voltage generated by inverter appears across 

stray capacitance formed between the ground  and the array terminals. This causes flow of high leakage current 

from the inverter to the ground. If the leakage current is not regulated within a reasonable margin, it can cause 

electromagnetic interference, safety issues and grid current distortion. Therefore in order to minimize the 

leakage current, high frequency common mode voltage must be avoided in transformer less grid connected PV 

applications. 

To avoid the common-mode leakage current, the conventional solution employs the half-bridge inverter 

or the full-bridge inverter with bipolar sinusoidal pulse width modulation (SPWM), because no variable 

common-mode voltage is generated. However, the half-bridge inverter requires a high input voltage which is 
greater than, approximately, 700V for 220-Vac applications. As a result, either large numbers of PV modules in 

series are involved or a boost dc/dc converter with extremely high-voltage conversion ratio is required as the 

first power processing stage. The full-bridge inverter just needs half of the input voltage demanded by the half-

bridge topology, which is about 350V for 220-Vac applications. But the main drawback is that the full bridge 

inverter can only employ the bipolar SPWM strategy with two levels, which induces high current ripple, large 

filter inductor, and low system efficiency. . The main goal of this project is to analyze and model transformer 

less PV inverter systems with respect to the leakage current phenomenon that can damage the solar panels and 

pose safety problems. 

 

Abstract: In grid connected PV systems, the elimination of isolation transformer introduces common 

mode leakage current due to the parasitic capacitance between PV panels and the ground. The common 

mode leakage current reduces the efficiency of power conversion stage, affects the quality of grid 

current, deteriorate the electric magnetic compatibility and give rise to various safety threats. In order 

to eliminate the leakage current, an improved transformer less topology with virtual DC bus concept is 

proposed here. By connecting the grid neutral line directly to the negative pole of the DC bus, the stray 

capacitance between the PV panels and the ground is bypassed. The topology consists of only five power 
switches, two capacitors and the filter section. Therefore, the power electronics cost can be curtailed. 

This advanced topology can be modulated with the sinusoidal pulse width modulation (SPWM) to reduce 

the output current ripple. The simulation result of the proposed topology using MATLAB/SIMULINK is 

presented.  

Keywords: Common mode leakage current, Transformer less inverter, Unipolar SPWM, Virtual dc bus. 
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II.   LITERATURE REVIEW 
Ideal transformer less inverter generates constant common mode voltage. However, if the voltage 

varies with time, then a leakage current is produced. For the sake of minimizing this leakage current, different 

topologies were studied in details. 

2.1 Common Mode Current 
If the transformer is omitted, the common mode (CM) ground leakage current may appear on the 

parasitic capacitor between the PV panels and the ground. The existence of the CM current may reduce the 

power conversion efficiency, increase the grid current distortion, deteriorate the electric magnetic compatibility, 

and more importantly, give rise to the safety threats. The CM current path in the grid-connected transformer less 

PV inverter is illustrated in fig 2.1. It is formed by the power switches, filters, ground impedance ZG and the 

parasitic capacitance CPV between the PV panels and the ground.  

 

 
Fig 1. CM current path for the transformer less PV inverters 

 
The simplified equivalent model of the common mode resonant circuit has been derived in as shown in 

the Figure 2, where CPV is the parasitic capacitor, LA and LB are the filter inductors, icm is the common-mode 

leakage current. 

 
Fig.2 Simplified Equivalent Model of Common-mode Resonant Circuit 

 

An equivalent common-mode voltage Vecm is defined by: 

𝑉𝑒𝑐𝑚 = 𝑉𝑐𝑚 +
𝑉𝑑𝑚

2

𝐿𝐵 − 𝐿𝐴

𝐿𝐴 + 𝐿𝐵

                                  (1) 

 

where 𝑉𝑐𝑚  is the common-mode voltage, 𝑉𝑑𝑚  is the differential mode voltage, 𝑉𝐴𝑁  and 𝑉𝐵𝑁  are the output 

voltages of the inverter relative to the negative terminal N of the dc bus as the common reference. 
 

𝑉𝑐𝑚 =
𝑉𝐴𝑁 + 𝑉𝐵𝑁

2
                                                         2  

 

𝑉𝑑𝑚 = 𝑉𝐴𝐵 = 𝑉𝐴𝑁 −𝑉𝐵𝑁                                            (3) 
 

 

It is clear that the common-mode leakage current icm is excited by the defined equivalent common-

mode voltage Vecm.Therefore, the condition of eliminating common-mode leakage current is drawn that the 

equivalent common-mode voltage Vecm must be kept a constant as follows: 
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𝑉𝑒𝑐𝑚 = 𝑉𝑐𝑚 +
𝑉𝑑𝑚

2

𝐿𝐵 − 𝐿𝐴

𝐿𝐴 + 𝐿𝐵

 

 

                                                                                        =
𝑉𝐴𝑁 +𝑉𝐵𝑁

2
+

𝑉𝐴𝑁 −𝑉𝐵𝑁

2

𝐿𝐵−𝐿𝐴

𝐿𝐴+𝐿𝐵
 

 

                                                                                          =constant                                              (4) 

 

One of the filter inductors LA and LB is commonly zero.The condition of eliminating common-mode 
leakage current is accordingly met that 

 

𝑉𝑒𝑐𝑚 =
𝑉𝐴𝑁 + 𝑉𝐵𝑁

2
+

𝑉𝐴𝑁 − 𝑉𝐵𝑁

2
= 𝑉𝐴𝑁  

 

                                                                    =constant (𝐿𝐴 = 0)                               (5) 

 

𝑉𝑒𝑐𝑚  =
𝑉𝐴𝑁 + 𝑉𝐵𝑁

2
−

𝑉𝐴𝑁 − 𝑉𝐵𝑁

2
= 𝑉𝐵𝑁  

 

                                                                    =constant (𝐿𝐵 = 0)                               (6)  

 

  

Thus the condition of eliminating leakage current is met such that 

 

𝑉𝑒𝑐𝑚 = 𝑉𝑐𝑚 =
𝑉𝐴𝑁 + 𝑉𝐵𝑁

2
 

 

 

                                                                                  =constant (𝐿𝐴 = 𝐿𝐵)                              (7) 

 

2.2 Existing Topologies. 
2.2.1 Full Bridge topologies 

Many solutions have been proposed to realize CM voltage constant in the full-bridge transformerless 

inverters . A traditional method is to apply the full-bridge inverter with the bipolar sinusoidal pulse width 

modulation (SPWM). The CM voltage of this inverter is kept constant during all operating modes. Thus, it 

features excellent leakage currents characteristic. However, the current ripples across the filter inductors and the 

switching losses are likely to be large. The full-bridge  inverters with unipolar SPWM control are attractive due 

to the excellent differential-mode (DM) characteristics such as smaller inductor current ripple, and higher 

conversion efficiency. However, the CM voltage of conventional unipolar SPWM full bridge inverter varies at 

switching frequency, which leads to high leakage currents. The full-bridge inverter with bipolar PWM causes 

high switching losses and large current ripples and does not eliminate the DC current injected into the grid that 

has the tendency of saturating the transformer cores. Even though, this topology is being used in some 

commercial transformerless inverters, it still presents quite low efficiency according to the European standards 
due to the losses caused by the double switching frequency. 

For this reason, some state of the art topologies, such as the H5 inverter, the Heric inverter etc. have 

been developed based on full bridge inverter, to keep Vcm constant when unipolar modulation is used. 

H5 circuit 

This topology is based on the full bridge with an extra switch on the DC side. In this topology, the 

upper switches operate at grid frequency while the lower switches operate at high frequency . The extra switch 

operates at high frequency and guarantees the disconnection of the DC source from the grid. This topology has 

two main disadvantages. The first one is the high conduction losses due to the fact that three switches operate 

simultaneously. The second one is that the reactive power flow is not possible due to the control strategy. 
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Fig 3. H5 circuit 

 

The H-5 topology, that uses a full-bridge consisting of the four switches S1, S2, S3 and S4, and the 
DC-bypass S5 switch. The switches S1 and S2 are operated at grid frequency, whereas S3, S4 and S5 are 

operated at high frequency. During current free-wheeling period, S5 is open, disconnecting PV panels from the 

inverter full H-bridge. The free-wheeling path is closed by the transistor S1 and the inverse diode of S3 for the 

positive half-cycle of the electrical grid, and by the transistor S3 and the inverse diode of S1 for the negative 

half-cycle 

Heric converter: 

HERIC (Highly Efficient and Reliable Inverter Concept) topology is another structure that avoids a 

fluctuating potential on the DC terminals of the PV generators by means of disconnecting the converter from the 

grid. 

 
Fig 4. Heric converter 

 

It combines the advantages of the unipolar and bipolar modulations. It has a three level output voltage, 
a high efficiency and a low leakage current. However, the HERIC topology presents low frequency harmonics 

and does not allow for reactive power flow. This is due to the control strategy. 

 

2.2.2 Half bridge inverter topologies. 

In half-bridge inverter  the grid neutral line directly connected to the midpoint of the dc bus. In this 

way, the voltage across the parasitic capacitor is clamped to be constant by the dc bus capacitor. However, this 

method has an important disadvantage that the required dc bus voltage should be doubled compared with the 

full-bridge topologies. For the 220 Vac system, it can be as high as 700 V. Although the three-level neutral point 

clamped (NPC) circuit can help improve the performance of the half-bridge inverter, the dc bus voltage is still 

high. The half bridge inverter requires a high input voltage and a boost converter in the DC side that would 

increase the inverter size and cost and reduce its efficiency down to 92% For this reason the half bridge is not 

recommended. 
Conventional half bridge inverter: 

 
Fig 5.Conventional half bridge inverter 
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Firstly, with only two switches in series, the half bridge converter is only capable of transmitting a 

pulse train to the output with a magnitude of half that of the full bridge . This means that for the same DC input 

voltage a half bridge converter may require a front end boost converter to step up the input voltage of the 

inverter. Introducing a new stage of the inverter will introduce charging and power devices which will result in 

additional losses and an overall lower efficiency. As a higher DC input to the half bridge converter is required, it 

also means implemented switching device with a higher voltage rating. Such switching devices typically have 

higher losses and must be switched at a slower rate which may result in an increase in harmonic content of the 
output. It is also worth noting that the topology is only capable of implementing bipolar switching as the design 

consists of two switches making a freewheeling period impossible 

Another associated advantage of utilizing a half bridge topology is that the design naturally prevents 

DC current injection into the AC network . As a half bridge converter implements a split input capacitance, one 

capacitor is always present in the current conducting path. 

Neutral point clamped half bridge inverter: 

 
Fig 6.Neutral point clamped half bridge inverter 

 

Although the Neutral-Point-Clamped (NPC) inverter can be considered a mature solution in traction 

applications, it has only been recently applied in PV systems. It shares most of the advantages of the previously 

presented circuits, namely, no internal reactive-power flow, output voltage with three levels, and minimized 

voltage oscillations of the PV array to ground. A serious drawback for the single-phase application is the 

requirement for a high input-voltage level; the double in comparison with the previous circuits. Another critical 

point regarding the application of such circuit in grid-connected appliances is the higher transient voltage across 

the middle switches. 
 

2.2.3 Other topologies:Karschny inverter topology 

 

 
Fig 7. Karschny inverter topology 

 

The basic topology  allows a direct connection between the output neutral and the negative terminal of 
the PV array, eliminating any voltage oscillations and, in addition, allowing the operation with special thin-film 

panels. The basic structure here consists of a circuit capable of operating as a buck and boost stage with 

auxiliary switches defining the output polarity. The large amount of semiconductors in the current path and the 

necessity of storing the whole energy in the inductor lead, respectively, to high amount of losses and higher 

construction cost and size. 
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III.    PROPOSED TOPOLOGY 
Here ,a novel topology generation strategy called the virtual dc bus concept is proposed for the 

transformer less grid connected pv inverter. In this solution, the grid neutral line is connected directly to the 

negative pole of the dc bus, so that voltage across the parasitic capacitor is clamped to zero. As a result, the CM 
current is eliminated completely.Mean while,the virtual dc bus is created to help generate the negative output 

voltage. The required dc bus voltage is still the same as the full bridge, and there is not any limitation on the 

modulation strategy since the CM current is removed naturally by the circuit structure. In this way, the 

advantage of the full bridge and half bridge based solutions are combined together.  

3.1 Virtual DC Bus Concept 
 

 
Fig 8.Virtual dc bus concept 

 

By connecting the grid neutral line directly to the negative pole of the PV panel, the voltage across the 

parasitic capacitance Cpv is clamped to zero. This prevents any leakage current flowing through it. With respect 

to the ground point N, the voltage at midpoint B is either zero or +Vdc, according to the state of the switch 
bridge. The purpose of introducing virtual DC bus is to generate the negative output voltage, which is necessary 

for the operation of the inverter. If a proper method is designed to transfer the energy between the real bus and 

the virtual bus, the voltage across the virtual bus can be kept the same as the real one. The positive pole of the 

virtual bus is connected to the ground point N, so that the voltage at the midpoint C is either zero or −Vdc.  

The dotted line in the figure indicates that this connection may be realized directly by a wire or 

indirectly by a power switch. With points B and C joined together by a smart selecting switch, the voltage at 

point A can be of three different voltage levels, namely +Vdc, zero and –Vdc. Since the CM current is 

eliminated naturally by the structure of the circuit, there’s not any limitation on the modulation strategy, which 

means that the advanced modulation technologies such as the unipolar SPWM or the double frequency SPWM 

can be used to satisfy various PV applications 
 

3.2 Derived Topology And Modulation Strategy. 

 
Fig 9. Proposed topology 
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Based on the negative voltage generation concept, an inverter topology is derived to show the clear 

advantages of the proposed methodology. It consists of five power switches S1~S5 and only one single filter 

inductor Lf. The PV panels and capacitor C1 form the real DC bus while the virtual DC bus is provided by C2. 

With the switched capacitor technology, C2 is charged by the real DC bus through S1 and S3 to maintain a 

constant voltage. This topology can be modulated with the unipolar SPWM and double frequency SPWM 

 

3.3  Unipolar SPWM 

 
Fig 7 Unipolar SPWM for proposed topology 

 

The gate drive signals for the power switches are generated according to the relative value of the 

modulation wave ug and the carrier wave uc. During the positive half grid cycle,ug> 0. S1 and S3 are turned on 
and S2 is turned off, while S4 and S5 commutate complementally with the carrier frequency. The capacitors C1 

and C2 are in parallel and the circuit rotates between state 1 and state 2 . During the negative half cycle, ug< 0. 

S5 is turned on and S4 is turned off. S1 and S3 commutate with the carrier frequency synchronously and S2 

commutates in complement to them. The circuit rotates between state 3 and state 2. At state 3, S1 and S3 are 

turned off while S2 is turned on. The negative voltage is generated by the virtual DC bus C2 and the inverter 

output is at negative voltage level. At state 2, S1 and S3 are turned on while S2 is turned off. The inverter output 

voltage VAN equals zero, meanwhile C2 is charged by the DC bus through S1 and S3. 

 

3.4 Operating States for Proposed Topology 

 

 
(a) State 1 
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(b) State 2 

 

 
c) State 3 

 

 

 
(d) State 4 

 

Fig 10.Operating States of Proposed Topology 
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For all of the four operation states, there is no limitation on the direction of the output current igrid, 

since the power switches with anti parallel diodes can achieve bidirectional current flow. Therefore, the 

proposed topology has the capability of feeding reactive power into the grid to help support the stability of the 

power system. 

The proposed topology is also immune against transient overvoltage of the grid. During the mains 

positive voltage spikes, the voltage at point A is clamped at Vdc by C1 and the anti parallel diodes of S1 and S4 

. Similarly, during the negative voltage spikes, the voltage at point A is clamped at −Vdc by C2 and the anti 
parallel diodes of S2 and S5 . Therefore, the mains transient overvoltage does not pose a safety threat for the 

inverter. 

 

IV. SYSTEM DESIGN CONSIDERATIONS 
A 500 W prototype is considered to verify the functionality of the proposed topology and the idea of 

virtual dc bus concept. The terminal voltage for a 500 W PV panel is typically 40-60 V. Here a 400 V dc bus is 

considered. The LCL filter is used to reduce the output current ripple. The grid voltage is 220Vac and frequency 

is 50 Hz. MOSFET switches are employed as power switches. 
4.1 Design Of LCL Filter 

 
A LCL filter is often used to interconnect an inverter to the utility grid in order to filter the harmonics 

produced by the inverter.The LCL filter achieves a higher attenuation along with cost savings, given the overall 

weight and size reduction of the components. 

𝐿1: inverter side inductor 

𝐿2: grid side inductor 

𝐶 𝑓 : filter capacitor. 

𝑃𝑛 :be the rated active power. 

𝑉𝑝 :phase voltage. 

𝑉𝑑𝑐 :dc link voltage. 

𝑓𝑔 :grid frequency. 

𝑓𝑠𝑤 :switching frequency 

𝐸𝑛 :rms grid voltage 

𝑘𝑎 = 𝑎𝑡𝑡𝑒𝑛𝑢𝑎𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟 

 

Assume 10% ripple in rated current 

 

* ∆𝐼𝑙 max = 0.1 𝐼𝑚𝑎𝑥       ……………………………………………………            (8)                  

* 𝐼𝑚𝑎𝑥 =
𝑃𝑛 2

𝑉𝑝
                ………………………………………………………..            (9)                 

𝐼𝑚𝑎𝑥 =
500 ∗  2

220
= 3.214 

From equation (1) 

∆𝐼𝑙 max = 0.1 𝐼𝑚𝑎𝑥 =0.1*3.214 =0.3214  

𝐿1 =
𝑉𝑑𝑐

6𝑓𝑠𝑤 ∆𝐼𝑙𝑚𝑎𝑥
  ………………………………………………………………              (10) 
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𝐿1 =
400

6 ∗ 20000 ∗ 0.3214
= 10.37 𝑚𝐻 

 

The base impedance and base capacitance are defined by: 

𝑍𝑏 =
𝐸𝑛2

𝑃𝑛
……………………………………………………………………..                 (11) 

 =
2202

500
= 96.8 

𝐶𝑏 =
1

𝜔𝑔𝑍𝑏
  …………………………………………………………………..                 (12) 

=
1

2𝜋 ∗ 50 ∗ 96.8
= 3.288 × 10−5  

 

For the design of the filter capacitance, it is considered that the maximum power factor variation seen by the 

grid is 5%,indicating that the base impedance of the system is adjusted as follows: 

 𝐶𝑓 = 0.05𝐶𝑏………………………………………………………………..                 (13) 

𝐶𝑓 =1.64×10−6  F. 

Set desired attenuation factor 𝑘𝑎=20%=0.2 

Switching frequency 𝑓𝑠𝑤  =20 kHz. 

𝐿2 =
 (

1

𝑘𝑎
2+1)

𝐶𝑓𝑓𝑠𝑤
2  ………………………………………………………………                 (14) 

      =7.77mH. 

4.2 Design Of dc Capacitors 

𝐶1 =
𝑝

2.𝜔𝑔𝑟𝑖𝑑 𝑈𝑐∆𝑉𝑐1
 ………………………………………………………………          (15) 

𝑈𝑐 :mean voltage across capacitor 

∆𝑉𝑐1 = 4.23 𝑉 

𝐶1=470µF   

∆𝑉𝑐2 = 2.11 𝑉 

𝐶2 =
𝑝

2.𝜔𝑔𝑟𝑖𝑑 𝑈𝑐∆𝑉𝑐2
 ……………………………………………………………..              (16) 

𝐶2= 940µF. 

 

V. EXPERIMENTAL RESULTS 
 

5.1 Simulink  model of proposed topology 
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5.2 Simulink model for unipolar SPWM 

 
 

5.3 Simulation Results 

5.3.1 output waveforms 
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5.3.2 switching pulses 
 

 
 

VI.   Conclusion  
The concept of the virtual DC bus is proposed to solve the CM current problem for the transformer less 

grid-connected PV inverter. By connecting the negative pole of the DC bus directly to the grid neutral line, the 

voltage on the stray PV capacitor is clamped to zero. This eliminates the CM current completely. Meanwhile, a 

virtual DC bus is created to provide the negative voltage level. The required DC voltage is only half of the half 

bridge solution, while the performance in eliminating the CM current is better than the full bridge based 

inverters. Based on this idea, a novel inverter topology is proposed with the virtual DC bus concept by adopting 

the switched capacitor technology. It consists of only five power switches and filter circuit. The proposed 

topology is especially suitable for the small power single phase applications, where the output current is 

relatively small so that the extra current stress caused by the switched capacitor does not cause serious reliability 

problem for the power devices and capacitors. With excellent performance in eliminating the CM current, the 
virtual DC bus concept provides a promising solution for the transformer  less grid-connected PV inverters. The 

software tool used in this project is MATLAB 2007b. 
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I. INTRODUCTION 
The dynamic simulation is one of the key steps in the validation of the design process of the motor-

drive system, which eliminates the designing mistakes and the resulting errors in the prototype construction and 

testing. The dynamic model of the induction motor in direct, quadrature, and zero-sequence axes can be derived 

from fundamental equations of transformation. The dynamic analysis of the symmetrical induction machines in 

the arbitrary reference frame has been intensively used as a standard simulation approach from which any 

particular mode of operation may then be developed. Matlab/Simulink has an advantage over other machine 

simulators in modelling the induction machine using dq0 axis transformation. Generally modelling of these 

equations is considered difficult so that in this paper they are presented in their simplified form. The 

transformations used at various steps are based on simple trigonometric relationship obtained as projections on a 

set of axes. The dynamic model is used to obtain transient responses, small signal equations, and a transfer 

function of induction motor. Dynamic models (mathematical models) are employed in to better understand the 

behaviour of induction motor in both transient and steady state.  

The dynamic modelling sets all the mechanical equations for the inertia, torque and speed versus time. 

It also models all the differential voltage, currents and flux linkages between the stationary stator as well as the 

moving rotor. This mathematical model has been done by using MATLAB /Simulink which will represent the 

three phase induction motor including a three phase to d-q axis transformations. The main benefit with 

MATLAB Simulink is that in the electromechanical dynamic model can be accomplished in a simple way and it 

can be simulated faster using function blocks. 

 

II.   THEORETICAL BACKGROUND 
 

A. Assumptions 

There are few assumptions are to be made while deriving mathematical model of a 3-phase Induction 

Motor. They are listed below.  

1. Uniform air gap. 

2. Squirrel cage type construction. 

3. Balanced stator and rotor windings, with sinusoidally distributed winding. 

4. Saturation and parameter change are neglected.[1,2,3] 
The steady state model and equivalent circuit of the Induction Motor is useful for studying the 

performance of the machine in steady state. This implies that all electrical transients are neglected during load 

changes or stator frequency variations. Such variations arise in application involving variable-speed drives. The 

variable-speed drives are converter fed from finite sources, unlike the utility sources, due to limitations of the 

switch ratings and filter sizes. This results in their incapability to supply large transient power. Hence, we need 

to evaluate the dynamics of converter-fed variable-speed drives to assess the adequacy of the converter switches 

and the converters for a given number of motor and their interaction to determine the excursions of currents & 

torque in the converter and motor.  

Abstract: Mechanical energy is needed in the daily life use as well as in the industry. Induction motors 

play a very important role in both worlds, because of low cost, reliable operation, robust operation and low 

maintenance. To derive the mathematical model of a 3 phase Induction motor, the theory of reference 

frames has been effectively used as an efficient approach. Dynamic models (mathematical models) are 

employed in to better understand the behaviour of induction motor in both transient and steady state. The 

dynamic modelling sets all the mechanical equations for the inertia, torque and speed versus time. It also 

models all the differential voltage, currents and flux linkages between the stationary stator as well as the 

moving rotor. This paper presents a step by step Matlab/Simulink implementation of an induction machine 

using dq0 axis transformations of the stator and rotor variables in the arbitrary reference frame [1]. 

Keywords: Reference frames, Dynamic models, dq0 axis transformations, Matlab/Simulink. 
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B. Equivalent Circuit of an Induction Motor 

The voltage and torque equations that describe the dynamic behaviour of an induction motor are time-

varying. It is successfully used to solve such differential equations and it may involve some complexity. A 

change of variables can be used to reduce the complexity of these equations by eliminating all time-varying 

inductances, due to electric circuits in relative motion, from the voltage equations of the machine [1, 2, 3, 4].  
 

 
Fig. 1  A dq0 equivalent circuit of an Induction Motor 

 

The above figure shows a dq0 equivalent circuit of an Induction motor. The circuit comprise of various 

time varying inductances which are to be simulated to analyse the dynamic performance of the 3-phase 

Induction motor. 

 

III.    INDUCTION MOTOR MODEL 
 

A. Generalised Concept in an Arbitrary Reference Frame 

Reference frame are very much like observer platforms, in that each of the platforms gives a unique 

view of the system at hand as well as a dramatic simplification of the system equation. For example, for the 

purpose of control, it is desirable to have the system variables as dc quantities, although the actual variables are 

sinusoidal. This could be accomplished by having a reference frame revolving at the same angular speed as that 

of the sinusoidal variable. As the reference frames are moving at an angular speed equal to the angular speed 

equal to angular frequency of sinusoidal supply, so that differential speed between them is reduced to zero, 

resulting in the sinusoid signal behaving as DC signal from the reference frames. So by moving that lane, it 

becomes easier to develop a small-signal equation out of a nonlinear equations, as the operating point is 

described only by DC values; this then leads to linearized system around operating point. Such advantages are 

many from using reference frame s. instead of deriving the transformation for each and every particular 

reference frame; it is advantageous to derive general transformation for an arbitrary rotating reference frame. 

Then any particular reference frame model can be derived by substituting the appropriate frame speed and 

position in the generalized reference model.  

 

B. Three phase to Two phase Transformation 

The dynamic model of induction motor can be derived if the equivalence between three-phase and two-

phase machine is studied. The equivalence is based on the quantity of MMF produced in two-phase and three-

phase windings along with equal current magnitudes. Assuming that each of the three-phase winding has Ns 

turns per phase and equal currents magnitudes, the two-phase winding will have  3𝑁𝑠/2 turns per phase for 

MMF equality. The d and q axes MMF are found by resolving MMF of the three-phase along d and q axes. The 

common term, the number of turns is cancelled on both sides of equations leaving behind the current equalities. 

The three-phase stator voltages of an induction machine under balanced conditions can be expressed as,[2,3,4] 

𝑉𝑎 =  2𝑉𝑟𝑚𝑠 sin 𝜔𝑡 ; 

𝑉𝑏 =  2𝑉𝑟𝑚𝑠 𝑠𝑖𝑛(𝜔𝑡 − 2𝜋 ⁄ 3); 

𝑉𝑐 =  2𝑉𝑟𝑚𝑠 sin 𝜔𝑡 + 2𝜋
3  ; 

Here 𝑉𝑎  , 𝑉𝑏  & 𝑉𝑐  𝑎𝑟𝑒 𝑡ℎ𝑒 𝑡ℎ𝑟𝑒𝑒 𝑙𝑖𝑛𝑒 𝑣𝑜𝑙𝑡𝑎𝑔𝑒𝑠. 

The relationship between αβ and abc is as follows. 
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Then, the direct and quadrature axes voltages are 

  
𝑉𝑑

𝑉𝑞
 =  

cos 𝜃 sin 𝜃
− sin 𝜃 cos 𝜃

   
𝑉𝛼
𝑉𝛽

  

The instantaneous values of the stator and rotor currents in three-phase system are ultimately calculated using 

the following transformation; 

  
𝑖𝛼
𝑖𝛽

 =  
cos 𝜃 −  sin 𝜃
 sin 𝜃 cos 𝜃

   
𝑖𝑑
𝑖𝑞

  

 

𝑖𝑎
𝑖𝑏
𝑖𝑐

 =
2

3

 
 
 
 
 

 1 0

−
1

2
−

 3

2

−
1

2
−

 3

2  
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C. Equations of Flux Linkages & Simulink Model 

The dynamic model of induction motor in arbitrary reference frame can be represented by using flux 

linkages as variables. This involves the reduction of a number of variables in dynamic equations, which greatly 

facilitates their solution by using analogue and hybrid computers. Even when the voltages and currents are 

discontinuous, the flux linkages are continuous. This gives the advantage of differentiating these variables with 

numerical stability. In addition, the flux linkages representation is used in motor drives to highlight the process 

of the decoupling of the flux and torque channels in the induction and synchronous machine. 

The various flux linkage equations are expressed as [4],  

𝑑𝛹𝑞𝑠

𝑑𝑡
= 𝜔𝑏  𝑉𝑞𝑠 −  

𝜔𝑒

𝜔𝑏

 𝛹𝑑𝑠 −  
𝑅𝑠

𝑋𝑙𝑠

  𝛹𝑚𝑞 − 𝛹𝑞𝑠   

𝑑𝛹𝑑𝑠

𝑑𝑡
= 𝜔𝑏  𝑉𝑑𝑠 −  

𝜔𝑒

𝜔𝑏

 𝛹𝑞𝑠 −  
𝑅𝑠

𝑋𝑙𝑠

  𝛹𝑚𝑑 − 𝛹𝑑𝑠    

𝑑𝛹𝑞𝑟

𝑑𝑡
= 𝜔𝑏  𝑉𝑞𝑟 −  

𝜔𝑒 − 𝜔𝑟

𝜔𝑏

 𝛹𝑑𝑟 −  
𝑅𝑟

𝑋𝑙𝑟

  𝛹𝑚𝑞 − 𝛹𝑞𝑟    

 

𝑑𝛹𝑑𝑟

𝑑𝑡
= 𝜔𝑏  𝑉𝑑𝑟 −  

𝜔𝑒 − 𝜔𝑟

𝜔𝑏

 𝛹𝑞𝑟 −  
𝑅𝑟

𝑋𝑙𝑟

  𝛹𝑚𝑑 − 𝛹𝑑𝑟    

Where 

𝛹𝑚𝑞 = 𝑋𝑚𝑙  
𝛹𝑞𝑠

𝑋𝑙𝑠

+
𝛹𝑞𝑟

𝑋𝑙𝑟

  

𝛹𝑚𝑑 = 𝑋𝑚𝑙  
𝛹𝑑𝑠

𝑋𝑙𝑠

+
𝛹𝑑𝑟

𝑋𝑙𝑟

  

Then substituting the values of the flux linkages to find the currents, 

𝑖𝑞𝑠 =
1

𝑋𝑙𝑠

 𝛹𝑞𝑠 − 𝛹𝑚𝑞  𝑋𝑚𝑙 = 1/  
1

𝑋𝑚

+
1

𝑋𝑙𝑠

+
1

𝑋𝑙𝑟
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Fig. 2 Overview of the complete dynamic model in Matlab/Simulink environment 

𝑖𝑞𝑟 =
1

𝑋𝑙𝑟

 𝛹𝑞𝑟 − 𝛹𝑚𝑞   

𝑖𝑑𝑠 =
1

𝑋𝑙𝑠

 𝛹𝑑𝑠 − 𝛹𝑚𝑑   

𝑖𝑑𝑟 =
1

𝑋𝑙𝑟

 𝛹𝑑𝑟 − 𝛹𝑚𝑑   

Based on the above equations, the Electromagnetic torque and rotor speed can be determined as follows, 

𝑇𝑒 =  
3

2
  

𝑃

2
  

1

𝜔𝑏

  𝛹𝑑𝑠 𝑖𝑞𝑠 − 𝛹𝑞𝑠 𝑖𝑑𝑠  

𝜔𝑏 =   
𝑃

2𝐽
  𝑇𝑒 − 𝑇𝑙  

With P = no of poles of Machine.  

𝑇𝑒 = Electromagnetic torque developed 

 

IV.   MATLAB/SIMULINK RESULTS 
The induction motor of 3 hp was tested in this simulated model. The results of the simulation are given 

for the first induction motor with the following specifications: 

Input Parameters:[5] 

 

1 Hp Rating 3 

2 Vline 220 Volts 

3 f 50 

4 Rs & Rr 0.435 Ω 

5 Xls 0.816 Ω 

6 J 0.089 

7 Xm 26.13 Ω 

8 RPM 1500 

 

The various performance parameters of an Induction motor ate the electromagnetic torque developed, 

rotor speed, and stator and rotor currents in each of three phase windings. 
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A. Electromagnetic Torque Developed 

 
Fig. 3 Electromagnetic Torque Developed 

 

B. Stator Currents In A, B & C Phases 

 

Fig. 4 Stator currents in A, B & C phases 

C. Rotor Current in Each A, B & C Phases. 

 

Fig. 5 Rotor currents in A, B & C phases 
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D. Speed of Rotor in Per Unit with Base Speed as 1500 Rpm. 

 

Fig. 5 Speed of Rotor 

V.  Conclusion 

In this paper, an implementation and dynamic modelling of a three-phase induction motor using 

Matlab/Simulink is presented in a step-by-step manner. The model was tested by 3 hp induction motor.[5,6] The 

simulated machine has given a satisfactory response in terms of the torque and speed characteristics. This 

concludes that the Matlab/Simulink is a reliable and sophisticated way to analyse and predict the behaviour of 

induction motors using the theory of reference frames. 
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I. INTRODUCTION 

1. General Background 
Landuse and landcover exerts considerable influence on the various hydrologic phenomenons such as 

interception, infiltration, evaporation and surface flow. Various aspects of hydrological problems (Vemu 

Sreenivasulu et al. 2010). Land use and land cover is an important component in understanding the interactions 

of the human activities with the environment and thus it is necessary to be able to simulate changes (Tiwari 

Kuldeep, et al. 2011). Land-use and land-cover change has become a central component in current strategies in 

managing natural resources and monitoring environmental changes. Urban expansion has increased the 

exploitation of natural resources and has changed land use and land cover patterns. Rapid urbanization, 

therefore, brings opportunities for new urban developments, however, it also has brought serious losses of arable 

land, forest land and water bodies. Land cover change is a major concern of global environment change 

(Bhagawat Rimal, 2011). Changes in Land use Land cover is a dynamic process taking place on the surface and 

it become a central component in current strategies in managing natural resources and monitoring environmental 

changes (Phukan P. et al. 2013). Change detection is the measure of the distinct data framework and thematic 

change information that can guide to more tangible insights into underlying process involving land cover and 

land use changes than the information obtained from continuous change (Ashutosh Singh, et al. 2013). In the 

last three decades, the technologies and methods of remote sensing have evolved dramatically to include a suite 

of sensors operating at a wide range of imaging scales with potential interest and importance to planners and 

land managers. Coupled with the ready availability of historical remote sensing data, the reduction in data cost 

and increased resolution from satellite platforms, remote sensing technology appears poised to make an even 

greater impact on planning agencies and land management initiatives involved in monitoring land-cover and 

land-use change at a variety of spatial scales. Current remote sensing technology offers collection and analysis of 

data from ground-based, atmospheric, and Earth-orbiting platforms, with linkages to GPS data, GIS data layers 

and functions, and emerging modeling capabilities (Franklin, 2001). This has made remote sensing a valuable 

source of land-cover and land-use information. As the demand for increased amounts and quality of information 

rises, and technology continues to improve, remote sensing will become increasingly critical in the future. 

Therefore, the focus of this chapter is on the issues and challenges associated with monitoring land-cover and 

land-use change. Urban growth leads to the change of land use and land cover many areas around the world; 

especially in developing countries.Spatial distribution of land use land cover and its changes is desirable for any 

planning management and monitoring programmers at local and national levels. Land use and land cover change 

has become a central component in current strategies for managing natural resource and monitoring 

environmental change. The rapid development of the concept studies of vegetation mapping has lead to increase 

studies of land use and land cover change worldwide. Remote sensing information, in concert with available 

enabling technologies such as GPS and GIS, can form the information base upon which sound planning 

decisions can be made, while remaining cost-effective (Franklin et al., 2000). Clearly, however, the fast-paced 

Abstract: The present study was carried out to produce and evaluate the land use/land cover maps by on 

screen visual interpretation. The studies of land cover of Allahabad city (study area) consist of 87517.47 ha 

out of which 5500.35 ha is build up land (Urban / Rural) Area. In this respect, the Build up land (Urban / 

Rural) area scorers 6.28% of the total area. It has also been found that about 17155.001ha (19.60 %) of 

area is covered by current fallow land. The double/triple crop land of 30178.44ha (34.84%). The area 

covered by gullied / ravines is 1539.20 ha (1.75 %) and that of the kharif crop land is 2828.00 ha (3.23 %). 

The area covered by other wasteland is 2551.05ha (2.91%). Table 4.1 shows the area distribution of the 

various land use and land cover of Allahabad city. 
Keywords: Land use, Land caver, Remote Sensing, Geographic Information System. 
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developmental nature of remote sensing technology often overlooks the needs of end-users as it ‘continues to 

outpace the accumulation of experience and understanding’ (Franklin, 2001). In the near future, the field of 

remote sensing will change dramatically with the projected increase in number of satellites of all types (Glackin, 

1998). This will further compound the problems described above. In order to help create a better understanding 

of the rapid advancements in remote sensing technology that has occurred over the last three decades, we review 

the current state of remote sensing technology (i.e. sensors, data, analysis methods and applications) for 

monitoring land cover and land use. Specifically, we provide a brief history of the advances in remote sensing 

technology, and a review of the major technical considerations of land-cover and land-use monitoring using 

remote Sensing data. 

 

II.   Materials and Method 

2.1 Study Area Characteristics 
Geographical Location: Allahabad is located at 25

0 
27’ N, 81

0
 50’ E; 25.45

0
 N, 81.84

0
 E in the 

southern part of the Uttar Pradesh at an elevation of 98 meters (322 f).The Indian longitude that is associated 

with Jabalpur also passes through Allahabad, which is 343 km (213 mi) north to Jabalpur on the same longitude. 

To its southwest, east and south west is the Bundelkhand region, to its north and north east is the Awadh region 

and to its west is lower Doab of which it is a part. It is the last point of the Yamuna River and is the last frontier 

of the Indian west. 

 
Fig: 1 Location map of the study area 

 

2.2   Data Used 

2.2.1 Remote Sensing Data 
Landsat ETM

+
 sensor data were used for this study. Since the study area was covered in many paths of 

Landsat satellite data acquisition (each path is covered separately in a different day as per orbital calendar), 

cloud free data was acquired in different time windows depending upon the overpass of satellite. Each scene was 

ortho corrected; geo-referenced and suitable Image enhancements are applied to facilitate the delineation and 

and interpretation of different thematic information. interpretation of different thematic information. 

Characteristics of Land sat data is shown in Table 1. 
 

Table.1 satellite remote sensing data specification 
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2.2.2 Ground Truth Data Collection 

Ground truthing refers to the acquisition of knowledge about the study areas from fieldwork, analysis of 

the data set and personal knowledge. Ground truth data are considered to be the most accurate (true). Data was 

collected at the same time as the remotely sensed data, so that the data correspond as much as possible to ground 

realities. Reconnaissance survey was made in the study area to recognize and relate land cover types to their 

tonal variation on the satellite images. Field work was carried out in the study area during January 2011 to 

December 2011. Ground truth data were collected by using hand-held 12- channel GPS and surveying the site. 

Various observations were noted on different land cover and its physiognomy and strata. Intensive ground truth 

was collected to develop interpretation criteria for stratification into different land cover classes, 

waterlogged area and salt affected area was located on the false color composite (FCC). Information was 

acquired from the local departmental officials, and the local people through interaction/formal interviews, 

regarding previous/past status of salt affected/waterlogged, forest and its distribution, land use/cover dynamics. 
 

2.3 Software used 

ERDAS imagine 9.2 Software was used in various steps of satellite image processing. 

Arc GIS 9.3 Software was used in GIS database for analysis, database creation and map composition. 
 

2.4 Methodology 

 
Figure 2: Methodology of research 

 

III.   Result and Discussion 
4.1 Land use/Land cover mapping  

Landsat data with limited field checks was used to derive the Land use/Land cover. The data from 

landsat is first of all geo-referenced for the enhancement of better visual display. Then the image is visually 

interpreted in Arc GIS 9.3 for identification of objects and classification, visually from the hard copy 

photographic prints using digital image the classification of various features is done on the basis of fundamental 
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image characteristics depend on spectral spatial temporal and radiometric resolutions of sensor like tone, texture, 

association shape, size, pattern, shadow, location. Topology is prepared and cleaning is done. Finally the 

attributes are given to define the classes and thus LULC map is prepared. 

 

3.2 Land use Land cover mapping 

The satellite data was transformed into thematic land use land cover map using on screen visual 

interpretation. The satellite data of 2011 was classified into various classes. The land Use land Cover map of the 

study area is shown in figure 4. Statistics of study area has been calculated and shown in table 2. 

 

 

3.3 Land use land covers statistics 
The modern techniques of satellite image processing have been applied to extract the different 

information about land use land cover of Allahabad city. The land use /land cover categories such as Buitt up 

land (Urban / Rural), Current follow, Double / Triple crop land, Gullied / Ravince, Kharif crop land, Other 

wasteland, Plaution / Orchands Rabi crop land, Scru bland Water bodies and Zaid cropland.  

Allahabad city (study area) consist of 87517.47 ha out of which 5500.35 ha is build up land (Urban / 

Rural) Area. In this respect, the Build up land (Urban / Rural) area scorers 6.28% of the total area. It has also 

been found that about 17155.001ha (19.60 %) of area is covered by current fallow land. The double/triple crop 

land of 30178.44ha (34.84%). The area covered by gullied / ravines is 1539.20 ha (1.75 %) and that of the kharif 

crop land is 2828.00 ha (3.23 %). The area covered by other wasteland is 2551.05ha (2.91%). Table 2 shows the 

area distribution of the various land use and land cover of Allahabad city. 

Different interpretation key like X, Y coordinate, shape, size, tone, site the texture, association, were 

used to identify land use / land cover map.  

 
Table 2. Area Statistics of Land use / Land Cover Map 

 Class Area(ha) Area (%) 

Build up land (Urban / Rural) 5500.35 6.28 

Current fellow land 17155.00 19.60 

Double / Triple crop land 30178.44 43.84 

Gullied / Ravines 1539.20 1.75 

Kharif crop land 2828.00 3.23 

Plantation / Orchards 152.39 0.17 

Rabi crop land 11270.98 12.87 

Scrubland 4310.24 4.92 

Water bodies 8468.65 9.67 

Zaid cropland 3563.17 4.07 

Other wasteland 2551.05 2.91 

Total 87517.47 100 
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Fig. 3. Area Statistics of Land use / Land Cover 

 

 
Fig: 4 land use and land cover map of Study area 

 

Humans can define Land use as the use of land, usually with emphasis on the functional role of land in 

economic activities. Land use forms an abstraction, not always directly observable even by the closest 

inspection. We cannot see the actual use of a parcel of land but only the physical artifacts of that use. 

In contrast, land cover, in its narrowest sense, often designates only the vegetation, either natural or 

man-made, on the earth’s surface. In a much broader sense, land cover designates the visible evidence of land 

use to include both vegetative and non-vegetative features. In this meaning, dense forest, plowed land, urban 
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structures, and paved parking lots all constitute land cover. Whereas land use is abstract, land cover is concrete 

and therefore is subject to direct observation. 
 

IV.   Conclusion 
For this study remotely sensed data have been used for Land use/ Land cover mapping. The following 

conclusion has been drawn from the result of study:  

1. Study area consist of 87517.47 ha out of which 5500.35 ha is build up land (Urban / Rural) Area. In this 

respect, the Build up land (Urban / Rural) area scorers 6.28% of the total area. It has also been found that 

about 17155.001ha (19.60 %) of area is covered by current fallow land. The double/triple crop land of 

30178.44ha (34.84%). The area covered by gullied / ravines is 1539.20 ha (1.75 %) and that of the kharif 

crop land is 2828.00 ha (3.23 %). The area covered by other wasteland is 2551.05ha (2.91%).  

2. Geo spatial techniques of Remote Sensing and GIS are useful in classifying the Land use/Land cover of any 

specific area.  

3. Remotely sensed data have been found to be effective, less time consuming, and accurate tool for Land use / 

Land cover mapping.  

4. Remotely sensed data of satellite image recognizes Land use/ Land cover spatially that open way for 

management using other data towards sustainable agricultural development. 
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I. Introduction 
For many decades the aim of developing new hardware was to make devices smaller and faster. The 

amount of power they consumed was hardly an issue, since the power wasn't the bottle neck. Today we face a 

different situation, as the demand for real time application with a long battery lifetime is increasing. 

Today, design of low power signal processing circuits is an important part of the electronics industry. 

This is because portable computing and communication devices like cellular phones and laptop computers have 

become very popular. The development seems to take a turn towards wireless communication and flexibility in 

the sense that a stationary port is unnecessary. This challenges the industry to produce low power devices and 

it challenges researchers to find new, less power consuming algorithms for the processes carried out by 

portable devices. An important process is the digital signal processing (DSP). DSP is the transference of data 

between devices, such as cellular phone communication, wireless Internet usage and digital TV transmission to 

mention a few. Finite impulse response (FIR) filtering is a central task in DSP. By reducing the power needed 

to process data through such a filter, power can be significantly reduced. 

In signal processing, the function of a filter is to remove unwanted parts of the signal, such as random 

noise, or to extract useful parts of the signal, such as the components lying within a certain frequency range 

[2]. 

 
Fig 1: A block diagram of a basic filter. 

 

A filter is an electrical network that alters the amplitude and/or phase characteristics of a signal with 

respect to frequency. Ideally, a filter will not add new frequencies to the input signal, nor will it change the 

component frequencies of that signal, but it will change the relative amplitudes of the various frequency 

components and/or their phase relationships. Filters are often used in electronic systems to emphasize signals 

in certain frequency ranges and reject signals in other frequency ranges.  

Abstract: This Paper provide the principles of Distributed Arithmetic, and introduce it into the FIR 

filters design, and then presents a 32-Tap FIR low-pass filter using Distributed Arithmetic, which save 

considerable MAC blocks to decrease the circuit scale and pipeline structure is also used to increase the 

system speed. The implementation of FIR filters on FPGA based on traditional method costs considerable 

hardware resources, which goes against the decrease of circuit scale and the increase of system speed.  

It is very well known that the FIR filter consists of Delay elements, Multipliers and Adders. Because of 

usage of Multipliers in early design gives rise to 2 demerits that are: 

(i) Increase in Area and 

(ii) Increase in the Delay which ultimately results in low performance (Less speed). 

So the Distributed Arithmetic for FIR Filter design and Implementation is provided in this work to solve 

this problem. Distributed Arithmetic structure is used to increase the recourse usage and pipeline 

structure is used to increase the system speed. Distributed Arithmetic can save considerable hardware 

resources through using LUT to take the place of MAC units 

Keywords:  Distributed Algorithm, FIR Filter, Modelsim 10.2a, VHDL, Xilinx ISE 14.2.  
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There are two types of filter: analog and digital. FIR Filter is the kind of digital filter, which can be 

used to perform all kinds of filtering. 

 

II. Related Work 
A Ruan,A.W., Liao,Y.B., Li,P. , Li,J.X., (2009) [4] proposed and presented An ALU based universal 

FIR filter where various FIR filters can be implemented just by programming instructions in the ROM with 

identical hardware architecture. They presented Arithmetic Logic Unit (ALU) based universal FIR filter 

suitable for implementation in Field Programmable Gate Arrays (FPGA) is proposed in this paper. Multiplier 

and accumulator based architecture used in conventional FIR, the proposed ALU architecture implements FIR 

functions by using accumulators and shift-registers controlled by the instructions of ROM. 

Nekoei,F., Kavian,Y.S., Strobel,O., (2010) [5] presented realization of digital FIR filters on field 

programmable gate array devices was proposed. Two common architectures called direct and transposed 

architectures were employed for implementing FIR filters on a Xilinx SPARTAN2-XC2S50-5I-tq144 FPGA 

using Verilog hardware description language codes.  

X.Jiang, Y.Bao(2010) proposed a structure characteristics and the basic principles of the finite 

impulse response (FIR) digital filter, and gives an efficient FIR filter design based on FPGA. Use MATLAB 

FDATool to determine filter coefficients, and designed a 16-order constant coefficient FIR filter by VHDL 

language, take use of Quartus-2 to simulate filters, the results meet performance requirements. 

Li,J., Zhao,M., Wang,X., (2011) [6] They used distributed algorithm and its several structures, an 

implementation method of 60-order FIR filter based on FPGA is presented, which converts multiplication to 

look-up table structure, and implement multiplication operation. They used FPGA as the hardware platform. 

This filter system has a good performance, the filter speed is higher and the resource occupation is fewer. 

Beyrouthy,T., Fesquet,L., (2011) [3] presented an asynchronous FIR Filter architecture was presented, 

along with an asynchronous Analog to digital converter(A-ADC). They designed FIR Filter architecture using 

the micro-pipeline asynchronous style. They successfully implemented for the first time on a commercial 

FPGA board (Altera-DE1). A specific library has also been designed for this purpose. It allows the synthesis of 

asynchronous primitive blocks (the control path in this case) on the synchronous FPGA. Simulation results of 

the FIR Filter after place and route validate the implementation. This work is still going on, in order to 

optimize the implementation. 

 

III. Methodology 
3.1 Multiplierless FIR Filter: 

It is widely accepted that the multiplication is the main source of complexity in a FIR filter. In other 

words the multiplication consumes most area and is the main source of delaying the throughput, in addition to 

its high consume of power. An array multiplier of length L consumes an area O(L2), whereas an adder spreads 

over only O(L) area [1]. The multiplication by a constant can be represented behaviorally as in figure 2. 

 
Fig 2: Multiplication using reduced additions 

 

3.2 Distributed Arithmetic algorithms: 

In multiplierless architectures the replacement of the multiplier with a series of additions and shifts is 

on the cost of speed. The Distributed Arithmetic (DA) is a bit-serial computation process that offers speeds 

approaching the original array multiplier's speed, and at the same time keeping the power consumption down 

on the same level as the competing dedicated hardware and ASIC's power consumption. [7]. 
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Fig 3: Distributed Arithmetic, the principle 

The DA standard architecture is shown in figure 3. The variables are fed into the shift-registers. From there, 

one by one they are fed into the Look Up Table (LUT). The LUT is the replacement of a multiplication, since it 

consists of precomputed data. 

 

3.3 Architecture implementation in VHDL: 

The architectures implemented by the Distributed Arithmetic. The design grows in size according to the 

number of taps used. An 8 tap implementation is illustrated in figure 4. We will design 32 tap multiplier less 

Fir Filter. 

 

 
Fig 4: 8 tap binary FIR Filter implementation 

 

IV. Simulation Results 
In this paper we designed the low pass FIR filter for sampling frequency 48 KHz to meet the given 

specification (i.e.: Pass band edge: 9.6 KHz, Stop band Edge:12KHz, Pass band Edge:1 dB and Stop band 

Attenuation. : 90dB).The implementation of highly efficient serial DA algorithm was presented in this work. 

Simulation results are shown below for different sample inputs in 16 bit hexadecimal values and the output is 

shown in time domain. In fig 5 shows filtered output for sample value 1234h. 
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Fig 5: Simulation Result for 1234h. 

 

In fig 6 shows filtered output for sample value 0123h. 

 
Fig 6: Simulation Result 0123h. 

 

We are using Xilinx tool for synthesis our code fig 7 shows the main RTL of our code and fig 8 shows the 

internal RTL of our code. 

 
Fig 7: Main RTL 
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Fig 8: Internal RTL 

 

V. Conclusion 
We designed a double-precision low pass direct form FIR filter with Sampling Frequency 48KHZ to 

meet the given specification(i.e.: Pass band edge: 9.6KHz, Stop band Edge:12KHz, Pass band Edge:1 dB and 

Stop band Attenuation  90dB).The implementation of highly efficient serial DA algorithm was presented in 

this work. The results were analyzed for 32-tap FIR filter using partitioned input based LUT on Xilinx 8.2 as a 

target of SPARTAN-3E FPGA device .The speed performance of the Parallel DA FIR Filter was superior in 

comparison to all other techniques . In 32 tap FIR filter, speed of parallel DA FIR design technique become 3 

times faster than that of conventional FIR filter. The proposed algorithm for FIR filters is also area efficient 

since approximately 50% of the area is saved with this technique as compared to conventional FIR filter 

design. Area efficiency and high speed is achieved with parallel DA technique at very slight cost of power 

consumption for large tap FIR filter. Since, distributed arithmetic FIR filters are area efficient and contained 

less delay, so these filters can be used in various applications such as pulse shaping FIR filter in WCDMA 

system, software design radio and signal processing system for high speed. In future the work to reduce the 

power consumption in large tap DA FIR filters could be performed. 
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I. INTRODUCTION 
Aerospace industry is a complex field of engineering, where all the branches of science and technology 

have made their presence in general and specific in particular such as use of rectifier unit, rotary inverter, static 

inverter in power system of fighter aircraft.Though the use of  Sinusoidal pulse width modulation inverter is very 

common in single and three phases of commercial inverters working on frequency 50 Hz/60Hz available in open 
market, but the article under question wherein the developed gating signal for 1000Hz,three phase for inverter of 

36 volt is taken up in this paper. Other popular version of inverter in aircraft industry is 400Hz, 3 phase, 36 Volt; 

which is used in older version of fighter aircraft to provide power supply to gyros. In high speed aerospace vehicle 

such as missiles and aircraft with supersonic and hypersonic speed;inverter of 36volt, 3 phase, 1000 Hz can be 

used. The rigidity and degree of precession of gyro is directly depend on frequency of rotation of gyro mass. In 

modern aircraft, mechanical version of gyro is replaced by LRG (Laser Ring Gyro) or FOG (Fiber Optics Gyro) 

[3]. The 1000 Hz, 3 phase, 36 Volt supply can be used to operate gyro and synchro in modern aircraft and missiles. 

 

                                                                II.    Literature Survey 

   The authors have surveyed various papers published in journals and studied the features of invertors, type 

of SPWM method for generation and no evidence of work on 1000Hz, 3 phase, 36 Volt is found. However, for 

commercial power supply i.e 230 Volt, 50Hz, single phase and 400 volt, 3 phase 50 Hz;a lot of papers are found. 

The advantage of SPWM is clearly mentioned in [1]. Sinusoidal PWM results in lowest THD percentage as 

compared with other techniques like square wave PWM, trapezoidal PWM and modified sinusoidal PWM [2]. 

Therefore, SPWM method is chosen for design. 

 

III.   SPWM 
The brief details of the SPWM are as follows: 

(a) In SPWM sinusoidal signal frequency is compared with triangular carrier frequency.  

(b) Sinusoidal signals {V1 = A Sin ωt, V2 =A Sin (ωt-120◦), V3 = A sin (ωt+120◦)} are fed to be positive inputs of 

comparators and triangular signal (common to all three comparators) to the negative input of  comparators.  

(c) The pulse corresponding to the point whenever the instantaneous amplitude of sine signal is more than 

triangular signal then a pulse is generated. The width of the pulse is function of sinusoidal angular position.  

(d) The pulse width varies with sinusoidal manner so that the average fundamental component frequency is the 
same as sinusoidal signal. 

(e) It is necessary to maintain carrier frequency (triangular wave) ofat least 15 times more than the frequency of 

sinusoidal signal (1000 Hz). In practice, carrier frequency greater than 21 times are preferred; because, it reduces 

sub harmonic contentin the output of inverter. 

(f) The rms value of line voltage; Vl = √3 Vs. In present case, it will be approx110 volt DC to be applied at 

MOSFET bridge to get 36 volts, phase to phase at inverter output. This is transformer-less design and output 

voltage can easily be changed by changing MOSFET bridge supply. 

Abstract: The sinusoidal PWM gating signals generation is most popular PWM method, which reduce 

harmonic reduction in output. SPWM can be generated by FPGA, micro controller and micro processor but 
this kind of device needs programming and coding hence avoided in using power system of aircraft. This 

paper present an experiment using SPWM method to generate 1000 Hz gating signals suitable for 36 Volt , 

1000 Hz, 3 phase, three wire supply. Discrete components design approach is chosen to provide noise 

immunity at higher amplitude level of signal and a large flexibility to adjust and process various operating 

parameters of signals. The circuit is proved with commercial components however MIL version of 

components can be easily incorporated in design in later stage. 

Keywords: aircraft, comparator,gyro, sine wave, triangular wave. 
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(g) In case synchronous operation [3] when the initial point of triangular wave coincide with sine wave then 

number of pulses per half cycle is N=(Fc/2Fs-1). Here design is asynchronous. 
(h) Modulation index MI = Vs / Vc . 

 

IV.   Experiment Setup For Generating Spwm 

 
Figure 1. Block Diagram of Experiment setup 

 

Experiment setup 
SPWM generation involves four blocks  of circuits namely generation, feedback, comparator, driver, opto-coupler 

gate driver. The brief of design and the voltage and frequency level are as follows: 

(a)  Each of the above  levels  of circuit is tested  on  bread board and then complete setup is assembled on PCB . 

(b)  Sine wave generation: Sine wave is generated through bipolar square wave of frequency 1000 Hz. 

(i)  Frequency = 1000 Hz ± 10 Hz 

(ii) Voltage level: 1.8 to 2.5 Volts peak to peak at generation level and 8.2 to 13 Volt at comparator level selectable 
 through potentiometer on PCB. 

 

(c) Single phase to three phase conversion: This is obtained through three op-amp circuits and output are V1 = A 

Sin ωt, V2 =A Sin (ωt-120◦), V3 = A sin (ωt+120◦). A is peak amplitude. 

(d)  Triangular wave generator: Triangular wave obtained through Op-amp circuits 

(i)  Frequency = 15KHZ to 25 KHZ adjustable by potentiometer. 

(ii)  Amplitude = 10 Volt to 13 Volt peak to peak adjustable by potentiometer. 

(e)  Comparator: One per phase precession comparators LM111 are used to get 3 phase PWM. 

(f)  Bipolar driver: One per phase bipolar driver IR 2108 is used to get normal and inverted signal 

(g)  Opto-couplar: Two per phase opto-couplar FOD 3120 are used to drive gate signal of normal and inverted 

signal. 
 

(h)  Power Supply: The circuit is tested with following external power supply, however in aircraft it will be 

supplied through Rectifier unit and through DC to DC convertor 

(i)  + 5 volt at 500 mA. 

(j)  – 12 volt , + 12 Volt at 500 mA. 

(k)  Bridge voltage supply as per voltage requirement of invertors in present case it is -55 Volt, +55 Volt and 

ground. 

(l)  Feedback: Negative Feedback is externally provided at comparator through signal generator at frequency 1000 

Hz sine wave to vary signal strength of input signal at the comparator by 1000 mV. 

 

V.   Parameters Studied 
Gernerally, for analysis of any wave form; shape of pulses, amplitude, rise time, fall time and duty cycle 

are important parameters. But, in case of three phase inverter, 120 degree apart, three separate train of pulses with 

their inverted form should be available on the output of gate signal circuit. Accordingly the following sets of 

reading are taken in laboratory and results are analyzed. 
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Sine wave generation:Frequency 1000 Hz amplitude 8.3 volt peak to peak. 

 

 
Figure 2. Sine wave generation 

 

Triangular Wave Generation:Amplitude 12.5 Volt peak to peak, frequency 21.27 KHz. 

 
Figure 3. Triangular wave generation 

 

Modulation Index Calculation:Sine wave amplitude 8.2 volt peak to peak triangular amplitude 13 Volt peak to 

peak modulation index  8.2/13 is equal to0.63. 

 
Figure 4. Modulationindex calculation 

 

Shape and amplitude of pulses: Rectangular shape trains of pulses are obtained. The top level almost flat. 

Rise time & fall time:Rise time noticed is between 80 to 83 nano second Fall time between 82 to 84 second 
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switching time 47 micro second so obtain rise time and fall time will suit the performance. 

Duty cycle:Duty cycle cannot be calculated with certainty because SPWM is of asynchronous nature, accordingly 
inter space between pulses and width of  pulse is varied continuously during the 500 microsecond (Half period 

corresponding to  1000Hz) time period so switch ON time and OFF time recorded have no certainity to which 

portion of wave it belong. Even for same voltage& frequency level of carrier and sinusoidal wave at different 

instant of time wave recorded are found different,should be same but it is not. This is because at different instant of 

time different portion of modulation is recorded in oscilloscope.Half period corresponding to 1000Hz is 500 

micro second. 

Number of pulses of PWM on various modulations index levels: Modulation index [4] is calculated on 

different level of carrier frequency ans recorded below:- 

Table 1 

Sl. 
No. 

Modulation 
Index MA 

Number of pulses 
obtained 

asynchronous 

Carrier 
Frequency 

fc (KHz) 

Sinusoidal 
Frequency 

fs (KHz) 

No. of pulses 
calculated 

N= (fc / 2 fs) - 1 

synchronous 

1. 0.63 7.27 15 1 6.5 

2. 0.73 10.2 21 1 9.5 

3. 0.84 12.1 25 1 11.5 

 

As in present case of asynchronous design number of pulses obtained is more than synchronous pulses calculated. 

Conformation of generation of normal & inverted signal for each phase: 

 
Figure 5. Phase A and inverted phase A 

 

 
Figure 6. Phase B and inverted phase B 
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Figure 7. Phase C and inverted phase C. 

 
It is evident from above figure no. 4, 5, 6 that normal signal and inverted signal are available for each of three 

phase. 

Three phase 120 degree apart signals 

   . 

Figure 8. Phase A and phase B 

 

 
Figure 9. Phase B and phase C 
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Figure 10. Phase C and phase A 

 

VI.   CONCLUSION 
Based on the actual measurement of different parameters on three phases,1000 Hz, 36 Volt gatting signal 

setup; the following are concluded: 

1.  PWM signals and their inverted signals of 12 voltsmagnitude  are available at the output of gate signal PCB. 

The shape, amplitude, rise time, fall time, phase difference among three phases and their inverted signal are 

found to be satisfactory. Hence, these arefit to be integrated with next stage of MOSFET bridge. 

2.  Limitation to calculate duty cycle from the recorded signal is noticed, however, it will not effect theoutput 

performance of inverter. 

3.  In SPWM, switching losses are higher due to large switchingfrequency of MOSFET in bridge, but this 
disadvantage is not considered in comparison to the quality output obtained with low THD. 
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I.   Introduction 
It is well known that, deformation monitoring systems are considered, nowadays, to be the back bone 

factor for human safety as well as preserving the ultimate economy of his achievements. In this context, there 

has been always an increasing demand for precise deformation measurements in keeping up several industries, 

like structure buildings for instance, as well as several engineering structures and historical monuments. Such 

deformations constitute some problems from the structural point of view. Thus, it is necessary to measure and 
monitor such deformations before the repair stage; during the repair and after finishing the repair. This is 

essential to avoid any undesirable consequences that may happen and cause disaster risks of any part of the 

monument with time.  

The deformation of any object can be defined as the variation of its position, size and shape with 

respect to its original state or its designed shape. The purpose of measuring deformations is not the calculation 

of the exact positions of the observed object but the variation of these positions with time. This is done to avoid 

failure of the structures (monuments). The methods used for monitoring deformations may be generally 

classified as surveying methods and non-surveying methods. The selection of the method of measurements 

depends upon the accuracy requirements. This, in turn, is determined by the purpose of the measurements and 

by the magnitude and direction of the expected deformations or movements [1], [2], [3], [4], [5], and [6]. 

Hence, many modern surveying techniques can be used in measuring and monitoring deformations [7] 

and [8]. On the other hand, the main problem is the suitability of measuring according to the site obstacles as 

well as the required accuracy. In terms of productivity and time saving, GPS could provide more than 75% time 

saving [9] and [10]. The fact that GPS does not require inter-visibility between stations has also made it more 

attractive to surveyors over the conventional methods. 

 

 

Abstract: It is well known that, deformation monitoring systems are considered, nowadays, to be the 

back bone factor for human safety as well as preserving the ultimate economy of his achievements. In 

this context, there has been always an increasing demand for precise deformation measurements in 

keeping up several engineering structures and historical monuments. Measuring and monitoring 

monumental deformation is the sequence of operations that allows the finding of movements of points 

or features in a specified coordinate system, during two different times for the same investigated 

feature. The time interval sometimes is the main factor in measuring horizontal deformation, especially 

in loading test of steel bridges. Hence, the present paper investigates the accuracy of the GPS in 
monitoring of horizontal deformation with respect to the time of observation. So, a practical 

simulation test was made to assess the accuracy of GPS with time in measuring horizontal 

deformation. The obtained results indicated that, the used methods and techniques presented in the 

current research paper have possessed a very good accuracy, reliability and applicability in 

monitoring horizontal deformations efficiently. The accuracy of measuring horizontal deformation of 

points on structure using relative static technique of GPS is from (0.1mm) to (1.8mm) for time interval 

from 30 minute to 5 minute and has R.M.S.E (0.3mm) 

Key words: Deformation measurement – Horizontal Deformation – GPS - GPS accuracy – Static 

GPS Positioning. 
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Other advantages of the GPS system, as mentioned by [11], are:  

 GPS can easily cover larger areas than classical surveying methods, with millimeter level precision.  

 The results between consecutive surveys are coherent - the procedures, data capture and computation are 

always the same, regardless of the operator and the particular GPS equipment.  

 After a due training period, the equipment is easy to operate. The operator does not have to be an 

experienced surveyor.  
Nonetheless, [12] listed additional advantages of the Global Positioning System versus the traditional surveying: 

 GPS is an all-weather navigating system, except in thunderstorm. 

 GPS is a day and night surveying tool. 

 With GPS, human mistakes are eliminated. 

 GPS serves many applications. 

 Unlimited base line length. 

 Un-necessity for visibility between points. 

 GPS doesn’t require huge man effort in measurements 

 

Basically, the GPS observables are ranges which are deduced from measured time or phase differences 

based on a comparison between received signals and generated signals. Unlike the terrestrial distance 

measurements, GPS uses the so-called one-way concept, where, two clocks are used, namely one in the satellite, 

and the other in the receiver. Thus, the ranges are affected by satellite and receiver clocks errors and, 

consequently, they are denoted as pseudoranges [13].  
Mainly, there are two types of GPS observables, namely the code pseudoranges and carrier phase 

observables. In general, the pseudorange observations are used for coarse navigation, whereas the carrier phase 

observations are used in high-precision surveying applications. That is due to the fact that the accuracy of the 

carrier phase observations is much higher than the accuracy of code observations. Beside the two GPS 

observables, the GPS satellite transmits a navigation message. The navigation message is a data stream added to 

both L1 and L2 carriers as binary bi-phase modulation at a low rate of 50 Kbps. It consists of 25 frames of 1500 

bits each, or 37500 bits in total. This means that, the transmition of the complete navigation message takes 750 

seconds. The navigation message contains, along with other information, the coordinates of the GPS satellites as 

a function of time, the satellite health status, the satellite clock correction, the satellite almanac, and atmospheric 

data. Each satellite transmits its own navigation message with information on the other satellites, such as the 

approximate location and health status [14].       
There are different GPS relative positioning techniques. These techniques are static, stop and go, 

kinematic, and real time kinematic RTK. Static GPS technique, is an accurate and reliable technique, however, it 

is relatively slow in production. On the other hand, each one of other remaining techniques, is represented a 

technological solution to the problem of obtaining high productivity, such as measuring many baselines in a 

short period of time, or the ability to obtain results even while the receiver in motion, that is real time solution, 

however, with a relatively less accuracy than the static case [15].  

The biases that are affecting the GPS measurements fall into three categories which are: satellite biases, 

receiver biases, and signal propagation biases [13]. Satellite biases consist of biases in satellite ephemeris, 

satellite clock, and the effect of selective availability SA which is terminated in May 2000.  Receiver biases 

usually consist of receiver clock bias, receiver noise and antenna phase center variation. The signal propagation 

biases appear due to tropospheric refraction, ionospheric refraction, and multipath. Beside the effect of these 

biases, the accuracy of the computed GPS position is also affected by the geometric locations of the GPS 
satellites as seen by the receiver. Generally, the more spread out the satellites are in the sky, the better the 

obtained accuracy, which is denoted as dilution of precision.  

So, the main objective of the current research paper is to investigate the feasibility and applicability as 

well as accuracy assessment of the GPS in measuring horizontal deformation of structures. To achieve this 

objective, a simulation test was made to assess the accuracy of GPS in monitoring horizontal deformations of 

structures. Hence, the purpose of this experiment is to determine the horizontal deformation of the bolts 

positions relatively with each other by GPS technique compared with their position measured relatively by the 

scaled vernier. 
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II.   Methodology of Investigation 
To assess the accuracy of the GPS in monitoring horizontal deformation, a simulation was made 

following the next steps: 

1- Fixing of bolts at the roof of faculty of engineering, Ain Shams University. 

2- Measuring the horizontal distances between bolts with scaled vernier with an accuracy of 0.05 mm. 

3- Measuring the horizontal distances between bolts using three GPS receiver. Two receivers are fixed 

and the third one is moving through the fixed bolts, using the slight movement of the legs. 

4- Comparative study was done between the scale vernier measurements and the GPS measurements. The 

first solution uses one GPS fixed point. The second solution uses two GPS fixed points. 

 

III.   The Used Instruments 
All instruments used in this test are tested and adjusted before using it. Such instruments are: 

1-a vernier scale which model is (SOMET INOX) shown in figure (1) (divided scale as shown). 

 
Figure (1) shows the distances between the bolts as well as the vernier scale. 

 

2-Three GPS receivers (A,B&C)which are of model Trimble R3[16]. Figure (2) shows the GPS Receiver. 

 

 
Figure (2) shows the GPS Receiver over the simulated bolts 

 

specifications and measurements of the GPS receivers are: 

- 12 Channels C/A Code, WAAS/EGNOS 

- Trimble Maxwell GPS technology for robust satellite tracking 
- Trimble EVEREST™ multipath reduction technology 

- Three tripod legs are available one for each receiver.  

 3-Rechargeable battery with electric cable to charge the GPS receivers in case of their battery is low. 

 4-A number of 6 bolts, 4 of them were used for the target points and 2 for static receivers. 

 5-A hammer used for fixing the bolts and markers for marking them. 

 



Evaluation and Accuracy Assessment of Static GPS Technique in Monitoring of Horizontal Structural  

| IJMER | ISSN: 2249–6645 |                                 www.ijmer.com                                  | Vol. 4 | Iss. 6| June. 2014 | 15| 

IV.   Description of the sight and fixing of control and monitored points 
This experiment has been carried out at the faculty of engineering, Ain Shams University at The public 

works department building. The test was made on the roof of the building, this test was made to measure the 

horizontal displacement of the positioning of the bolts relative to each other and comparing these relative 

positioning using GPS with the positioning of them using vernier scale. 

A net of 4 bolts (target points) are fixed on the roof of the building, and they were aligned on the same 

edge of the slab by distance 1 cm apart exactly between each bolt of them (with accuracy of 1/20 mm) using the 

(Vernier Marcasomethecho De AceroInoxiadble equipment) and the distance is measured 1 cm apart accurate 

between them and marked on every bolt to ensure right and perpendicular verticality on them by the tripod of 

the GPS. Figure (1) shows the position between the bolts where the distances were measured. 

 

V.   Observation procedure 
In this test, the observations of the horizontal distances between the bolts which initially taken by the 

scale are then taken by GPS receiver. The first two receivers A&B where settled as static receivers and had a job 

opened in each one , receiver A was opened at first which was far 300 meters approximately from C, then B had 

job opened next ,which was away 50 meters approximately from C, then C was opened the last one. 

The first receiver (A) was fixed on tripod and was horizontally adjusted and verticality adjusted by the 

screws of the tripod and using the slight movement of the legs until the bubble was at the middle exactly, and 

the antenna was placed on the tripod, then the height of the instrument was measured and entered until top of 

notch height, after that the GPS receiver was opened and had a new job named by that date and was created by 

the fast static technique job and occupied point named S1 and then the receiver began to search for a sufficient 
number of satellites and began to count working time. 

The same procedures were done for the receiver (B) which was fixed on point named S2. 

The same procedures were done for the receiver (C) which was fixed on bolts which are the 

observation target; each one of them had a session of half hour then switched to the other bolt. Which means 

that B1 had a job opened with a session half hour then after that switching to bolt B2 by movement of the tripod 

with the antenna by using the screw bolts and taking on B2 another session with half hour and the same 

switching to B3 with half hour then finally to B4 with half hour, all of that and the two static GPS receivers have 

the constant observation time without stop in order to have an overlap time between the receivers to have a 

process solution in the program after that in office work. 

The precautions taken in consideration with the four sessions were necessary as taking care that the 

battery of the three GPS receivers wasn’t consumed totally in order to have the three GPS receivers observing 
coordinates and working properly, also from the precautions that the number of satellites during the whole 

observation time for each receiver wasn’t less than 4 in order to get coordinates for each point, also being sure 

that the three tripods are fixed well on the roof to keep verticality and horizontality of the antenna was 

considered during the experiment. 

 

VI.   Computations, Results and Analysis of Results 
The idea here is to compute the difference in results between the GPS receiver and that of the scale to 

compare the accuracy and the applicability to use in deformation measuring projects. 

 

6-1GPS obtained results and determining its accuracy with itself 

To investigate the accuracy of GPS in monitoring the horizontal deformation according to every point 

with itself with different time intervals, the results of positioning of every bolt is computed using GPS results 

under conditions of cut off angle 15ᵒ and reference receiver S1 only, the results of positioning of each bolt is 

compared in factor of different time intervals. 

To investigate the GPS point positioning against itself, the difference of GPS results obtained for 

positioning of points B1, B2, B3 and B4 from time interval (5mins) to (30mins) were computed.  Figure (3) 

shows the difference of GPS results obtained for positioning of point B1 from time interval (5mins) to (30mins) 

and it shows that error of positioning is from (0.2 to 1.7mm) where 0.2 mm accuracy is for the difference 

between the time intervals at 30 & 25 while the 1.7 mm error occurs at the difference between the time intervals 

at 10&5 minutes. 
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Figure (3) difference of horizontal positioning of B1from a time interval with the next referenced to control 

point S1 only in mm 

 

6-2 GPS obtained results compared with that of vernier scale referenced to receiver A only 

To investigate the accuracy of GPS in monitoring the horizontal deformation, the relative positions 

(distances) between the lined bolts are computed using GPS results and the measured distances using vernier 

scale each time interval which is 5 minutes under conditions of cut off angle 15ᵒ and referenced to receiver S1 

only. For assessing the GPS results for each time interval, the RMS of error was computed for all points shown 

in table (1). 

 

Table 1: the RMS of horizontal displacement for all points at each time interval in mm 

Diff. 

RMS 

(5 Min) 

RMS 

(10 Min) 

RMS 

(15 Min) 

RMS 

(20 Min) 

RMS 

(25 Min) 

RMS 

(30 Min) 

b1-b2 0.40 -0.99 0.70 -0.30 -0.60 0.10 

b2-b3 1.09 -0.08 0.40 -0.10 0.60 -0.10 

b3-b4 1.81 1.22 1.10 -0.10 -0.50 -0.50 

 Tot. 2.15 1.58 1.36 0.35 0.98 0.51 

Figure (4) shows the RMS of all points during the GPS time intervals. 

 

The figure shows that the accuracy is increasing with the increase of time interval from 2mm at time 
interval of 5 minutes to 0.5 mm at time interval of 30 minutes and the RMS of time interval 20 minutes here is 

an outlier result where it was possible that the GDOP of the satellites was the best at that time or there was less 

GPS observation errors at that time interval. 

 

 
Figure (4) shows the RMS of all points during the GPS time interval in mm 
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6-3 GPS obtained results compared with that of VERNIER scale referenced to A&B 

To investigate the accuracy of GPS in monitoring the horizontal deformation, the relative positions 

(distances) between the lined bolts are computed using GPS results and the measured distances using vernier 
scale each time interval which is 5 mins under conditions of cut off angle 15ᵒ and referenced to receivers A&B 

and the software program solved the loop closure error adjustment. For assessing the GPS results for each time 

interval, the RMS of error was computed for all points referenced to receiver a and b shown in table (2) 

 

Table 2: the RMS of horizontal displacement for all points at each time interval in mm 

 Diff.  

RMS 

(5 Min) 

RMS 

(10 Min) 

RMS 

(15 Min) 

RMS 

(20 Min) 

RMS 

(25 Min) 

RMS 

(30 Min) 

b1-b2 0.24 -1.00 -0.70 -0.20 -0.60 0.10 

b2-b3 1.20 -0.10 -0.40 -0.10 0.60 -0.10 

b3-b4 1.68 1.20 0.01 -0.10 0.50 0.50 

 Tot. 2.07 1.56 0.80 0.24 0.98 0.52 

Figure (5) shows the RMS of all points during the GPS time intervals. 

 

The figure shows that the accuracy is increasing with the increase of time interval from 2mm at time 

interval of 5 minutes to 0.5 mm at time interval of 30 minutes and the RMS of time interval 20 minutes here is 

an outlier result where it was possible that the GDOP of the satellites was the best at that time or there was less 

GPS observation errors at that time interval. 

 

 
Figure (5) shows the RMS of all points during the GPS time interval referenced to receiver A &B in mm 

 

VII.   Conclusions 
One of the main problems, facing the workers in structural or monuments repair, is the measuring and 

monitoring of deformations before, during, and after repair. Some of this important task has been solved in the 

present paper, through the evaluations of GPS accuracy in monitoring horizontal deformation. Based on the 

results of our practical investigation contained here, the following important conclusions can be enumerated: 

1- The accuracy of measuring the horizontal movement using relative static technique resulted from GPS 

compared every point with itself is from about (0.2 to 2.7mm) and accuracy increases with the increase of 

the time interval of the observation. 

2- The accuracy of measuring horizontal deformation of points on structure using relative static technique of 

GPS is from (0.1mm) to (1.8mm) and the best accuracy is for the 30 minutes time interval which reveals that 
moreover the time interval increase in the GPS, the accuracy increases. 

3- The root mean square error decreases as the time interval increases as the 30 minutes gave the best accuracy 

while the 5 minutes gave the least accuracy 

4- No need to use two static receivers in measuring and monitoring of horizontal structural deformations as the 

result of accuracy increase only by ratio 10% in the RMS of the points, where the cost of the project and 

saving the cost of an additional receiver to use two static receiver is more valuable than 10% increase in 

accuracy. 
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5- The applications of the horizontal deformation measurement and monitoring by GPS method can be used in 

some old monuments and high rise buildings or concrete bridges deformations and monitoring with accuracy 

about 3 millimeters. 
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I.   Introduction 
   To date, the largest power towers ever built are the 10 MW Solar One and Solar Two plants. Assuming 

success of the Solar Two project, the next plants could be scaled-up to between 30 and 100 MW in size for 

utility grid connected applications in the Southwestern United States and/or international power markets. New 

peaking and intermediate power sources are needed today in many areas of the developing world. India, Egypt, 

and South Africa are locations that appear to be ideally suited for power tower development. As the technology 

matures, plants with up to a 400 MW rating appear feasible.  

 As non-polluting energy sources become more favored, molten-salt power towers will have a high 

value because the thermal energy storage allows the plant to  
be dispatch able. Consequently, the value of power is worth more because a power tower plant can deliver 

energy during peak load times when it is more valuable. Energy storage also allows power tower plants to be 

designed and built with a range of annual capacity factors (20 to 65%). Combining high capacity factors and the 

fact that energy storage will allow power to be brought onto the grid in a controlled manner (i.e., by reducing 

electrical transients thus increasing the stability of the overall utility grid); total market penetration should be 

much higher than an intermittent solar technology without storage.  

 One possible concern with the technology is the relatively high amount of land and water usage. This 

may become an important issue from a practical and environmental viewpoint since these plants are typically 

deployed within desert areas that often lack water and have fragile landscapes. Water usage at power towers is 

comparable to other Rankine cycle power technologies of similar size and annual performance. Land usage, 

although significant, is typically much less than that required for hydro [3] and is generally less than that 
required for fossil (e.g., oil, coal, natural gas), when the mining and exploration of land are include 

Abstract: The solar power tower (also known as 'Central Tower' power plants or 'Heliostat' power 
plants or power towers) is a type of solar furnace using a tower to receive the focused sunlight. It uses 

an array of flat, moveable mirrors (called heliostats) to focus the sun's rays upon a collector tower (the 

target). The high energy at this point of concentrated sunlight is transferred to a substance that can store 

the heat for later use. The more recent heat transfer material that has been successfully demonstrated is 

liquid sodium. Sodium is a metal with a high heat capacity, allowing that energy to be stored and drawn 

off throughout the evening. That energy can, in turn, be used to boil water for use in steam turbines. 

Water had originally been used as a heat transfer medium in earlier power tower versions (where the 

resultant steam was used to power a turbine). This system did not allow for power generation during the 

evening. 

Keywords:  Heliostats Attachment, Collector Tower, Liquid Sodium, Power a Turbine. 
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Fig.1 Overview Design of Solar power collector. 

 

A better approach to the prediction of welding deformation is using the combined technologies of 

experiments with numerical calculation. With modern computing facilities, the Finite Element (FEM) technique 

has become an effective method for prediction and assessment of solar residual stress and distortions various 

factors, the quantitative prediction and the control of Solar deformation especially for a large and complex 

welded structure is extremely difficult. 

Each of the mirrors has a surface measuring 120 m² (1,292 square feet) that concentrates the sun's rays 

to the top of a 115 meter (377 ft) high, 40-story tower where a solar receiver and a steam turbine are located. 
The turbine drives a generator, producing electricity. 

 

II. Brief Overview of System Description 
   Solar power towers generate electric power from sunlight by focusing concentrated solar radiation on 

a tower-mounted heat exchanger (receiver). The system uses hundreds to thousands of sun-tracking mirrors 

called heliostats to reflect the incident sunlight onto the receiver. These plants are best suited for utility-scale 

applications in the 30 to 400 MWe range. In a molten-salt solar power tower, liquid salt at 290ºC is pumped 

from a „cold‟ storage tank through the receiver where it is heated to 565ºC and then on to a „hot‟ tank for 

storage. When power is needed from the plant, hot salt is pumped to a steam generating system that produces 
superheated steam for a conventional Rankin cycle turbine/generator system. From the steam generator, the salt 

is returned to the cold tank where it is stored and eventually reheated in the receiver. Figure 1 is a schematic 

diagram of the primary flow paths in a molten-salt solar power plant. Determining the optimum storage size to 

meet power-dispatch requirements is an important part of the system design process. Storage tanks can be 

designed with sufficient capacity to power a turbine at full output for up to 13 hours. 

The heliostat field that surrounds the tower is laid out to optimize the annual performance of the plant. 

The field and the receiver are also sized depending on the needs of the utility. In a typical installation, solar 

energy collection occurs at a rate that exceeds the maximum required to provide steam to the turbine. 

Consequently, the thermal storage system can be charged at the same time that the plant is producing power at 

full capacity. The ratio of the thermal power provided by the collector system (the heliostat field and receiver) to 

the peak thermal power required by the turbine generator is called the solar multiple. 
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Fig.2 Overview Design of Solar power collector. 

 

III. Rankine Cycle 

There are four processes in the Rankine cycle, each changing the state of the working fluid. These 

states are identified by number in the diagram above. 

 Process 4-1: First, the working fluid is pumped (ideally isentropic ally) from low to high pressure by a 

pump. Pumping requires a power input (for example mechanical or electrical).  

 Process 1-2: The high pressure liquid enters a boiler where it is heated at constant pressure by an 

external heat source to become a superheated vapor. Common heat sources for power plant systems are 

coal, natural gas, or nuclear power.  

 Process 2-3: The superheated vapor expands through a turbine to generate power output. Ideally, this 

expansion is isentropic. This decreases the temperature and pressure of the vapor.  

 Process 3-4: The vapor then enters a condenser where it is cooled to become a saturated liquid. This 

liquid then re-enters the pump and the cycle repeats.   

Rankine cycles describe the operation of steam heat engines commonly found in power generation 

plants. In such vapor power plants, power is generated by alternately vaporizing and condensing a working fluid 

(in many cases water, although refrigerants such as ammonia may also be used). 

The working fluid in a Rankine cycle follows a closed loop and is re-used constantly. Water vapor seen 

billowing from power plants is evaporating cooling water, not working fluid. 

 

IV. Energy Storage 
The PS10 solar power tower stores heat in tanks as superheated and pressurized water at 50 bar and 

285 °C. The water evaporates and flashes back to steam, releasing energy and reducing the pressure. Storage is 
for one hour. It is suggested that longer storage is possible, but that has not been proven yet in an existing power 

plant. However, there are many considerations for using molten salt as an energy storage medium due to the 

great capability of storing energy for long periods of time without substantial losses. Another possibility is to 

use a phase-change material as thermal storage where latent heat is used to store energy. 

 

V. Heliostat 
     It comes from Helios, the Greek word for sun and stat, as in stationary. A Heliostat is a device that 

tracks the movement of the sun. It is typically used to orient a mirror, throughout the day, to reflect sunlight in a 

consistent direction. When coupled together in sufficient quantities, the reflected sunlight from the heliostats can 
generate an enormous amount of heat if all are oriented towards the same target. It was originally developed as 

an instrument for use in surveying, allowing the accurate observation of a known point from a distance. 

Heliostats have been used for sunlight-powered interior lighting, solar observatories, and solar power 

generation. Mirrors and reflective surfaces used in solar power that do not track the sun are not heliostats.     
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  The simplest heliostat devices use a clockwork mechanism to turn the mirror in synchronization with 

the rotation of the Earth. More complex devices need to compensate for the changing elevation of the Sun 

throughout a Solar year. Even more advanced heliostats track the sun directly by sensing its position throughout 
the day. The heliostat reflects the sunlight onto the transmission system. This is typically a set of mirrors that 

direct the reflected sunlight into the building or, alternatively, a light tube. Fiber optic cabling has also been used 

as a transfer mechanism. Various forms of commercial products have been designed for the point of termination 

(the "light bulb"). 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

Fig.3 Heliostat Device for Solar power collector 

The heliograph had some great advantages. It allowed long distance communication without a fixed 
infrastructure, though it could also be linked to make a fixed network extending for hundreds of miles, as in the 

fort-to-fort network used for the Geronimo campaign. It was very portable, did not require any power source, 

and was relatively secure since it was invisible to those not near the axis of operation, and the beam was very 

narrow, spreading only 50 feet per mile of range. However, anyone in the beam with the correct knowledge 

could intercept signals without being detected. In the Boer war, where both sides used heliographs, tubes were 

sometimes used to decrease the dispersion of the beam. Conversely, the narrow beam made it very difficult to 
stay aligned with a moving target, as when communicating from shore to a moving ship, and the British issued a 

dispersing lens to broaden the heliograph beam from its natural diameter of 0.5 degrees to 15 degrees for that 

purpose. 

The distance that heliograph signals could be seen depended on the clarity of the sky and the size of the 

mirrors used. A clear line of sight was required, and since the Earth's surface is curved, the highest convenient 

points were used. Under ordinary conditions, a flash could be seen 30 miles (48 km) with the naked eye, and 

much farther with a telescope. The maximum range was considered to be 10 miles for each inch of mirror 

diameter. Mirrors ranged from 1.5 inches to 12 inches or more. The record distance was established by a 

detachment of U.S. signal sergeants by the inter-operation of stations on Mount Ellen, Utah, and Mount 

Uncompahgre, Colorado, 183 miles (295 km) apart on September 17, 1894, with Signal Corps heliographs 

carrying mirrors only 8 inches square. A heliostat (from helios, the Greek word for sun, and stat, as in 
stationary) is a device that includes a mirror, usually a plane mirror, which turns so as to keep reflecting sunlight 

toward a predetermined target, compensating for the sun's apparent motions in the sky. The target may be a 

physical object, distant from the heliostat, or a direction in space. The alt-azimuth and polar-axis alignments are 

two of the three orientations for two-axis mounts that are, or have been, commonly used for heliostat mirrors. 
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VI. Tracking Alternatives 
The movement of most modern heliostats employs a two-axis motorized system, controlled by 

computer as outlined at the start of this article. Almost always, the primary rotation axis is vertical and the 

secondary horizontal, so the mirror is on an alt-azimuth mount. One simple alternative is for the mirror to rotate 

around a polar aligned primary axis, driven by a mechanical, often clockwork, mechanism at 15 degrees per 

hour, compensating for the earth's rotation relative to the sun. The mirror is aligned to reflect sunlight along the 

same polar axis in the direction of one of the celestial poles. There is a perpendicular secondary axis allowing 

occasional manual adjustment of the mirror (daily or less often as necessary) to compensate for the shift in the 

sun's declination with the seasons. The setting of the drive clock can also be occasionally adjusted to 

compensate for changes in the Equation of Time. The target can be located on the same polar axis that is the 

mirror's primary rotation axis, or a second, stationary mirror can be used to reflect light from the polar axis 

toward the target, wherever that might be. This kind of mirror mount and drive is often used with solar cookers, 
such as Scheffler reflectors. For this application, the mirror can be concave, so as to concentrate sunlight onto 

the cooking vessel. 

 

VII. Land, Water, and Critical   Materials Requirements 
The land and water use values provided in Table 4 apply to the solar portion of the power plant. Land 

use in 1997 is taken from Solar Two design documents. Land use for years 2000 and beyond is based on 

systems studies. The proper way to express land use for systems with storage is ha/MWh/yr. Expressing land 

use in units of ha/MW is meaningless to a solar plant with energy storage because the effect of plant capacity 

factor is lost. Water use measured at the SEGS VI and VII [20] trough plants form the basis of these estimates. 
Wet cooling towers are assumed. Water usage at Solar Two should be somewhat higher than at SEGS VI and 

VII due to a lower power block efficiency at Solar Two (33% gross). However, starting in the year 2000, water 

usage in a commercial power tower plant, with a high efficiency power block (42% gross), should be about 20% 

less than SEGS VI and VII. If adequate water is not available at the power plant site, a dry condenser-cooling 

system could possibly be used. Dry cooling can reduce water needs by as much as 90%. However, if dry cooling 

is employed, cost and performance penalties are expected to raise level zed-energy costs by at least 10%. 

 

 

 

 

 

 

 

 

 

Fig.4 Roof-mounted Close-Coupled Heliostats Receivers 

 

VIII. Solar Power Applications 
Several kinds of very practical solar energy systems are in use today. The two most common are 

passive solar heated homes (or small buildings), and small stand-alone photovoltaic (solar electric) systems. 

These two applications of solar energy have proven themselves popular over a decade of use. They also 

illustrate the two basic methods of harnessing solar energy: solar thermal systems, and solar electric systems. 

The solar thermal systems convert the radiant energy of the sun into heat, and then use that heat energy as 

desired. The solar electric systems convert the radiant energy of the sun directly into electrical energy, which 
can then be used as most electrical energy is used today. 
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Fig.5 The Solar Bowl above the ground in Auroville, India concentrates sunlight on a movable receiver to 

produce heat for Electricity 

 

Where temperatures below about 95 °C are sufficient, as for space heating, flat-plate collectors of the 

non concentrating type are generally used. Because of the relatively high heat losses through the glazing, flat 

plate collectors will not reach temperatures much above 200 °C even when the heat transfer fluid is stagnant. 

Such temperatures are too low for efficient conversion to electricity. During the day the sun has different 

positions. For low concentration systems (and low temperatures) tracking can be avoided (or limited to a few 

positions per year) if nonimaging optics are used. For higher concentrations, however, if the mirrors or lenses do 

not move, then the focus of the mirrors or lenses changes (but also in these cases nonimaging optics provides the 
widest acceptance angles for a given concentration). Therefore it seems unavoidable that there needs to be a 

tracking system that follows the position of the sun (for solar photovoltaic a solar tracker is only optional). The 

tracking system increases the cost and complexity. With this in mind, different designs can be distinguished in 

how they concentrate the light and track the position of the sun. 

 

 

 

 

 

 

 

 
 

 

   

 

 

 

 

 

 

 

 

 

 

 

Fig.6 Solar Panels of Collectors FEM Analysis  
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The energy storage system for Solar Two consists of two 875,000 liter storage tanks which were 

fabricated on-site by Pitt-Des Moines. The tanks are externally insulated and constructed of stainless steel and 

carbon steel for the hot and cold tanks, respectively. Thermal capacity of the system is 110 MWh. A natural 
convection cooling system is used t in the foundation of each tank to minimize overheating and excessive 

dehydration of the underlying soil. All pipes, valves, and vessels for hot salt were constructed from stainless 

steel because of its corrosion resistance in the molten-salt environment. The cold-salt system is made from mild 

carbon steel. The steam generator system (SGS) heat exchangers, which were constructed by ABB Lummus, 

consist of a shell-and-tube super heater, a kettle boiler, and a shell-and-tube preheater. Stainless steel cantilever 

pumps transport salt from the hot-tank-pump sump through the SGS to the cold tank. Salt in the cold tank is 

pumped with multi-stage centrifugal pumps up the tower to the receiver. Solar Two is expected to begin routine 

daily power production in late 1997. Initial data collected at the plant show that the molten-salt receiver and 

thermal storage tanks should perform as predicted during the heat treatment. 

 

 

 

 

 

 

 

 

 

Fig.7 Results of Solar panels of FEM Analysis 

The goals of the redesigned plant, called Solar Two, are to validate nitrate salt technology, to reduce 

the technical and Economic risk of power towers, and to stimulate the commercialization of power tower 

technology. Solar Two has produced 10 MW of electricity with enough thermal storage to continue to operate 

the turbine at full capacity for three hours after the sun has set. Long-term reliability is next to being proven. 
The conversion of Solar One to Solar Two required a new molten-salt heat transfer system including the 

receiver, thermal storage, piping, and a steam generator and a new control system. The Solar One heliostat field, 

the tower, and the turbine/generator required only minimal modifications. The Solar Two receiver comprises a 

series of panels (each made of 32 thin-walled, stainless steel tubes) through which the molten salt flows in a 

serpentine path. The panels form a cylindrical shell surrounding piping, structural supports, and control 

equipment.  
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I. INTRODUCTION 
Geospatial information is information that refers to the position of an entity on the Earth, and includes 

information such as street, city, and national borders as well as longitude and latitude coordinates. There are 

several local-search websites, such as Google Maps, Yahoo! Local, Bing Maps, Yellow Pages, and MapQuest 

Maps. At such a website, a user might look for a restaurant called “Chaochi” close to San Jose in California. The 

website returns the restaurants close to the city that match the keywords. Users often do not know the exact 

spelling of keywords. For example, the user may mistype a query as (chochi restaurant) near (San Jose, CA) when 
looking for the restaurant Chaochi. Similarly, a user could mistype the word “restaurant” and submit a query: 

(resturnt) near (San Jose). Approximate string search is necessary when users have a fuzzy search condition, or a 

spelling error when submitting a query. It is important to find  relevant answers to such mistyped queries. 

Unfortunately, most existing location-based systems do not provide correct or approximate answers to a query 

even with only a single typo.We conducted various experiments to show how several systems behaved for three 

mistyped variations of the query “Chao chi restaurant” as of May 5, 2014. 

 In most cases, the search engines either returned an empty answer or gave irrelevant results. Both 

Google and Yahoo returned “We could not find the desired results”. In this paper, we study how to solve this 

problem by supporting approximate keyword search on spatial data. Given a query with keywords and a spatial 

location, we want to find the location with those keywords, even if  those  keywords do not match exactly. Thus 

we can find relevant objects for the user even in the presence of typos in the query or data. 
 

TABLE I.  RESULTS OF LOCAL-SEARCH ENGINES FOR MISTYPED QUERIES (AS OF MAY,5 2014) 
 

Searc

h 

Engi

ne 

Results of mistyped queries 

 

Chochi restaurant 

Chooch

i 

restaur

ant 

Chauchi 

restaura

nt 

Yaho

o! 

Could not find the desired 

results 

Word 

misspelt 
misspelt 

Googl

e 
Could not find the result 

Misspel

t 
mispelt 

 

 Notice this approach is more powerful than the approach of suggesting an alternative query (the “Did 

you mean” feature used by many systems). The latter can only suggest a new query, while the new approach can 

find approximate answers, even if the answers’ keywords are only similar to those of the query. 

 

Abstract: In recent years many websites have started providing keyword search services on maps. In 
these systems, users may experience difficulties finding the entities they are looking for if they do not 

know their exact spelling, such as a name of a restaurant. In this paper, we present a novel index 

structure and corresponding search algorithm for answering map based approximate-keyword in an 

Euclidean space so that the users get their desired results even though they have typos in the keyword. 

This work mainly focuses on investigating range queries in Euclidean space. 

Keywords: Euclidean space, Approximate keyword, typos, LBAK. 
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BACKGROUND WORK 

Euclidean plane or space is as a set of points satisfying certain relationships, expressible in terms of 

distance and angle. It supports range queries. For example: It retrieves places within a particular range or 

distance.   

 

a. R TREE  

R tree indexing is used for searching string queries in Euclidean space. They are actually data structures 
used for spatial access methods for indexing multi –dimensional information such as geographical co-ordinates. 

But doesn’t exactly support for approximate string search. 

Defining the similarity between 2 strings was a major issue since computing the edit distance between 2 strings 

has a quadratic complexity (to the length of the string). Several string similarity comparisons lead to higher CPU 

cost (overhead). 

Suppose a query string that does not have any similar strings within its query range leads to minimum 

query cost. But in R tree, it visits all the index nodes within query range leading to unnecessary IO overhead. R 

tree solution could suffer from unnecessary node visits which lead to higher IO cost (overhead). The fundamental 

issue here is that the possible pruning power from the string match predicate is completely ignored by the R tree 

solution.  Since the pruning power was completely ignored by the R tree a combined approach that prunes 

simultaneously on string match predicate and spatial predicate was proposed. 
  

b. MHR TREE 

MHR tree is R tree augmented with the min- wise signature and the linear hashing technique. The min –

wise signature for an index node u keeps a concise representation of the union of q-grams from string under the 

sub tree of u. The pruning functionality of such signatures was analyzed based  on the set resemblance between 

the query string and the q grams from the sub trees of index nodes.  

In this structure similar strings are retrieved, points that do not satisfy the spatial predicate are pruned in 

post processing.  

But the size overhead of these signatures is very small. Less space so can’t increase query time. The 

method misses query answers due to probabilistic nature of the signatures. 

1.  AK TREE 

AK (Approximate Keyword) tree is used to return approximate results rather than exact results. It can 
answer queries such as find chochi restaurant near San Jose. Notice that chochi is misspelled but the AK-Tree 

can still find useful answers. In short, the AK-Tree answers queries with a spatial component and a keyword 

component, where the keywords don't need to match exactly but approximately. The main idea of the basic index 

is to augment a tree-based spatial index with capabilities for approximate string search and keyword search. We 

use approximate string search to identify for each keyword those strings that are similar. Once we have identified 

similar keywords, we use the keyword-search capability to prune search paths. To support keyword search we 

choose some nodes to store the union of keywords contained in objects of their sub tree. The indexing structure 

used is R *tree which is an enhanced version of R tree. 

 

1.2 PROBLEM FORMULATION 

The problem of approximate keyword search on spatial data can be formulated as follows. Consider a 
collection of spatial objects obj1,...,ojbn, each having a textual description (a set of keywords) and a location. A 

spatial approximate- keyword query Q = (Qs,Qt) consists of two conditions: a spatial condition Qs such as a 

rectangle or a circle, and an approximate keyword condition Qt having a set of k pairs 

{(w1,δ1),(w2,δ2),...,(wk,δk)}, each representing a keyword wi with an associated similarity threshold δi. The 

similarity thresholds refer to a similarity measure such as edit distance, Jaccard, etc., which could be different for 

each keyword. Our goal is to find all objects in the collection that are within the spatial region Qs and satisfy the 

approximate keyword condition Qt. We focus on conjunctive approximate keyword queries; thus, an object 

satisfies the approximate keyword condition if for each keyword wi in Qt, the object has a keyword in its 

description whose similarity to wi is within the corresponding threshold δi.  

 

1.2.1 ALGORITHM  
We discuss the search procedure for answering spatial approximate-keyword queries. We classify the 

AK- tree nodes into three categories: 

 S-Nodes 

 SA-Nodes 

 SK-Nodes 

S-nodes: Do not store any textual information such as keywords or approximate indexes, and can only be 

used for pruning based on the spatial condition.  

http://en.wikipedia.org/wiki/Set_(mathematics)
http://en.wikipedia.org/wiki/Point_(geometry)
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SA-Nodes: Store the union of keywords of their sub tree, and an approximate index on those keywords. We 

use SA-Nodes to find similar keywords, and to prune sub trees with the spatial and approximate keyword 

conditions. 

  SK-Nodes: Store the union of keywords of their sub tree, and prune with the spatial condition and its 

keywords. Note that we must have previously identified the relevant similar keywords once we reach an SK-

Node. 

 

a. ALGORITHM OUTLINE 

 Let Q be a query with a spatial condition Qs and an approximate-keyword condition Qt with k 

keywords. The algorithm traverses the tree top-down and performs the following actions at a tree node depending 

on the node type. At an S-Node, the algorithm only relies on the spatial information of the node to decide which 

children to traverse. Once the algorithm reaches an SA-Node, it uses the node’s approximate index to find similar 

keywords. For each keyword wi in Qt, the algorithm maintains a set of key- words Ci that are similar to wi 

according to its similarity threshold δi. Assuming we use the AND-semantics, a node is pruned if one of the 

query’s Ci sets is empty. Otherwise, we propagate the list C = C1,...,Ck downward and use it for further pruning. 

In particular, at each SK-Node n, for each keyword wi in Qt, the algorithm intersects its similar keywords Ci 

propagated from the parent with the stored keywords of n. The node n can be pruned if one of the similar 

keyword-sets Ci has an empty intersection with the node’s keywords. Otherwise, the algorithm passes those in- 
tersection sets of similar keywords to n’s children for further traversal. At a leaf node, the algorithm adds to the 

answer set all the node’s objects that satisfy the condition Qs and have a non-empty intersection between their 

keywords and each of the propagated similar-keyword sets from the query. 

 Pseudo-code: Let us examine the pseudo-code for AK- Search in Algorithm 1. Note that the algorithm 

invokes several helper procedures, e.g. InitSimilarKeywordSets, Proc- SNode, etc., defined in Algorithms 2, 3, 4 

and 5. The input of Algorithm 1 is a query Q = (Qs,Qt) and an AK-tree root r. We initialize a list C of k similar- 

keyword sets (line 2), where k is the number of keywords in Qt. We maintain a stack S to traverse the tree. 

Initially, we push the root r and the list C to the stack (line 4). We start traversing the tree by popping the pair (n, 

C) from the stack (line 6). If n is not a leaf node, then all n’s children that satisfy the spatial condition will be 

investigated (lines 7-9). Depending on the type of the node we invoke a helper procedure to process it (lines 10-

18): For an S-Node (lines 11-12), we only rely on the spa- tial condition to do pruning, and push the pair (ni, C) to 

the stack S (within Algorithm 3). For an SA-Node (lines 13-14), we use its approximate index to find similar key- 
words for each query keyword as shown in Algorithm 4. We call GetSimKwds (wi, δi) to get wi’s similar 

keywords, for i = 1,...,k, and store them in wi’s corresponding similar- keyword set Ci. If at least one similar 

keyword is found for each keyword in Qt, then the pair (ni, C) is pushed to the stack S for future investigation. 

For an SK-Node (lines 15- 16), we compute the intersection Gi between ni’s keywords and the similar-keyword 

set Ci. If all the intersection sets are not empty, then the pair (ni, G) is pushed to S to be examined later 

(Algorithm 5). Finally, when we reach a leaf node, we add its objects that satisfy the two conditions Qt and Qs to 

the results.  

 

Algorithm 1.  Ak Search 

 

Input: A query Q = hQs,Qti, with Qt having k pairs     {(w1,δ1),...,(wk,δk)} associating a keyword wi 
with its  similarity threshold δi; 

 An AK-tree root r; 

 Output: A set R of all objects satisfying Qs and Qt; 

1 Result set R ← ∅; 

2 C ← InitSimilarKeywordSets(r, Qt); 

3 Initialize an empty stack S; 

4 S.push (r,C); 

5 while S = ∅ do 

6    (n,C) ← S.pop(); 

7     if n is not a leaf node then 
8        for each child ni of n do 

9           if ni does not satisfy Qs then continue; 

10        switch ni.type do 

11             case S-Node: 

12                   S ← ProcSNode(ni, Qt, C, S); 

13            case SA-Node: 

14                   S ← ProcSANode(ni, Qt, C, S); 

15            case SK-Node: 
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16                    S ← ProcSKNode(ni, Qt, C, S); 

17            endsw 

18        endsw 

19     end 

20 else // leaf node 

21    foreach object oi of n do 

22     if oi satisfies Qs and Qt then 
23       R.add(oi); 

24     end 

25    end 

26   end 

27   end 

28  return R 

 

Algorithm 2.  InitSimilarKeywordSets 

 

Input: Root r of an LBAK-tree; 

             Qt = {(w1,δ1),...,(wk,δk)}  
Output: A list of similar-keyword sets  

               C = C1,...,Ck; 

 1 C ← {∅,∅,...,∅} // k empty sets 

 2 return C 

 

Algorithm 3: ProcSnode 

 

Input: S-Node n;  

            Qt = {(w1,δ1),...,(wk,δk)}; 

            Similar-keyword sets C = C1,...,Ck; 

            Stack S; 
 Output: Stack S; 

 1 S.push (n,C); 

 2 return S 

 

Algorithm 4: ProcSANode  
 

Input: SA-Node n;  

Qt = {(w1,δ1),...(wk,δk)}; 

 Similar-keyword sets C = C1,...,Ck; 

 Stack S;  

Output: Stack S;  
1 for i=1 to k do  

2 Ci ← n.GetSimKwds(wi, δi); 

 3 end 

 4 if all Ci’s = ∅ then  

5 S.push (n,C);  

6 end  

7 return S  

 

Algorithm 5: ProcSKNode  
Input : SK-Node n; 

 Qt = {(w1,δ1),...(wk,δk)}; 
 Similar-keyword sets C = C1,...,Ck; 

 Stack S; 

 Output: Stack S; 

 1 for i=1 to k do 

 2 Gi ← n.keywords ∩ Ci; 

 3 end  

4 if all Gi’s = ∅  

then 5 G ← G1,G2,...,Gk; 
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 6 S.push (n,G); 

 7 end 

8 return S 

 

II. Demonstration Description 
The system provides an interface similar to existing local-search on maps. The interface has a map and 

two input boxes, one for textual keywords and one for a location. The map is using the Google Maps API, and 

can display the search results for a query. We also use the Google Maps Geocoder API to obtain the latitude and 

longitude of the entered location. When a user clicks the search button, the objects satisfying the query conditions 

will be shown as  red markers on the map. There are options to zoom in and out. The below screen shots are taken 

from our project. 

 

Fig.1 A screen shot of our system with a mistyped keyword “Calagaeri city”. 

 

 
 

Fig. 2 Location displayed even though there were errors in the keyword for Chochi restaurant 
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Fig.3 A screen shot of our system with a mistyped keyword ”Lacoomeee city”. 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

FFig.4 A screen shot of our system with a    mistyped keyword”Tibessa city”. 

 
 

Fig.5 A screen shot of our system with a mistyped keyword ”Nunavote city”. 
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a. 3. Comparison 
Our system was compared with other several search engines. It is proved from the Figures 1,2,3,4 & 5 

that the problem of approximate string search has been solved by 80 %. When other location based search engines 

were unable to retrieve approximate results when a user entered a mis spelt keyword,our system retrieved 
accurate results even though the user entered a wrong keyword. 

 

Fig.6 A screen shot of the search engine Google map retrieving with a mistyped keyword “Chochi restaurant near 

san jose”. 

 

 
 

Fig. 7. A screen shot of the search engine Yahoo map retrieving the keyword “Chochi Restaurant near San Jose” 

 

 
 

The above screen shots show that still several search engines lack approximate string search. The figure 
2. Shows the result of my system giving the exact result for the keyword “chochi restaurant san jose”. Thus it is 

proved from the above results that our system provides approximate results even though the user has mistyped or 

misspelt the keyword.This proves that our approach works better when compared to other systems. 
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 Fig. 8. Comparison with various tree and their metric results 

 

The above graph describes that R tree needs a higher IO and CPU cost whereas it has been proved to be 

low in AK Tree. The edit distance metric for R tree and MHR tree is less when compared to AK tree and this 

proves that AK tree supports better pruning than any other tree. 

 

III. Conclusion 

Thus the use of AK tree reduces the query time. Unnecessary CPU and IO overhead is completely 

reduced with the use of R * tree. The usage of R * tree incurs a minimum query cost. A combined approach that 

satisfies both string match predicate and spatial predicate solved the problem of pruning resulting in an accurate 

string search. Comparisons from other system prove how efficient our system works. 
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I. INTRODUCTION 
Distributed Generation (DG) not an entirely new concept considering the manner in which the early 

unit operating to produce and deliver the electricity. National grids were formed by large interconnected system 

that made power system more economic and reliable. DG is a back-up electric power generating unit that is used 
in many facilities. Most of these back-up units are used primarily by customers to provide emergency power 

during times when grid-connected power is unavailable and they are installed within the consumer premises 

where the electric demand is needed. The installation of the back-up units close to the demand centre avoids the 

cost of transmitting the power and any associated transmission losses. Back-up generating units are currently 

defined as distributed generation to differentiate from the traditional centralized power generation model. With 

the lack of significant increase in building new generating capacity or even in expanding existing ones to meet 

the needs of today’s mega cities’ demand, the whole electrical power industry is facing serious challenges and is 

looking for a solution. These issue decentralization of power system and liberalization of the electricity sector, 

along with dramatically growing demand for electricity in many countries has made DG an attractive option.   

 

The following are the general definition for DG 

 IEEE defines DG as: “A facility smaller then central plants/national grids, which is usually 10 MW or 
less, so that an interconnection can be allowed to any near point in the Grid, as Distributed resources”[1] . 

 US Department of energy (DOE) defines DG as: “Distributed power is modular electric generation or 

storage located near the point of views. Distributed system include biomass-based generation, combustion 

turbines, thermal solar power and Photo Voltaic (PV) system, fuel cells, wind turbines, micro turbines, 

engines/generator sets storage and control technology. DG can either be grid connected or independent of 

the grid. Those connected to the grids are typically interfaced at the distribution system.”[2]. 

 General definition of DG is: “A generating plant connected directly to the grid at distribution level 

voltage or customer side of the meter” [3]. 

The general DG technologies are such as solar power and PV, fuel cells, reciprocating engines. Wind 

technology has been excluded, since it usually appears as wind farms and acts as centralized power plant. The 

above definition does not specify any criteria or classification of DG capacity. Under different generating 
schemes diverse rating, behavior, regulation, purpose are being consider as DG in the power industry. Hence the 

capacity specifications are not universally defined. 

 

1.1 DG Energy Conversion Systems 

A typical DG energy conversion system has two main energy converting stages. The first stage is the 

prime fuel converting block in which the prime fuel internal energy is converted into mechanical energy, as in 

the case of internal combustion engines. The second stage converts the mechanical energy into electrical power 

using an electromechanical energy conversion device such asynchronous alternator or induction generator, 

which produces AC power. Another way of obtaining electrical energy is through a chemical or photosynthesis 

conversion process. Fuel cells and PV solar energy converter are good examples of this category and produce 

Abstract:  The Power Generated in Karnataka(INDIA)  is 7445.91MW and Demand is 8500MWwhich 

causes the problem of Load shedding, many states face this problem and are forced to buy the power from 

other states which leads to the extra economical burden, this is where the Distributed Generation (DG) 

plays a role to cut down the costs of the power purchased. This paper discusses the various aspects of DG 

Opportunities, conversion system, technology interconnections and environmental performance. Also 

some of the challenges DG system is confronting, an overview of connection between DG system and 

Microgrid, the feature aspects of DG and benefits of DG system are also brought out.   

Keywords:  Distributed Generation (DG), Microgrid (MGR), Economic benefits and challenges, 
distributed generation technologies, environmental performance. 
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DC power. The interfacing unit is essential to convert the produced DC source into harmonized constant voltage 

and frequency AC power source. 

 DC to AC power electronic converter system is incorporated as interfacing unit. One important 
requirement for the inverter is to produce good quality AC power with supply frequency fluctuation limited to 

1.2 Hz and with less than 5% THD of its voltage waveform at the coupling point in accordance with IEEE 519 

standard [4].Islanding is a condition occurring when a generator or an inverter and a portion of the grid system 

separates from the remainder of the large distribution system and continues to operate in an energized state. 

Islanding may pose a safety threat or cause equipment problems; therefore, it cannot be permitted without full 

coordination and planning between the parties [5–7].An additional requirement of the inverter is to have the 

capability of preventing the DG from islanding (anti-islanding capability) on the hosting grid. 

In the conversion types discussed above, the output produced must meet the hosting grid voltage and 

frequency standards. A coupling transformer is needed to interface the DG generator with the grid to match the 

distribution voltage level at the point of connection. Only when it is safe and exact paralleling conditions 

(synchronization) exists, the DG is interconnected with the grid after obtaining the permission and full 
coordination from the grid operator. 

Another configuration normally adopted for supplying power to sensitive electrical load demand is to 

use DG armed with a UPS unit. The UPS system normally incorporates an energy storage medium such as 

batteries to enable power supply continuity as well as improve power quality and reduce the influence of voltage 

surges, spikes and swells which could cause loss of production. The DG/UPS can be configured in various 

schemes to meet consumer demand and positively be part of the ancillary support to a hosting grid. In all the 

systems described above, the DG output could ultimately be interconnected with the grid. The interconnection 

takes place at the PCC at the grid side. Once the interconnection is established the hosting utility assumes 

responsibility of DG operation and contribution and treats it as part of its generation system. 

 

1.2 DG Opportunities 

Energy investors and utility operators are attracted to the DG role and associated industry for the 
following foreseen opportunities. DG can be fuelled by locally available renewable and alternative mix of fuel 

sources to meet today’s energy demand. Renewable sources are wind and solar, while alternative fuels are those 

produced from waste products or biomass and can be in gas, liquid or solid form. Greater independency from 

importing petroleum fuel can be achieved by incorporating DG that is powered by various fuel sources. 

 DG can support future increase in power demand without investment in the expansion of existing 

distribution network as it can be installed very close to the new load center. 

 Installing DG within the industrial/commercial premises avoids negotiating land use and the need for 

rights-of-way for electric transmission and distribution, thereby minimizing further capital investment. 

 DG can be used in reducing intermittent and peak supply burdens on utilities grid by injecting power as 

and when required. 

 DG will have the capability to support the existing energy supply when needed and in a short time (black 
start) without incurring capital cost. 

 DG penetration in the energy market will create overall competitive pricing of energy. The current 

generation rate ($/KWh) of DG is now competitive with the centralized generation system as efficient 

fuel energy conversion units, such as fuel cells and micro turbines are continuously improved and 

diversified. 

 DG could contribute to decreasing the vulnerability of the electric distribution system to external threats 

and hidden undetected faults that may cause wide scale blackout by feeding power to the sensitive 

infrastructure. 

 DG have a flexible feature in the capability to be configured to operate in a stand-by mode, isolated 

mode, or sharing the load through integration with the existing nearby electric grid. For the general 

public, using DG that is fuelled by various prime alternative fuel sources will be welcomed in order to 
reduce fossil fuel consumption.[4-7] 

 

1.3 DG Classifications 

DGs are classified according to their rated generation capacity, location, and size and by ownership. 

DGs are also classified by their functionality in supporting the hosting grid, according to their interconnectivity, 

power electronics interface or by the prime fuel source used. 

DG equipment owned and operated by the power utilities are strategically located along the distribution 

grid to support the power demand at specific locations for a specific time. The unit size is chosen to meet the 

required forecasted secondary grid support. Its rated capacity can span from a few watts to hundreds of 

kilowatts. Small rated units are normally designed to support residential and small industrial consumers and are 
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likely located in urban surroundings. Large capacity DG units designed for large industrial consumers are 

located in industrial zones. Their units are energized by various primary fuel sources such as fossil polluting and 

diminishing and non-fossil clean and renewable. 
 

II. Interconnection With Utility Grid 
Many of DG units are fuelled by fossil and non-fossil fuel sources. When a cluster of large and capable 

generating units exist in a confined locality, they pose high potential for creating a distributed resources domain. 

It is quite possible to create a confined distribution network defined as a Micro Grid (MGR) generating and 

distribution system [13]. The purpose here is to combine all available energy sources and associated DG units in 

one domain to meet the demand of the well-defined energy consumer.  

MGR infrastructure is based on distributed resources and DG units. Three available distinctive grid 

architectures are AC, DC and DC/AC distribution MGR. 
 

2.1 AC Architecture 

Every DG unit generates high quality AC power. The various DG units are connected together to form 

a local AC distribution network. The modular structure of connecting DG is as shown in Fig.1. Number of DG 

units can be added to meet the local demand continuously supplied through the constructed MGR. This 

configuration requires ancillary support, particularly VAR requirements. Precise coordination between the DG 

units is essential for the continuity of the power flow into the grid. Depending on the availability of the source, 

DG can be connected or disconnected from the utility grid and also power exchange with existing utility is 

possible. 

 

 
Fig 1 MGR architectures AC based architecture 

Example 
A PV system with 2-MW with low-voltage DC is not economical due to high power losses. The DC 

converters are used to step up the DC voltage of PV system to higher voltages to reduce the power losses. 

However, today, it is more economical to step up AC voltage to higher voltages using transformers for injection 

to utility system. Figure 2 shows such an arrangement. In addition, to provide regulating capability for the PV 

station, a number of PV arrays and wind power energy are processed in DC and the energy is stored in a flow 

battery or battery–flywheel system. The DC power of storage system is used for regulating the load voltage and 

load frequency control. The size of the storage system is specified by the regulating requirements of the PV 

station when it has to operate as an island. The PV station voltage is stepped up with the transformer T2 for 

parallel operation of the PV station as part of the utility system. 
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Fig. 2: The Architecture for design of a 2-MVA PV station. 

 

2.3 DC architecture 

In this architecture all the DG units are designed to generate DC power irrespective of the availability 

of prime fuel, creating DC distribution network. The Fig.3 shows created DC bus which can feed directly the 

individual consumer by standard DC voltage level. Such configuration has high reliability with high redundancy 

as it requires less sophistication to interconnect DC sources compared with AC sources. The main disadvantage 

is the risk of having circulating currents between the units. Each consumer may use the DC source or invert into 
AC source depending on the appliance used. Power exchange with existing utility is also possible by using a 

grid tie standard inverter unit. 

 
Fig3: MGR architectures DC based architecture 

 

Example 

The DG sources are connected to a uniform DC bus voltage including the storage system. This will 

facilitate plug-and-play capability by being able to store the DC power and use DC/AC converters to generate 

AC power. Today, commercially available storage devices such as flow batteries and battery–flywheel systems 

can deliver 700 kW for 5 sec to 2 MW for 5 min or 1 MW for up to 30 min, while 28-cell ultra-capacitors can 
provide up to 12.5 kW for a few seconds. 
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Fig. 4: The DC architecture of grid distributed generation systems. 

 

2.3 DC/AC architecture 
MGR could be structured around individual generating units that produce DC voltage sources 

connected to one DC bus. Collectively, units are networked to centralized AC interface system for the purpose 

of integration with the existing grid as depicted in Fig 5. A key weakness in this configuration is the total loss of 

AC power if the centralized inverter is down. 

 

 
Fig 5: MGR architectures DC and centralized AC based architecture 

 

In all possible architectures, different interconnection or energy management challenges need to be 
identified and addressed by the MGR operator and by the. Hosting network, such a variety of ways DG can be 

integrated with each other and with a hosting grid provides several opportunities. It provides support to the 

energy sector along with new and emerging technologies. It also opens new research areas and assists in 

creating employment opportunities in the sector. 

 

III. Economic Benefits And Challenges 
The DG systems have an impact on electricity prices, improvement in power quality, combined heat and 

power generation. Additional advantages are utilizationof the waste as energy resources, fuel flexibility and 

micro grid benefits. 
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1. Impact on electricity prices  

In the electricity markets the independent system operator (ISO) charges the customers with an uplift 

energy prices according to all services which are required to keep the system running in unrealizable manner. 
This uplift is the combination of transmission services, market administration, operating reserve, losses in 

secondary auxiliary and it approximately amounts to 20% of the energy market prices. This additional cost adds 

an extra tariff to the actual electricity market. Distribution companies and large consumers instead of buying 

electricity directly from the market may consider implementing DG system to meet the increasing load demand. 

This will reduce the cost and consumer can purchase less power from the gird. 

 

2.    Utilization of the waste as energy sources and fuel flexibility 

DG technology use energy resources that are not economically or feasible to transport or convert. Some 

oil fields have low quality gas that is not economical to transport and is ignited when disposed. Gas turbine and 

micro turbine can utilize the bio-mass gas obtained from waste water treatment, landfills and farms. The most 

commercialized DG technologies uses oil or natural gas, most part of the research has been only towards fuel 
cells and gas turbine which uses natural gas because of which advantage of DG system due fuel flexibility is 

limited. 

 

3.    Combined heat and power (CHP) 
This technology can increase the overall efficiency of the production to more the 90% by combining 

both heat and electricity usage efficiently. This technology is the better option, since the produced heat can be 

used onsite.CHP usually a small increase in cost which is proportionalto the total capital cost of the unit (less 

than 10% for industrial applications),hence economical also. 

 

4.    Microgrid 

Microgrid is a new concept in which a cluster of loads and DG systems operate to improve the 

reliability and quality of the power system in a controlled manner. For customers Microgrid provides the need 
for power and heat in a reliable way. For the whole system, Microgrid are dispatch able cells which can respond 

to the signals from the system operator very fast. Information technology achievements along with new DG 

systems with intelligent control systems allow system operators and Microgrid operators to interact in an 

optimal manner [15]. 

 

5.    Remote area electrification 

The potential application of the DG is to provide electricity to the consumers who are located far from 

the grid and usually do not have enough demand to justify for expanding the grid. The only possible way to 

energize customer in remote communication site is though DG, mostly using PV system.    

 

IV. Environmental Performance Of DG Systems 
The main environmental concern of electricity production is its effect on the local and regional air 

quality by emission of NO and other greenhouse gases, in particular Carbon-did-oxide. This emission is largely 

associated with non-renewable power generating technologies such as coal-fired generation. 

Diesel-fired ICE has the highest NO emission and in most regions the diesel engines cannot be 

operated for more than 150 hours (in USA). In regions with Coal fired generation, installation of low emission 

DG units such as gas turbines, micro turbines and fuel cells can reduce the emission of NO in the region.  

Carbon-di-oxide emission from non-renewable DG technologies has to be considered as well. All non-

renewable DG technologies without heat recovery have higher carbon-di-oxide emissions than combined-cycle 

plants. So coal plants with CHP system can reduce carbon-di-oxide emission. Commercially available DG 
systems still have a long way to go to be significantly helpful in emission reduction programs [12]. 

 

V. Conclusions 
The potential applications for distribution generation (DG), decentralization of power system and the 

trend to use renewable energies in most developed countries suggests that DG may have a large share in power 

generation in the future. The DG opportunities, challenges and the economical benefits have been discussed, 

examples of the grid architecture has been included. Nevertheless, more research and development is required to 

overcome the barriers that DG systems are currently confronting. Higher efficiency, lower emissions and lower 

capital costs are the main goals DG systems need to accomplish. The electricity market regulatory authorities 
and government policy makers should consider the worth of DG systems and modify the structure, operation 

and pricing mechanisms of the open markets to help their viability and development.         
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I. Introduction 
To make realistic assessments, a convergence of the general understanding of the Govt. definition of 

BPL and the simulated results that reveal what is possible in these incomes and what incomes are required for 

what can be termed as acceptable. 

 For the purposes of a realistic understanding of affordability a modest conventional DU with minimum 

requirements was designed as a framed structure. A ground floor structure with an area of 450 sq ft. G+1 being 

900 sq ft. Care was however taken in ensuring that no compromises were made in the non negotiable or semi-

negotiable parameters.  

 The simulations to begin with, make use of all the RCC items with Steel Reinforced Concrete (SRC), 
except roof slab of first floor. Unit cost @ Rs. 659/Sq.Ft., Area = 450 Sq.Ft. per household, in a G+1 

structure.While BPL latest definition places a household monthly income at Rs. < / =5000, the simulation 

exercise establishes that even the cream layer of BPL cannot afford a house as per these norms that have been 

framed. 

 

II. What Is BPL? 
Defined as a category of households having 5 members, whose household monthly income is less than 

or equal to Rs 5000/- these households are those who in reality are usually homeless or those that live in 

shanties, or houses that are unfit for human habitation. 
 They are found living on unauthorized land and are non tax payers. Their informal economic status and 

uncertain source of livelihood, most often excludes them from the mainstream benefits. Hence the Govt. issues 

them a BPL card, so that small benefits can be made provisions for, in the wake of their situation. 

 

  

Abstract: The BPL (Below Poverty Line) definition has recently been revised. Now a larger number of 

households fall under this category as the income bar was raised to Rs 5000 per HH of 5 members. It 

has therefore been realised that unaffordability starts at a much higher income group level. A 

conventional Dwelling Unit is unaffordable by most households that are Below Poverty Line (BPL). A 

study shows that bamboo can replace steel in columns, Slabs and beams. It can replace bricks for inner 

walls; The DU thus designed can bring down costs without compromising on quality, safety and 

durability. However, even this DU is unaffordable by the BPL households in India. The urgency 

therefore increases, for realistic cost assessments. The research on cost estimates for a partially bamboo 

substituted house design has been conducted, for different built-up areas. The recommended size has 
been taken as the datum for assessment purposes. 

Keywords: Below poverty line, Unit Cost of Construction, House Hold Income, affordable housing, 

Realistic Estimates. 
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Table I: Affordability Estimates in relation to HH income 

Table II: Affordability Estimates in Absolute Figures (Govt. Data) 

 

 

III. Arriving At Realistic Estimates 
Conventional Housing: The cheapest house that could be designed in a conventional way is a 450 sq ft 

DU with the following description: A modest conventional DU with minimum requirements designed as a 

framed structure. With a footprint of 450 sq ft, the structure with an area of 900 sq ft.  is G+1 meant for two 

households. All the RCC elements are out of SRC, Unit cost   @ Rs. 659/Sq.Ft., the DU would cost 

Rs.2,96,550/-  Conversely, if a DU were to be constructed with the existing BPL definition, then the area of a 

conventional DU cannot exceed 182 Sq.Ft.  

Alternative Housing: The cheapest DU After rigorous cost cutting, a drop in the cost is seen. A 13.8% 

reduction in cost with the unit cost of Rs. 568/- making the cost Rs. 2,55,600/-Conversely, if a DU were to be 
constructed with the existing BPL definition, then the area of an alternative DU would be 211 Sq.Ft. 

 

Table III: Affordability test for Steel Reinforced Concrete, (SRC) 

 

Income Group Monthly Household 

(5 members)  

Income 

Rs. 

Cost 

As a Multiple of 

Household Gross 

Annual Income (x) 

EMI/Rent 

As a  Percentage of Gross 

Monthly Income 

BPL < / =5000 </= 2x 5% 

Annual < / = 60,000 

Income Group Income 

Monthly 

Rs. 

Affordable Cost of the 

House (in Rs) 

In Absolute Terms 

Affordable EMI/Rent per 

Month (in Rs) 

In Absolute Terms 

BPL <=5000 < /= 1,20,000 </ = 250 

Income Group Monthly Household 

(5 members)  

Income 

Required Rs. 

Cost 

of the cheapest DU 

Designed out of 

conventional materials 

EMI/Rent 

As a  Percentage of Gross 

Monthly Income 

BPL < / =12,356 

 

</= 2x=  Rs.2,96,550/-   

 
5%=618 

Annual < / = 1,48,275 
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Table IV: Affordability test for Bamboo Reinforced Concrete (BRC)  

It is clear that to be able to afford the cheapest designed house (Bamboo or SRC) the HH must have a 

minimum monthly income of Rs. 10,650/- which is more than twice the envisaged monthly HH income. Houses 
of the sizes 182 Sq.Ft. and 211 Sq.Ft. for a family size of 5 is unfit for human habitation.  

Hence most houses either designed conventionally or through alternative materials are rendered unaffordable by 

all HHs belonging to the BPL category and also those that have incomes more than double of those below 

poverty line. 

 

IV. Realistic Estimates Through Simulation 
 

Realistic assessment of affordability needs to be made  
In the name of lawfulness, a large majority of the lawless cannot be excluded from benefits of 

urbanism. It is only when the assessment affordability and /or un-affordability is unrealistic that laws get 

violated. [1] 

A small but dignified DU was designed as a simulative exercise, for the purpose of arriving at realistic 

estimates for an affordable house by the combined incomes of a BPL HH. Initially the focus remained on 

architectural design measures for cost cutting. Ref. Figs. 1 & 2. The outcome was a G+1 structure for 2 

households, each with an area (Built-up) of 450 Sq.Ft. It has been designed with built – in storage and is out of 
conventional RCC, a framed structure. It has all fixtures, fittings, and is structurally safe and durable. No 

compromises have been made on services, or its stability. Any further cost cutting would amount to 

compromises leading to the inclusion of non negotiable parameters, transforming it into a non-habitable house. 

The House to be designed for minimum 30 years of life span, and a structural design that offers a minimum 

factor of safety = 3. It must have all toilet and electrical fixtures, fittings, built-in storage units, doors windows 

grills, hard ware items like latches, stays, door locks, al-drops and general specifications like terrazzo tiles, 

glazed tiles wherever appropriate. Water, sanitation and plumbing, is to be fixed at basic level. 

On closer analysis of the National Policies it is clear that what gets promised is what is “Possible to be 

built in a small budget while keeping the technology constant” and certainly not what is “desirable” or 

“acceptable” in terms of size and number of rooms. A unilateral decision on compromise of standards is being 

made uniformly across the country, thereby reducing the area, size of rooms, and number of rooms. Any 
constraints in exploring possibilities about material, design, technology or creative financial options will affect 

affordability [2] 

 

Step by Step Material Substitution  

In step 1- replacing steel with bamboo reinforced in most structural elements except in foundation, first floor 

slab, canopy and staircase  
Step 2 - all other material substitutions remaining the same as in step 1, replace bricks in all internal walls on 

both floors with bamboo wall panels as per design.  

Step 3- use of bamboo wall panels as a substitute for brick walls in all external walls on both floors above plinth 

level. 

Step 4- Use of fly ash brickwork external wall 1:4 cement plaster, bamboo wall panels as a substitute for brick 

walls in all internal walls on both floors above plinth level 

Step 5- Flushed doors shutters (wooden frame sandwiched between 4mm ply on both sides) to be substituted 

with bamboo ply flush doors. This 5 step substitution brought down the cost of the DU by 13.8%. Refer Table 5  

Figure 1. Section  

Income Group Monthly Household 

(5 members)  

Income 

Required Rs. 

Cost 

of the cheapest DU 

Designed out of bamboo 

EMI/Rent 

As a  Percentage of Gross 

Monthly Income 

BPL < / =10,650 
</= 2x= 2,55,600/- 

5%=533 

Annual < / = 1,27,800 
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Figure 1. Section 

 

 
                          

Figure 2. Plan 
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Table V. Summary of cost cutting 

 
 

Table VI: Reverse Iteration SRC 

Final results at Rs.659 per Sq.Ft, for a DU of 450 Sq.Ft  
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Table VII: Recommended Affordability model for a BPL HH  

Conventional SRC DU of 450Sq.Ft  

 
 

Tables 6 and 7 reveal that even in the case of steel reinforced concrete (SRC) other costs get added for 

loans, fees etc. these make the proposal of taking loan for a house, seem un attractive to the BPL house hold. 

Even through a subsidized loan channel it amounts to an increase of 23 % in the EMI (Equitable monthly 

installment). There is no respite for this income group unless there are waivers and subsidies integrated into the 

system. 

 

Table VIII:  Reverse Iteration BRC  

Final results at Rs.568 per Sq.Ft, for a DU of 450 Sq.Ft 

 

Table IX: Recommended Affordability model for a BPL HH  

Recommended BRC DU of 450sq.ft 

Income 

Group  

Monthly Household 

(5 members)  

Income 

Rs.  

Cost 

As a Multiple of Household Gross 

Annual Income (x)  

EMI/Rent 

As a  Percentage of Gross 

Monthly Income  

BPL  10,650  </= 2x= Rs.2,55,600  23%= Rs.  2,450  

Annual  < / = 1,27,800    
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Similarly, a rise in monthly outgoings is seen (Ref tables 8 & 9) in the monthly outgoings which 

increase the cost burden on the beneficiary. These amount to 28 % more than the regular EMI that is expected to 

be paid, as EMI. 
 

V. Conclusion 
It is therefore concluded  that unless the term “EMI”  is replaced by “monthly outgoings” and subsides 

waivers and grants are built into the housing finance system for the BPL category, no  housing can be made 

available to the urban poor leave alone bamboo housing.  
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I. Introduction 
 Civil FEM is at the present time one of the most advanced tools that engineers can embrace, a project 

that is committed with a time and with a permanent vocation of investigation and development. Civil FEM 

capabilities include a unique and extensive materials and sections library for concrete and steel structures. In 

addition, the user may introduce any shape or material into the corresponding CivilFEM libraries.  

A user-friendly beam and shell postprocessor includes listing and plotting section geometry, reinforcements, 
beam results or stresses and strains inside the cross-section. The skilled combination module, selects loads and 

coefficients for logic code combinations. Results embrace concomitance at element and global level as well as 

worst load arrangements in beam, shell and solid elements. 

  In the field of Seismic Analysis, the designer is provided with an automatic seismic design module 

according to Eurocode No.8, UBC, NCSE-94 (Spanish Code) and others to make the seismic spectrum analysis 

faster and easier. CivilFEM also performs concrete and steel code checking and design according to Eurocodes 

(EC2 and EC3), American (ACI318 and AISC-LRFD), British (BS8110 and BS5950-1995 and 2001), Spanish 

codes (EHE and EA), Model Code (CEB-FIP) and other main codes. With regards to serviceability, CivilFEM 

conducts for the aforementioned codes cracking analysis. CivilFEM specialized add-on modules include non-

linear concrete, soil mechanics, prestressed concrete, bridges and dams features. The non-linear concrete module 

supports large deflection buckling, non linear deformations, moment-curvature diagrams, cracking and transient 
effects.  

               For soil mechanics, slope stability analysis, libraries of soils and rocks properties, screens analysis and 

design, nonlinear behaviour analysis and ballast module computation, will allow the user to carry out advanced 

geotechnical problems.  

                The features and prestige of ANSYS in the finite element world, combined with CivilFEM's 

capabilities and specialized modules, translates into a fully integrated state of the art Civil Engineering working 

tool. This advantageous and unique bundle product represents the possibility of applying the analysis with finite 

elements to a wide range of problems according to the hardships and requirements of this field. 

 

II. CivilFEM Integration with ANSYS 
  CivilFEM works inside Ansys program. That is, all Ansys tools may be used with CivilFEM (APDL, 

UIDL, optimization, graphical output, ...), the CivilFEM menus are integrated inside the Ansys Main Menu, 

CivilFEM Help is managed as Ansys Help System, CivilFEM commands are generated by CivilFEM menus and 

written to the Ansys log file, and so on.  

 

 Ansys results are stored in CivilFEM results file in addition to data related to the cross section. You 

may switch between Ansys and CivilFEM processors at any time, and mix commands from both to generate, 

solve and postprocess your model easily. CivilFEM implementation is based in the use of dynamic link libraries 

(DLLs).  These libraries contain the CivilFEM code and are incorporated into Ansys executable file in execution 

Abstract: Civil FEM performs the best customization of the well-known Finite Element Program ANSYS. 
The combination of both programs, totally integrated, provides the Construction and Civil Engineering 

fields with the possibility of applying high-end technology to a wide range of projects. Using the same 

windows graphic user interface and sharing input data and results, makes it very easy for the user to 

apply them for solving difficult Civil Engineering problems. The ability to generate finite element models 

of any complex three-dimensional civil structure with non-linear behaviour and construction process 

simulation means a new and efficient approach to run advanced analysis on PC’s. 

 Keywords: Section library, load combination, Beam and shell utilises, Resource Scheduling, 
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time, working as if they were part of Ansys. This structure allows to connect with the DLLs by means of 

ANSYS external commands. These commands are declared in file ans_ext.tbl CivilFEM menus are elaborated 

using Ansys UIDL features. All CivilFEM windows are written in Visual C++ and Dll’s in Fortran. Like Ansys, 

CivilFEM may work in any system of units. However, the user must specify the units system before any 

CivilFEM calculation is done, since specific code formulations and CivilFEM tools depend on units. A library 

with the most usual (American and European) units in Civil Engineering is available. Furthermore you may also 

define any other unit system (not available in the library) by selecting the "User Defined Units". 
 

III. Civil Material Library 
 CivilFEM defines the mechanical properties required by Ansys and the specific properties needed for 

code checking of usual civil materials, in accordance with code specifications. This library includes materials 

from most usual standards.  

Nevertheless, the user is provided with the necessary tools to add materials into this library. Using this tool, 

modified materials or new materials from any code may be included. CivilFEM material's library has five 

classes of properties for all CivilFEM materials:  

 General properties: Common to all the materials.  
 Structural analysis diagram: stress-strain diagram used when solving the model.  

 Design diagram: stress-strain diagram used when checking or designing a cross section.  

 Specific properties depending on the material: steel, concrete, soils, rocks.  

 Specific properties depending on codes: EC2, EC3, ACI, BS8110, BS5950-2001, LRFD,... 

 Moreover, user materials may be saved in CivilFEM’s material library. Material properties in 

CivilFEM are time dependent which means that the user can solved the same model at different ages. 

For each one of these scenarios, materials used in the model will be active or not, depending upon the age of the 

material. The program will calculate the material age by subtracting from the age solicited the birth time of the 

material.  

 With this capability, the user can simulate construction processes, not only at element level but inside 

the cross section as well. For the non linear structural behaviour, a graphical control of stress-strain curves 
enables the user to select the graph that best represents the different types of loading of the structural analysis.  

The user may also add or delete points, or simply create his/her own curve (See Figure 4). Different 

relationships between stresses and strains are also provided for sections design, with the same possibilities as for 

the structural stress-strain curve. 

 

IV. Section Library 
 All cross sections in CivilFEM are divided automatically into points and tessellas. A tesella is a 

subdivision of the cross section and each tesella’s vertex is a point. This particular characteristic of CivilFEM’s 

cross sections, allows the program to analyze and provide results inside the cross section. Cross sections in 
CivilFEM can be defined using eight different procedures:  

1) The library of hot rolled shapes:  

 This library contains the most international sections libraries, such as hot rolled shapes distributed in 

Europe by ARBED, as well as all the hot rolled shapes included in the AISC LRFD (over 4000 hot rolled steel 

shapes are included). These last two series include all shapes groups in metric and U.S. units.  

2) User library of hot rolled shapes:  

 CivilFEM enables the user to add more hot rolled shapes into the existing library. This capability is two 

folded. The user may either read mechanical or geometric properties from a file or introduce the geometry 

corresponding to the selected hot rolled section using a specific CivilFEM window. In the latter case, CivilFEM 

will automatically calculate the mechanical properties for the section entered by the user. Using this tool, shapes 

from any country may be added. 

3) Definition of sections by dimensions:  
 The most usual welded steel sections as well as the most usual concrete sections may be defined by 

dimensions. In the case of reinforced concrete, a preliminary reinforcement may be defined using the predefined 

options offered. Nevertheless user reinforcement layout for bending, shear or torsion is also available in 

CivilFEM.  

4) Definition of sections by plates:  

 Each plate adopts the active material. This feature allows defining a generic steel section built up with 

2 to 100 plates with the possibility of having different materials. For each plate the ends coordinates, thickness 

and restraint conditions need to be specified.  
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5) Definition of sections starting from a 2D mesh of virtual elements MESH200:  

 This feature allows the definition of sections with any shape and even with mixed materials (different 

concrete strengths or concrete with structural steel) using Ansys elements MESH200. Each teselum (subdivision 

of the cross section) will adopt the material assigned to the corresponding element once the cross section is 

captured by CivilFEM. Export of CivilFEM sections into Ansys are also possible.  

6) Definition of beam cross section inside a 3D solid model of finite elements:  

 Each teselum adopts the material from the finite element to which is associated. The SOLID SECTION 
(cross section coming from a 3D ANSYS model) and the CROSS SECTION (transverse section as commonly 

understood in engineering) are defined simultaneously and their numbers coincide.  

This capability allows to build and solve a complete 3D solid model of the structure, and then select sections 

inside this model to be processed by CivilFEM. This feature allows code checking and design of all user defined 

sections of 3D  

7) Composition of sections:  

 Any section defined by any of the above means can be combined with any other concrete or steel 

section and form a new section 

8) User data base of sections:  

 Any section defined by any of the above means can be stored in a user data base for later use.  

CivilFEM uses its Beam & Shell property window to easily select the section for element ends i and j. The 
corresponding element type must also be entered in this window, and the real constants will automatically be 

calculated by CivilFEM and sent to ANSYS. 

 

V. Incentive Programs 
 The following ideas and strategies were provided regarding incentive programs: 

 Include incentives for efficiency and for achieving milestones. 

 Consider bonus incentives at the trade, foreman and management levels. 

 Bonus schemes must be competitive across work groups. 

 Some bonus/incentive system must filters right down to the worker.  This means if a group working on 
installing lighting finishes on or under budget time, they should be rewarded. 

 Performance based incentives targeting not just management, but more so on direct/trades persons. 

 Recognition programs for work: quality, quantity, HSE, milestones. Awards/rewards for no lost time 

accidents. 

 Negotiate with crews and provide incentives to complete work packages (WP) on time and quality 

without rework.   As many WPs as they finish sooner directly relates to as much money as they 

make. 

 Promote a healthy competition between crews in terms of safety and results by posting performance 

by crew in selected locations across the site (safety and performance by crew). 

 Accountability of scope, time and cost. Maybe even a little bit of friendly competition. 

 Care for employees is an incentive. This means the flexibility to meet workers needs, consistent 
with project needs. 

 Monitor worker moral and watch for early warning for problems. 

 Full access to comprehensive employee and family assistance programs.  Reduce distractions of 

many kinds. 

 Aggressively address undesired behaviour.  Harassment is less of a human rights and safety concern, 

more of a performance killer.  The Respect In The Workplace program is a good start. 

 Implement incentive programs for construction contractors and engineering firm. 

 Trades people, labour and all other associated workers should have bonus incentive clauses (today as in 

the past they try to make the project last as long as possible). 

 Engage foremen with management and support them. 

 

VI. Fire Protection By Taking Precautions I n  Building Construction 
A building may be made more fire resistant by minimizing use of combustible materials, 

protecting steel by fire resistant paints and providing stairs at suitable positions and protecting them from 

fire. Various members of buildings can be made fire resistant as follows: 

Walls:  

Brick walls with cement plaster gives better fire resistance. 

Roof:  

R.C.C. flat roofs have good fire resistance. Hence they should be preferred. 
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Ceiling:  

Ceilings should be made up of cement plaster, asbestos cement board or fibre boards. 

Floors:  

R.C.C. floor is very good fire resisting floor. 

 Doors and Window Openings:  

All these openings should be protected against fire by taking the following precautions: 

(a) The thickness of shutters should not be less than 40 mm. 
(b) Instead of wooden, aluminium or steel shutters should be preferred. (c) They should be provided with fire 

proof paints. 

Stairs:  

Wood should be avoided in the stair cases. To minimize fire hazard, stairs should be centrally placed in the 

buildings so that people can approach them quickly. More than one stair case is always preferable. Emergency 

ladder should be provided in the building. 

Structural Design:  

It should be such that under worst situation, even if part of the structure collapses, it should be localised and 

alternate routes are available for escape.  

 

VII. Conclusions 

 The findings of this pilot study conducted within the Alberta construction industry in the oil and 

gas sector is another example of the great need for the development of efficient and effective best practices to 

improve construction productivity. The prioritization of the 10 areas for improvement as assessed by industry 

professionals provides a framework and a guideline for productivity improvement on future projects.  

Future improvements as suggested by industry professionals can be summarized to include: Incentive and 

recognition program  

 Transportation systems for people and large modules to remote sites 

 Job-site access to workers 

 Labour management and relations including working with unions 

 Overtime and work schedule 

 Training for supervisors and field personnel 

 Front-end planning 

 Workface planning  

 Proper management of tools, equipment, health, scaffolding, safety, management of change, and rework, 

minimization, material management, quality management,  contract administration, progress 

measurement.  

 80% engineering completion, 100% IFC drawings before construction.  

 Supervision and leadership  

 Communication 

 Contractual strategy 

 Constructability in engineering 

 Pacing of projects  

 Modularization, prefabrication, pre-build in shops  

 Incentive and recognition program 

 Transportation systems for people and large modules to remote sites 

 Job-site access to workers  

 Labour management and relations including working with unions 

 Overtime and work schedule 

 Training for supervisors and field personnel  

 Front-end planning 

 Workface planning  

 Proper management of tools, equipment, health, scaffolding, safety, management of change, and rework,

 minimization, material management, quality management, contract administration, 

progress measurement.  

 80% engineering completion, 100% IFC drawings before construction.  

 Supervision and leadership 

 Communication  

 Contractual strategy 

 Constructability in engineering 
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 Pacing of projects 

 Modularization, prefabrication, pre-build in shops  

 Our analysis of the industry survey findings shows that each of the stakeholders be they, the Owner, the 

EPC firm or Labour, has a role to play to achieve better  productivity and to do a good job in performing 

their duties.   

Owner’s role may include doing a good job in leadership, engineering, scope, specifications, project 
requirements, staffing, managing change, contract and contractual arrangements, and  communication.  EPC  

firm  role  includes  doing  a  good  job  in  leadership,  organization, communication, cost management, time 

management, safety management, material management, tools management, equipment management, access 

management, scaffold management, design management and setting priorities.  EPC role also includes doing a 

good job in supervision and labour relations, subcontract work vs direct hire, work week, large job experience, 

work density, summer work vs. winter construction,  skill  of  engineering,  training,  morale,  bussing,  camp,  

overtime,  shift-work,  turnover, rework, progress measurement, contingency plans and work face planning. 

 For labour on the other hand, their role is basically doing a good job in dealing with availability, 

absenteeism, continuity, skills and competence, supervision skill, supervision training, and supervision 

availability, jurisdiction, size of crew, waiting time, walking time, rework, weather, start, quit and break and 

communication.  How good are we as stakeholders in fulfilling our roles and doing our jobs? This question 

must be answered by industry, because to improve construction productivity we must improve stakeholder 
performance in achieving their respective responsibilities. Improving construction productivity is not 

impossible and can be done. It takes commitment of stakeholders to overcome barriers to implementing the 

suggested ideas and lessons learned.   
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I. INTRODUCTION 
The problem of selecting a subset of elements from a given set, so that the “diversity” among the 

selected elements is the maximum possible, has been well studied. It arises in numerous applications across 

highly diverse areas such as in public administration, bio diversity measures, plant breeding, social problems, 

economics, experimental design, pollution control, ecological preservation, capital investment, curriculum 

design, the design of VLSI circuits etc. Some representative examples are, the selection of a governing body of 

an organization from among a given set of nominations, the selection of jury to hear a case in a city, the 

selection of people from a population to take part in a survey, the selection of persons for testing a product, the 

selection of companies stocks  to invest for a diverse investment portfolio, etc. This is a computationally hard 

problem, and the optimum solution is practically impossible. Numerous approximation algorithms, probabilistic 

algorithms, and heuristics have been proposed. We present two heuristics for this problem as applied to an 

application using a part of the census data, and the experimental results of their implementation. 

 

1.1 Problem statement 

Informally, given a set of N elements, and a set of attributes and corresponding values for each of the 

elements, the problem is to select a subset M (M < N) such that the selected elements are as diverse as possible 

under a given diversity measure. The diversity measure between any two elements is usually a measure of 

distance defined over the set of attributes of the two elements.  

Note that the total number of all possible selections of K items from among N items (which is the 

number of possible K -element subsets of N elements) is given by: 

 

For each selection, the diversity of the elements needs to be computed, and the best subset (with the 

maximum diversity) is to be selected. Using the naïve exhaustive search and determining the optimal solution 

is not practical. Even for relatively moderate sizes of N, the time complexity is enormous. Therefore 

approximation algorithms, probabilistic algorithms, and heuristics are possible recourses which yield good 

enough solutions fairly quickly. 

First, we will give the terminology and definitions used in the formal problem statement and in the 

Pseudocode used in the heuristics. 

S: Original Set  

D: Set of maximally diverse elements selected 

N: Number of elements in the set = |S| 

K: Number of elements to be selected = |D| 

R: Number of relevant attributes of interest of each element 

Sik: State or value of attribute k of element i 

dij: Diversity measure between elements i and j 

δmi : Sum of the distances between the median of cluster i and the medians of all the other clusters. 

Abstract: The problem of selecting k items from among a given set of N items such that the ‘diversity’ 

among the k items is maximum, is a classical problem with applications in many diverse areas such as 

forming committees, jury selection, product testing, surveys, plant breeding, ecological preservation, 

capital investment, etc. A suitably defined distance metric is used to determine the diversity. However, 

this is a hard problem, and the optimal solution is computationally intractable. In this paper we present 

the experimental evaluation of two approximation algorithms (heuristics) for the maximal diversity 

selection problem. 

Keywords: Maximum diversity selection, Selection problem, Diverse subset, Heuristics 
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δik : Sum of the distances between point i of cluster k and the medians of all the other clusters. 

∆ : Sum of the pairwise distances between all pairs of the medians of the clusters 

The diversity between two elements may be defined to be a normalized distance between them. There 

have been several distance measures defined, and the choice of a distance measure depends on the application. 

One of the most commonly used distance measure is the Euclidean distance. For any two elements i and j, with 

vectors of attribute states (Si1, Si2, …… SiR) and (Sj1, Sj2, …… SjR), respectively, the Euclidean distance 

between them dij is given by: 

 
A measure of the diversity of a set of N elements could be the sum of the Euclidean distances between each 

distinct pair of elements, which is: 

 
 

Letting xi = 1 if element i is selected and 0 otherwise, the maximum diversity problem can then be formulated 

as the following quadratic zero–one integer program. 

Maximize 

 
subject to 

 

The general maximum diversity problem is intractable [1]. Thus, the optimal solution for the problem, 

even for moderate problem sizes, is beyond reach, and it is unlikely to find an algorithm for the optimal 

solution computation in reasonable (polynomial) time. Therefore, numerous heuristics and approximation 

algorithms have been proposed in the literature. 

In the next section we present some background and work related to maximum diversity selection 

problem. Section 3 presents the two proposed heuristics. Section 4 describes the results of the implementation 

of the heuristics and their performance. This is followed by conclusions. 

 

II. BACKGROUND AND RELATED WORK 
The maximal diversity problem (MDP) was introduced by [2]. Considerable work has been done in 

the solution of the maximum diversity selection (MDS) and related problems, many of them being 

approximation algorithms and heuristics.  We give below a few representative ones. 

The formulation of the maximum diversity selection problem as a quadratic zero-one model is given 

in [3]. It also presents situations and their handling where some attributes take precedence over others in the 

measurement of diversity. Five heuristics to find groups of students with the most diverse characteristics such 

as nationality, age, and graduation level, their implementation and testing on real data is presented in [4].  

An iterative technique, called a greedy, randomized, adaptive search procedure (GRASP) has been 

proposed in [5]. Each iteration in the process consists of two phases namely, construction and local search. A 

feasible solution is built in the construction phase, and exploration of the neighborhood is performed by the 

local search. The application of this technique to the maximal diversity selection problem has been the subject 

of numerous studies, with implementations, and some examples are [6, 7, 8]. A Tabu search-based solution to 

the MDP is presented in [9]. 

Conceptual issues such as qualitative versus quantitative diversity and choice of an index suitable for 

describing the degree of inhomogeneity or diversity in a group of people or computer agents is discussed in 

[10]. It also addresses an inverse problem, namely, given a pre–specified degree of inhomogeneity, to 

determine the set of numbers having the desired degree of inhomogeneity. 

A practical application in the manufacturing domain occurs where the number of different 

configurations of a given part far exceeds the acceptable number on the assembly line. In these situations, an 

optimal number of configurations is to be selected for manufacturing such that any required non-produced 

configuration can be replaced by the cheapest produced one that is compatible with it. This is referred to as the 
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Optimal Diversity Management Problem (ODMP) which is given in [11]. In [12], the use of Lagrangean 

relaxation to reduce the size of the problem is presented in order to be able to solve it to optimality via classical 

integer optimization. 

An exact algorithm using a network flow approach for the maximum diversity selection problem as 

applied to finding diverse working groups for a graduate course is presented in [13]. A variant called Reactive 

GRASP, for which a parameter used in the construction phase is self-adjusted for each iteration is proposed in 

[14], where its application to TDMA traffic assignment is presented.  

A review of all the heuristics and metaheuristics for finding near-optimal solutions for the maximum 

diversity problem (MDP) is given in [15]. It also gives a new benchmark library MDPLIB, which includes 

most instances previously used for this problem, as well as new ones. It presents comparison of extensive 

computational experiments of 10 heuristics and 20 metaheuristics for the MDP. Non-parametric statistical tests 

are reported in their study to draw significant conclusions. 

Location of facilities according to distance, accessibility or impacts is given in [16]. Diversity 

maximization which is crucial for establishing viable ecological systems is presented in [17]. A metaheuristic 

framework called scatter search that explores solution spaces by evolving a set of reference points is presented 

in [18]. It is shown to outperform the best approximation procedures reported in [8, 9]. 

For ambiguous or broad queries over large data sets, it is desirable to achieve “diversification” of 

query results. The queries might have different contexts, domains, and applications, and without diversification 

of results, results that could be of use might be missed out. The diversification also reduces redundancy by 

showing more information, thus increasing both the effectiveness of the query as well as user satisfaction 

across a wide variety of users. In this context, the several approximation algorithms have been impractical on 

large data sets. A streaming-based approach which processes items incrementally, maintaining a near-optimal 

diverse set at any point in time is proposed in [19]. This approach has been shown to have linear computation 

and constant memory complexity with respect to input set size, and effective for streaming applications. A 

general machine learning approach to predicting diverse subsets, which is shown to make predictions in linear 

time and training time that scales linearly in the number of queries is presented in [20]. 

In drug discovery process, a subset selection scheme that minimizes the overall compound similarity 

which ensures a wider coverage in terms of compound diversity has been used. A subset can be selected on the 

basis of target-specific, gene family specific or chemical diversity for wider coverage of chemical series. A 

metric that can be used as a measure of the diversity of subsets in the drug discovery domain is defined in [21]. 

It also presents a combinatorial optimization algorithm for selecting or partitioning the collections of subsets. 

Algorithms for the diversity problem in the design-variable space of a multi-objective problem 

(maximum design diversity) are presented in [22]. It is applicable in product design, where it is competitively 

advantageous to develop a comprehensive list of the most diverse architectures spanning the design space, and 

to be able to evaluate them to find those with the greatest real value. It also presents a real-world mixed-integer 

non-linear programming model with two objectives, dozens of variables and hundreds of constraints taken 

from the domain of aircraft-engine design. 

A generic formulation of the core problem of optimal biodiversity preservation under a budget 

constraint, called the Noah‟s Ark Problem is presented in [23]. It addresses the main question of how to 

determine basic priorities for maintaining or increasing diversity. It develops a cost-effectiveness criterion 

which can be used to rank priorities among biodiversity-preserving projects. Two restricted, but realistic 

scenarios of the Noah‟s Ark Problem (allowing for variable conservation costs and uncertain survival of the 

taxa) for which a greedy algorithm is guaranteed to produce optimal solutions are presented in [24]. 

 

III. PROPOSED HEURISTICS 
In this section, we present a description of the two heuristics, the Pseudocodes, and the time 

complexity analyses. Both of the heuristics are based on iterative improvement of the solution. In the 

descriptions, the terms “elements” and “points” are used synonymously. In the first heuristic, an initial set of K 

elements which are (approximately) farthest from one another is derived from the original set. Then, the 

elements of the set are iteratively improved. The improvement continues until no more significant 

improvement is reported by the heuristic. In the second heuristic, the well–known K–means algorithm is 

applied to the initial set of points (elements) to derive K clusters. It then proceeds to find iteratively an element 

in each of the K clusters such that the sum of the distances between those elements is as large as possible. 

When no more improvement is possible, the K elements are taken as the diverse set of elements (points). 
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3.1 Heuristics-I 

In this heuristic, an initial set of K (approximately) farthest elements from out of the initial set S of N 

elements is derived, and the process is shown in the flowchart in Fig. 1. First, the element which is farthest 

from all of the remaining (N – 1) elements of S is determined. It is then removed and placed in the set D, the 

set of maximally diverse elements (which is initially empty). Subsequently, the element in S whose total 

distance from the elements of D is the maximum, is removed from S and placed in D. This process continues 

until the number of elements in D reaches K. This is taken as the initial set of the most diverse K elements. 

 

Figure 1. Deriving the initial set of K (approximately) farthest elements 

 

The next stage of the heuristic iteratively improves the elements in the set D. The outline of this 

iterative improvement process is shown in Fig. 2. The iterative improvement is necessary since the initial set D 

is may not contain the maximally diverse elements. This is because, while selecting the element in S to be 

included in D, the element with the largest of the sum of its distances to the elements in D is selected. Thus, it 

is not considering the it‟s sum of the distances to other elements of S, and there are possibilities that points 

which are farther apart in S than are points in D may be missed out to be selected for inclusion in D. 

The iterative improvement process starts by computing DC, the sum of the pairwise distances of the K 

points in D. Then, each point j in S is selected, and it is substituted for a point m selected in D.  Its sum of the 

pairwise distances with (K – 1) points in D (all the original points in D except point m replaced by point j from 

S) is computed. This is done in K times, going round all the points in D. The maximum sum of the “new” 

pairwise distances obtained by replacing each point of D with the given point of S is compared with DC. If it is 

greater than DC, then the points m in D and j in S are swapped. Thus after this iteration, the sum of pairwise 

distances of the elements of D would be greater than before the iteration, and thus there is improvement. This 

is repeated for all points in S, keeping track of whether there has been a swap of points in D and S. If there has 

been no swap, then there has been no improvement and the set D is taken to be the maximally diverse set of 

elements. 
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Figure 2. The iterative process of heuristics-I to improve the distances (diversity) of the elements of set D 

 

3.1.1 Pseudocode 

The Pseudocode for the derivation of the initial set D is given below. The starting point is the given 

set S of N elements and their pairwise distances, and the output is the initial set D of K (approximate) diverse 

elements.  

Algorithm InitDiversitySet 

(Input: S (set of N elements); output: D (max. diversity subset of K elements of S)) 

begin 

1. Find the sum of distances of every element (point) of S from every other element of S.  

2. Determine the element which is farthest from all the others (one with the largest sum of the distances). 

Add this element into the Diversity Set D, and remove it from S. 

3. Identify the next element of D by calculating the element in S whose sum of the distances from the points 

currently in D is the greatest.  Add this point into Diversity Set D and remove it from S. 

4. Repeat step 2 until the size of D reaches K elements. 

end 

Algorithm IterativeImprovement 

(Input: S (set of N – K elements), D(initial diversity subset of K elements); output: D (improved diversity subset 

of K elements)) 

begin 

1. Compute DC, the pairwise distances among the K elements of D. distances of every element (point) of S 

from every other element of S. 

2. For i = 1 to (N – K) over the elements of S do steps 3 – 6. 

2.1. For j = 1 to K over the elements of D do step 2.1.1. 

  2.1.1. Compute the sum of the distances from i to all the elements of  D, excluding j. Let this be DCi,j‟.  

2.2. Find the maximum of DCi,j‟ for all j. Let this be DCi,m‟, occurring when point m is excluded. 

2.3 If DCi,m‟ > DC, swap i (in S) and m (in D). Replace DC by DCi,m‟. 

3. Check if there was no swap done at all in the (N – K) iterations in step 2. If not go to step 2. Otherwise go 

to step 4. 

4. There has been convergence. Return D as the diversity set. 

end 
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3.1.2 Analysis 

Consider first the derivation of the initial set given in the algorithm InitDiversitySet. It is easy 

to see that step 1 takes N(N – 1)/2 = O(N2) time. Step 2 is essentially finding the maximum among N values, 

which takes O(N) time. In steps 3 and 4, at any step i, the sum of the distances of each of the (N – i) elements 

of S with the i elements of D is computed. Steps 3 and 4 are performed (K – 1) times. Thus, the time taken by 

steps 3 and 4 is: (N – 1) + 2(N – 2) + 3(N – 3) + … … (K – 1) (N  – K + 1)  

= [N + 2N  + 3N + … … (K – 1) N] – [1 + 22 +  32 + … … + (K – 1)2] 

= N [1 + 2 + 3 + … … + (K – 1)] – [1 + 22 +  32 + … … + (K – 1)2] 

= N K(K – 1)/2 – K(K – 1) (2K – 1)/6 

which is O(NK2 – K3). 

Thus, the complexity of InitDiversitySet is O(N2) + O(N) + O(NK2 – K3). Assuming that the 

pairwise distances of the N elements are given, the O(N2) computations are not necessary, and the overall 

complexity would be O(NK2 – K3). 

For the IterativeImprovement, step 1 takes K(K – 1)/2 = O(K2) time. Step 2 is essentially a 

loop going over (N – K) times. The inner loop at step 2.1 goes over K times, and step 2.1.1 within the inner 

loop takes time (K – 1). Thus the steps 2 – 2.1.1 take (N – K) K (K – 1) = O(NK2) time. Step 2.2 takes K units 

of time. Thus the overall complexity of one iteration of the IterativeImprovement is O(K2) + O(NK2) + 

O(K) = O(NK2). Suppose there are I iterations. Therefore, the complexity of IterativeImprovement is 

O(NK2I). 

3.2 Heuristics-II 

An outline of this heuristics is shown in Fig. 3. In this heuristics, the well–known K–means clustering 

algorithm is applied on the initial set S of N elements to derive an initial set of K clusters. Then, the elements 

of the set are iteratively improved. The improvement continues until no more significant improvement is 

reported by the heuristic.  

 

 
 

Figure 3. Outline of heuristics-II and iterative improvement based on K-means clustering 

 

The iterative improvement consists of the following steps. The medians (centroids) of the clusters are 

determined, and  the sum of the pairwise distances among the medians Dk is computed. Then, for each cluster 

i, a point Pj which is sufficiently away from the median (beyond a threshold), is chosen, and the sum of the 

pairwise distances between all the other medians and the selected point is computed. If this distance is more 

than the sum of the pairwise distances of the current median Mi with the rest of the medians, then the median 

Mi is replaced with the point Pj. This is repeated for all clusters. Then the sum of the pairwise distances of the 

(possibly) new set of medians of the clusters D’k is computed. If D’k is greater than Dk, it indicates that there has 

been an improvement. The above process is repeated. When D’k is no longer greater than Dk, it indicates further 



Heuristics for the Maximal Diversity Selection Problem 

| IJMER | ISSN: 2249–6645 |                                 www.ijmer.com                                  | Vol. 4 | Iss. 6| June. 2014 | 60| 

improvements are highly unlikely. The heuristic stops and returns the medians of the K clusters as the diverse 

set of K elements. 

 

3.2.1 Pseudocode 

The Pseudocode for the heuristics using the K–means clustering algorithm is given below. At the start 

the K–means clustering algorithm is applied to the given set S of N elements (points) to derive K clusters. Then 

an iterative improvement process is applied on the K clusters to derive one element from each cluster such that 

the collection of the K elements is expected to be as diverse as possible. 

 

Algorithm K-Means-Based-Diversity-Set 

(Input: S (set of N elements); output: D (max. diversity subset of K elements of S)) 

begin 

1. Apply the K–means clustering algorithm on the given set S of N elements. 

2. Determine the median element (point) Mi for each of the clusters 1 ≤ I ≤ K. 

3. Compute ∆, the sum of pairwise distances between the medians of the K clusters. 

4. For each cluster i = 1 to K do the following: 

4.1. Determine a point Pr which has not already been considered and away from the current median 

beyond a threshold. 

4.2. Compute δri, the total distance between Pr (of cluster i) and the other (K–1) medians Mj,1 ≤ j ≤ K, i ≠ 

j. 

4.3. If δri > δmi, then replace the median of cluster i with the point Pr. 

5. Compute ∆’, the sum of pairwise distances between the „new‟ medians of the K clusters. 

6. If ∆’ > ∆ (there has been improvement), go to step 4. Otherwise, stop. 

end 

3.2.2 Analysis 

The K-means clustering takes O(NKID) time, where N is the number of points, K is the number of 

clusters, I is the number of iterations, and D is the number of attributes. Step 2 works on each of the K clusters. 

Assuming that on the average, each cluster has N/K elements, finding the median element takes (N/K)2. 

Therefore, step 2 requires O(K (N/K)2) = O(N2/K) time. Step 3 takes K(K – 1)/2 = O(K2) time. The loop in step 

4 is done K times. Step 4.1 takes O(1) time, 4.2 takes (K – 1) time, and 4.3 takes O(1)  time. Thus steps 4 – 4.3 

take O(K2) time. Step 5 takes K(K – 1)/2 = O(K2) time. Thus, the complexity of steps 2–5 is O(N2/K + K2) time. 

Assuming I iterations of improvement, the overall complexity of K-Means-Based-Diversity-Set 

O(I(N2/K + K2)). 

 

IV. IMPLEMENTATION AND EXPERIMENTAL RESULTS 
The proposed heuristics I and II given Sections 3.1 and 3.2 have been implemented in Python, and 

leveraged two core Python modules for mathematics and scientific calculations:  Numpy and Scipy.  

Specifically, the initial clustering for the K–means algorithm was done using the kmeans2 algorithm provided 

by the Scipy.cluster.vq module. 

The data used in the experiments is a publicly available dataset from census.gov describing 2012 

average poverty percentage rates and median incomes of 3141 US Counties.  The objective was to determine 50 

counties with the most diverse (a) median incomes and (b) average poverty percentages. The experiment used 

scipy.cluster.vq.kmeans2 to identify 50 cluster centroids for Heuristic–II, and then analyzed each cluster to 

locate the data point closest to this centroid.   

 

4.1 Experimental results 

The results of improvements in the diversity measures starting from an initial set and using the 

iterative improvements of the proposed heuristics on the census data of (a) median incomes (left) and (b) 

average poverty percentages (right) are shown in Fig. 4. It is seen that in both cases, the heuristics give 

improvements in the diversity values. The improvements are around 10% of the initial set of values, where the 

initial values themselves are derived using certain algorithms (as outlined in sections 3.1 and 3.2). 
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Figure 4. Improvements in the diversity measures using the iterative improvements of the proposed heuristics 

 

Figure 5 shows a heat map of the 50 counties with (a) the most diverse median income (left) and (b) the most 

diverse poverty percentage (right). 

 
Figure 5. Heat maps of the results of selection of 50 out of 3141 counties with the most diverse of the specified 

attributes 

V. CONCLUSION 
There have been numerous studies related to the problem of selecting a subset of elements from a 

given set, so that the “diversity” among the selected elements is the maximum possible. It arises in numerous 

applications across highly diverse areas such as in public administration, bio diversity measures, plant 

breeding, social problems, economics, experimental design, pollution control, ecological preservation, capital 

investment, curriculum design, etc. The optimal solution to this problem is intractable, and approximation 

algorithms and heuristic are sought after. This paper proposed two heuristics and presented the results of 

implementing them on a part of the US census data related to median income and average poverty percentages 

in the counties. The complexities of the heuristics are acceptable and the running times are reasonable. The 

iterative improvement processes provide around 10% of improvement to the initial diversity values. 
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I.   Introduction 

Coordinate Rotation Digital Computer (CORDIC) algorithms provide an efficient approach for 

rotating   vectors in a plane by simple shift-add operations. Besides offering a simple mechanism for computing 

the magnitude and phase-angle of an input vector, they are popularly used to perform complex multiplications 

and estimation of various functions. The conventional CORDIC algorithms are used to handle rotations only in 
the range   of  [-99.70,99.70] . Moreover, they are serial in nature and require a ROM to store the look-up table 

and hardware-expensive barrel shifters. Research on enhancements to the conventional CORDIC has proceeded 

primarily intwo directions. One of these is to obtain a high speed solution while the other is on careful handling 

of scale factors for high precision implementations. The authors in   describe a virtually scaling-free CORDIC 

rotator which requires a constant scale-factor. A solution that scales the vector after every iteration, reduces the 

number of iterations and expands the range of rotation angles is presented in. A CORDIC architecture that 

suggests a circuit for scale factor correction is presented in some efforts have also been made to implement the 

CORDIC architectures on an FPGA. 

The contributions of this paper are as follows: We present two highly area-efficient CORDIC 

algorithms with an angular resolution of. Convergence of both the algorithms is established theoretically. The 

algorithms cover the entire range of angles [-180 
0
,180 

0
].  Further, the FPGA implementations consume a 

substantially lower percentage of device components than other implementations.  
 

 II.    Cordic Technique 

Given a complex value:C=IC+jQC 

We will create a rotated value:C’=IC’+jQc 

by multiplying by a rotation value:R=Ir+jQ 

 
Fig.1 Rotation vector 

Abstract: The modern communication systems and software radio based applications demands fully 

digital receivers, consisting of only an antenna and a fully programmable circuit with digital modulators 

and demodulators. A basic communication system’s transmitter modulates the amplitude, phase or 

frequency proportional to the signal being transmitted. An efficient solution (that doesn’t require large 

tables/memory) for realizing universal modulator is CORDIC (CO-ordinate Rotation Digital Computer) 

algorithm. The CORDIC algorithm is used in the rotation mode, to convert the coordinates from polar 

mode to rectangular mode. The radius vector(r) and angle (θ) of a CORDIC processor can be 

programmed to generate the ASK, PSK and FSK signals. Modelsim simulator tool from mentor graphics 

will be used for functional simulation and verification of the modulator. The Xilinx synthesis Tools (XST) 

will be used to synthesize the complete modulator on Xilinx Spartan 3E family FPGA (XC3S500E). Xilinx 

placement & routing tools will be used for backed, design optimization and I/O routing. 

Keywords: CORDIC, ASK, PSK, FSK, FPGA. 
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How multiplier less: 

 

1. Recall that when you multiply a pair of complex numbers, their phases (angles) add and their magnitudes 
multiply. Similarly, when you multiply one complex number by the conjugate of the other, the phase of the 

conjugated one is subtracted (though the magnitudes still multiply). 

Therefore: 

To add R’s phase to C:                                            To subtract phase from C: 

 

C' = C·R 

Ic' = Ic·Ir-Qc·Qr 

Qc' = Qc·Ir+Ic·Qr 

 

2. To rotate by +90 degrees, multiply by R = 0 + j1. Similarly, to rotate by -90 degrees, multiply by R = 0 - j1. 

If you go through the Algebra above, the net effect is: 

 

To add 90 degrees Multiply by R=0+j1           To Subtract 90 degrees multiply by R=0-j1 

 

 

 
 

 

3. To rotate by phases of less than 90 degrees, we will be multiplying by numbers of the form "R = 1 +/- jK". K 

will be decreasing powers of two, starting with 2^0 = 1.0. Therefore, K = 1.0, 0.5, 0.25, etc. (We use the symbol 

"L" to designate the power of two itself: 0, -1,-2,etc.)   Since the phase of a complex number "I + jQ" isatan(Q/I), 

the phase of "1 + jK" is atan(K). Likewise, the phase of "1 - jK" = atan(-K)  =  -atan(K).To add phases we use 

"R = 1 + jK"; to subtract phases we use "R = 1 - jK". Since the real part of this, Ir, is equal to 1, we can simplify 

our table of equations to add and subtract phases for the special case of CORDIC multiplications to: 

                         To add a phaseMultiply by R=1+Jk                              To add a phaseMultiply by R=1+Jk 

 

 

 

Table1 Table1. For an accumulator of 3 bits (j=3) controlled with an input of P = 3 and P =2 
 

 

 

 

 

 

 

 

 

 

 
4. Each rotation has a magnitude greater than 1.0. That isn't desirable, but it's the price we pay for using 

rotations of the form "1 + jK". The "CORDIC Gain" column in the table is simply a "cumulative magnitude" 

calculated by multiplying the current magnitude by the previous magnitude. Notice that it converges to about 

1.647; however, the actual CORDIC Gain depends on how many iterations we do. (It doesn't depend on whether 

we add or subtract phases, because the magnitudes multiply either way). 

 

 

C' = C·R* 

Ic' = Ic·Ir+Qc·Qr 

Qc' = Qc·Ir-Ic·Qr 

IC’ = QC 

QC’ =-IC 

 

(negate I, then swap) 
IC’ = -QC 

QC’ =IC 

 

(negate Q,then swap) 

Ic'=Ic+K·Qc=Ic + (2^-L)·Qc  

Qc'=Qc-K·Ic = Qc- (2^-L)·Ic 

Ic' = Ic-K·Qc =Ic(2^L)·Qc 

Qc'=Qc+K·Ic=Qc+(2^-L)·Ic 

L K=2^-L R=1+jK Phase of R in 

degrees=atan(k) 

Magnitude of R CORDIC Gain 

0 

 

1.0 1 + j1.0 45.00000 1.41421356 1.414213562 

1 0.5 1+j0.5 26.56505 1.11803399 1.581138830 

2 0.25 1 + j0.25 14.03624 1.03077641 1.629800601 

3 0.125 1 + j0.125 7.12502 1.00778222 1.642484066 

4 0.625 1 + j0.0625 3.57633 1.00195122 1.645688916 

5 0.03125 1 + j0.031250 1.78991 1.00048816 1.646492279 

6 0.015625 1 + j0.015625 0.89517 1.00012206 1.646693254 

7 0.007813 1 + j0.007813 0.44761 1.00003052 1.646743507 

….. ………. ………….. ……………... ……………… ……………….. 



FPGA implementation of universal modulator using CORDIC algorithm for communication  

| IJMER | ISSN: 2249–6645 |                                 www.ijmer.com                                  | Vol. 4 | Iss. 6| June. 2014 | 65| 

III.    Cordic Basic Issues 

 Since we're using powers of two for the K values, we can just shift and add our binary numbers. That's 

why the CORDIC algorithm doesn't need any multiplies. 

 The sum of the phases in the table up to L = 3 exceeds 92 degrees, so we can rotate a complex number by 

+/- 90 degrees as long as we do four or more "R = 1 +/- jK" rotations. Put that together with the ability to 

rotate +/-90 degrees using "R = 0 +/- j1", and you can rotate a full +/-180 degrees. 

 You can see that starting with a phase of 45  degrees, the phase of each successive R multiplier is a little 

over half of the phase of the previous R. That's the key to understanding CORDIC: we will be doing a 

"binary search" on phase by adding or subtracting successively smaller phases to reach some "target" 

phase. 

 Each rotation has a magnitude greater than 1.0. That isn't desirable, but it's the price we pay for using 
rotations of the form "1 + jK". The "CORDIC Gain" column in the table is simply a "cumulative 

magnitude" calculated by multiplying the current magnitude by the previous magnitude. Notice that it 

converges to about 1.647; however, the actual CORDIC Gain depends on how many iterations we do. (It 

doesn't depend on whether we add or subtract phases, because the magnitudes multiply either way.)  

 

Modes of operation: 

Basic mode: I and Q carrier signals for a chosen freq value 

Modulator mode: producing ASK, FSK and PSK signals. 

11-bit Control word format 

M M F F F F F F F K K 

 

MM --- Mode of operation 00 – Basic mode 01 – Binary Modulator mode 10 – Mary modulator mode 

FFFFFFF – 7-bit Freq word KK (in Binary modulation mode) 00 – Amplitude shift keying 01 –Phase shift 

keying 10 – Freq shift keying KK(in M-ary modulation mode) 00 – 4 level QAM  01 – QPSK  10– OQPSK 

11-8psk. 

 

IV.   Block Diagram of Cordic Based Universal Modulator Realization 

 

 
                                                   

       Fig.2 block diagram of CORDIC 
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IV (i) Basic Blocks of Universal Modulator 

All the blocks are connected with common clock and reset signals. The delta phase value decides the 

phase increment for each clock pulse. Hence decides the resulting signal frequency. The Frequency modulating 
instantaneous value is added to the delta phase value which causes instant-aneous change in frequency. Due to 

the digital nature of the modulator only at each clock tick the modulating signal value shall affect the resulting 

frequency.The outputs of the Look Up Tables are given to the input lines a 4 to 1 Multiplexer.This multiplexer 

connects one of the inputs to the output depending on the select lines. The output of Multiplexer consists the 8 

amplitude bits which is the final output in case required modulation schemes are FM or PM. In case of 

Amplitude modulation, the output of multiplexer is multiplied with instaneous modulating signals. CORDIC 

engine isused for phase to amplitude conversion required for the generation of cosine and sin functions. 

In three modulation schemes if modulating signal is analog in nature then anappropriate Analog 

toDigital converter is required to convert into 8 bitdigital output. From the figure the basic blocks in DDFS can 

be identified as PIPO registers, adders, look Up Tables, CORDIC engine and other combinational circuits.  

 

IV (ii) DDFS Basic Principle: 
Direct Digital Frequency Synthesizer is a technique to produce desired output wave-forms with full 

digital control. Direct digital synthesis (DDS) is becoming increasingly popular as a technique for fre-quency 

synthesis, especially if high frequency resolution and fast switching between frequencies over a large bandwidth 

are required.  

The direct digital frequency synthesizer is shown in a simplified form in figure 4. The DDFS has the following 

basic blocks: 

(1) Frequency register 

(2) adder and phase register 

(3) phase to amplitude converter (conventionally a sine ROM) 

(4) digital to analog converter and low pass filter 

The phase value is generated using the modulo 2j overflowing property of a j-bit phase accumulator. The rate 
of the overflows is the output frequency      

 

                                                   𝑓𝑜𝑢𝑡 =
∆𝑃  𝑓𝑐𝑙𝑘

2𝑗
  ∀  𝑓𝑐𝑙𝑘 ≤

𝑓𝑐𝑙𝑘

2
     -- (1.1) 

 

Where ∆P is the phase increment word, j is the number of phase accumulator bits, fclkis the clock frequency and 
foutis the output frequency. The constraint for maximum value of fout in the above equation comes from the 

sampling theorem.  

The phase increment word in (1.1) is an integer, therefore the frequency resolution is found by setting ∆P = 1. 

                                                    ∆ 𝑓 = (𝑓𝑐𝑙𝑘 )/2𝑗    --- (1.2) 

 

 
                                                     Fig.3: block diagram of DDFS 

 
In the ideal case with no phase and amplitude quantization, the output sequence of the table is given by 

sin(2π
𝑃(𝑛)

2𝑗
)--- --(1.3) 
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Where P(n) is a (the j-bit) phase register value (at the nth clock period). The numerical period of the phase 

accumulator output sequence is defined as the minimum value of Pe for which P(n)=P(n+Pe) for all n. The 

numerical period of the phase accumulator output sequence is 

                                                                     𝑝𝑒 =
2𝑗

𝐺𝐶𝐷 (∆𝑝 ,2𝑗 )
----- (1.4) 

Table 2.For an accumulator of 3 bits (j=3) controlled with an input of P = 3 and P =2 

 

 

 

 

 

 

 

 

 

 

 

 

IV (iii) DFS Architecture for Modulation capability: 

It is simple to add modulation capabilities to the DDS, because the DDS is a digital signal processing 

device. In the DDS it is possible to modulate numerically all three wave form parameters. 

S(n)=A(n)sin (2(∆P(n)+P(n)))    ---(1.5) 

 
Fig.4 DDS architecture with modulation capabilities 

 

V.    Modulation Command Processor Chipscope Results 

The Modulation command processor implemented are for carrying out digital versions of frequency 

modulation, phase modulation and amplitude modulation. For all these three modulations the digital 8 bit 

modulating signal is expected. In case if the modulating signal is analog that needs to be converted in to 8 bit 

digital by appropriate Analog to Digital Converter.  

The frequency modulation is carried out by frequency modulation controller which is simply an adder 

adding the phase increment value input for DDFS and instantaneous modulating signal value. Since the phase 
increment value or delta phase value is proportional to instantaneous frequency of output signal of DDFS, 

controlling that parameter leads to Frequency modulation. The phase modulation controller adds the output of 

phase accumulator to the instantaneous value of phase modulating signal. The resulting sum is fed tothe LUTs 

to produce amplitude bits corresponding to the input phase bits. The amplitude modulator planned in this project 

is analogous to product modulator. The amplitudebits at the output of multiplexer are multiplied with 

instantaneous amplitude of modulating signal.  

To verify the modulation effects from these modulation controllers, these blocks should work in 

complete DDFS module; hence the resulting outputs for three types of modulations are presented. The Chip 

Scope Pro Analyzer tool interfaces directly to the ICON, ILA, IBA/OPB ,IBA/PLB, VIO, and ATC2 cores 

(collectively called the Chip Scope Pro cores). You can configure your device, choose triggers, setup the 

console, and view the results of the capture on the fly. The data views and triggers can be manipulated in many 

ways, providing an easy and intuitive interface to determine the functionality of the design. 
 

Accumulator 

output ∆P=3 

and j=3 

Carry 

output 

Accumulator 

output ∆p=2 

and j=3 

Carry 

output 

000 (0) 1 Cycle 

begins 

000 (0) 1 Cycle 

begins 

011 (3) 0 010(2) 0 

110(6) 0 100(4) 0 

001(1) 1 110(6) 0 

100(4) 0 000 (0) 1 
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The waveforms obtained by the Chip Scope Pro Analyzer are shown in the figures 

  

Put the slide switches in 0100 position (MM=01 and KK=00) to get ASK 

 
Modulating signal (1 bit data)    Fig: 5 ASK CHIPSCOPE RESULT 

 

Put the slide switches in 0101 position (MM=01 and KK=01) to get PSK            

 
Modulating signal (1 bit data)   Fig: 6 PSK CHIPSCOPE RESULT 
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Put the slide switches in 0110 position (MM=01 and KK=10) to get FSK 

 
Modulating signal (1 bit data )            Fig: 7 FSK CHIPSCOPE RESULT 

 

Put the slide switches in 1001 position (MM=10 and KK=01) to get QPSK (change the samples size to 2048) 

 
Modulating signal (1 bit data )            Fig: 8 QPSK CHIPSCOPE RESULT 

 

VI.   Applications 

 Universal modulator is highly preferred option in instrumentation for signal generation and frequency 

sweep etc. 

 Universal modulator can be efficiently used in several digital modulation schemes suchas FSK, PSK, 

ASK, QPSK, OPQPSK, PI/QPSK, QAM and 8-bitPSK. 

 Universal modulator has been used in universal HAM radio/generator. Universal modulator is capable 

of well controlled, rapid changes in frequency. 

 

ADVANTAGE AND DISADVANTAGES 

 High frequency resolution and accuracy. 

 Fast switching between frequencies over a large bandwidth. 

 Compared to LUT method, it takes less area. 

 FPGA hardware can give high speed solution in comparison with software approach but not in 

comparison with ASIC. 
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TOOLS AND HARD WARE 

 Simulation software -Modelsim Xilinx Edition (MXE) 

 Synthesis, P&R  - Xilinx ISE  

 On chip verification  - Xilinx Chip scope 

 Hardware– Xilinx Spartan 3 Family FPGA board 

 

VII.   FPGA Design and Programming 

To define the behavior of the FPGA, the user provides a hardware description language (HDL) or 

a schematic design. The HDL form is more suited to work with large structures because it's possible to just 

specify them numerically rather than having to draw every piece by hand. However, schematic entry can allow 

for easier visualization of a design.Once the design and validation process is complete, the binary file generated 
(also using the FPGA company's proprietary software) is used to (re)configure the FPGA. 

  

VIII.   Conclusion 

Our CORDIC Algorithm implementation has efficient area utilization as compared to LUT based 

methods. But, it is slower than LUT based implementation.FPGA based DDFS is highly useful in semi-custom 

VLSI chips, FPGA based VLSI solutions, signal processing cards, Instrumentation and Digital communications. 

The present work shows basic DDFS implementation proving the design by synthesis on FPGA. The timing 

analysis shows that high values of output frequencies can be achieved with FPGA based design. If higher end 

FPGAs is used then very high bandwidth DDFS can be implemented efficiently. CORDIC Algorithm is 

successfully implemented in VHDL, which helped to generate ASK, PSK, FSK&QAM signals. Utilizing 
378flip flops/latches,432 four input LUTs,17 Bonded IOBs ,94 Shift registers ,17 Block RAMs,2 MUXS in  

resource of XC3S500E320. Our project on CORDIC algorithm works with frequency 25.475MHz.it is 

minimum input arrival time before clock 4.808ns, maximum output required time after clock 14.719ns and 

maximum combinational path delay 1.975ns with minimum power dissipation of 87.66 mWatts. 
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I. INTRODUCTION  
Orthogonal frequency division multiplexing (OFDM) has been recently seen rising popularity in 

wireless application. OFDM properties like high spectral efficiency, robustness to channel fading, immunity to 
impulse interference, uniform average spectral density, and capacity to handle very strong echoes and less non-

linear distortion, immunity to inter-symbol interference. The main disadvantages of OFDM systems is that it 

exhibits a high peak to average power ratio, namely the peak value of some of the transmitted signal could be 

much larger than the typical values. To reduce PAPR, many techniques have been proposed, such as clipping, 

partial time sequence, interleaving, nonlinear companding transforms, hadamard transforms, SLM technique etc. 

The selected mapping method (SLM) provides good performance for PAPR reduction, and this requirement 

usually results in high computational complexity. Several techniques have been proposed based on low-

complexity selected mapping schemes for Peak-to-Average Power Ratio reduction in OFDM Systems. 

In recent years OFDM is employed in Digital Television Broadcasting (such as the digital ATV 

Terrestrial Broadcasting), European Digital Audio Broadcasting (DAB) and Digital Video Broadcasting 

Terrestrial (DVB-T), and numerous Wireless Local Area Networks (e.g. IEEE 802.11a operating at 5 GHz) and 
European Telecommunications Standard Institute (ETSI) Broadband Radio Access Networks (BRAN)’s High 

Performance Radio Local Area Network (HIPERLAN) Type-2 standard. 

The organization of this paper is as follows. Section II presents OFDM signal model and formulae, 

Section III presents  the problem of PAPR and algorithm of least PAPR. Section IV presents the figure and table 

of simulation results. Section V presents conclusion of simulation results.  

 

II. ORTHOGONAL FREQUENCY DIVISION MULTIPLEXING (OFDM)  
Orthogonal Frequency Division Multiplexing is a frequency–division multiplexing (FDM) scheme 

utilized as a digital multi–carrier modulation method. A large number of closely spaced orthogonal sub–carriers 
is used to carry data. The data is divided into several parallel streams of channels, one for each sub–carriers. 

Each sub– carrier is modulated with a conventional modulation scheme (i.e. QPSK) at a low symbol rate, 

maintaining total data rates similar to the conventional single carrier modulation schemes in the same 

bandwidth. Orthogonal Frequency Division Multiplexing is a special form of multicarrier modulation which is 

particularly suited for transmission over a dispersive channel. Here the different carriers are orthogonal to each 

other that is they are totally independent of one another. This is achieved by placing the carrier exactly at null in 

modulation spectra of each other. 

Two periodic signals are orthogonal when the integral of their product over one period is equal to zero.  

For the case of continuous time:  

 

 𝑐𝑜𝑠
𝑇

𝑂
(2πnf0t) cos  (2πmf0t) dt = 0                                                                                                         (1) 

For the case of discrete time:   

 𝑐𝑜𝑠𝑁−1
𝐾=0  

2𝜋𝑘𝑛

𝑁
 cos  

2𝜋𝑘𝑚

𝑁
 dt = 0                                                                                                          (2) 

Where, m ≠ n in both cases.  

Abstract: Multi-carrier modulation is an attractive technique for fourth generation .OFDM is based on 

multicarrier modulation technique. In OFDM system the bit stream is divided into many different sub 

channels. An efficient and distortionless scheme for peak power reduction in OFDM is proposed. In this 

paper, a set of mapping where the actual transmit signal is selected. From this set of signal reduced  

PAPR. Simulation results are  shown. The lowest PAPR is compared with conventional work. It is  also 

compared BER to SNR and best result is achieved. 

Keywords: BER, IFFT, OFDM, PAPR, Phase Rotation, QAM, QPSK, SLM etc.  
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Fig. 1: The area under a sine and a cosine wave over one period is always zero. 

 

 
Fig 2: The area under a sine wave multiplied by its own harmonic is always zero. 

 

The main concept in OFDM is orthogonality of the sub-carriers.  Since the carriers are all sine/cosine wave, we 

know that area under one time period of a sine or a cosine wave is zero.  

Let's take a sine wave of frequency m and multiply it by a sinusoid (sine or a cosine) of a frequency n, where both 
m and n are integers. The integral or the area under this product is given by 

  

  F (t) = sin (mwt)* sin (nwt)                                                                                                  (3) 

 

By the simple trigonometric relationship, this is equal to a sum of two cosine of frequencies (m-n) and (m+n). 

 

=     
1

2
cos 𝑚 − 𝑛 −  

1

2 
cos(𝑚 + 𝑛)  

 

=     
1

2
cos 𝑚 − 𝑛 𝑤𝑡 − 

2∏

0
 

1

2
cos 𝑚 + 𝑛 𝑤𝑡

2∏

0
  

 

=     0 - 0 

 

=     0 

 These two components are each a sinusoid/cosine, so the integral is equal to zero over one period. 

 
Fig.3: OFDM Transmitter System 

 

In figure 3, IFFT is performed on the modulated signal which is further processed by passing through a 

parallel– to–serial converter. In order to avoid ISI we provide a cyclic prefix to the signal. The Cyclic Prefix or 

Guard Interval is a periodic extension of the last part of an OFDM symbol that is added to the front of the 

symbol in the transmitter, and is removed at the receiver before demodulation. 

The cyclic prefix has to two important benefits –  

1 .The cyclic prefix acts as a guard interval. It eliminates the inter – symbol interference from the previous 

symbol.  

2 .It acts as a repetition of the end of the symbol thus allowing the linear convolution of a frequency –selective 

multipath channel to be modeled as circular convolution which in turn may be transform to the frequency 

domain using a discrete fourier transform. This approach allow a simple frequency domain processing  such as 

channel estimation and quality. 
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the received data is first made to pass through a low pass filter and the cyclic prefix is removed. FFT of the 

signal is done after it is made to pass through a serial – to – parallel converter. A demodulator is used, to get 

back the original signal. 

  

III. THE PAPR OF OFDM SYSTEM  
The PAPR of OFDM is defined as the ratio between the maximum power and the average power, The 

PAPR of the OFDM signal X (t) is defined as  

 

PAPR = 
ppeak

paverage
 =    

 𝑥(𝑡) 20≤𝑡<𝑀𝑇
𝑚𝑎𝑥

1

𝑀𝑇
  𝑥(𝑡) 2
𝑀𝑇

0

                                                                                                        (4) 

 

Presence of large number of independently modulated sub-carriers in an OFDM system the peak value 

of the system can be very high as compared to the average of the whole system. This ratio of the peak to average 

power value is termed as Peak-to-Average Power Ratio. Coherent addition of N signals of same phase produces 

a peak which is N times the average signal.  

The major disadvantages of a high PAPR are-  

*  Increased complexity in the analog to digital and digital to analog converter.  

*  Reduction is efficiency of RF amplifiers. 

The main objective of this technique is to generate a set of data blocks at the transmitter end which represent the 
original information and then to choose the most favorable block among them for transmission. Let us consider 

an OFDM system with N orthogonal sub–carriers. A data block is a vector composed of N complex symbols , 

each of them representing modulation symbol transmitted over a sub–carrier. X is multiplied element by 

element with U vector composed of N complex numbers, defined so that , where |.| denotes the modulus 

operator. Each resulting  vector which, produced after IDFT, a corresponding OFDM signal is given by  

 

Su(t) =  
1

 𝑁
 𝑥𝑢 ,𝑛𝑒

𝑗2𝜋𝑛∆𝑓𝑡                                              0 ≤ 𝑡 ≤ 𝑇𝑁−1
𝑛=0

                                                                                                                 (5) 

 

Where T is the OFDM signal duration and f = 1/T is the sub-carrier spacing. 
Among the modified data blocks, the one with the lowest PAPR is selected for transmission. The amount of 

PAPR reduction for SLM depends on the number of phase sequences U and the design of the phase sequences. 
In SLM technique, firstly the input information is divided into OFDM data block X, which consists of M 

symbols, by the serial-to parallel (S/P) conversion and then data block X is multiplied carrier wise with each one 

of the w different phase sequences 𝐵(𝑤), resulting in a set of w different OFDM data block 
 

 𝑋(𝑤 ) = [𝑋0
(𝑤),𝑋1

(𝑤 ) −− −−,𝑋𝑀−1
(𝑤)]^T                                                                                       (6) 

  Where,  𝑋𝑚
𝑤  =𝑋𝑚𝐵𝑚

𝑤   , m = 0, 1, · ·, M − 1, w = 1, 2, · ·, w. 

  𝑋𝑚
𝑤  =𝑋𝑚𝐵𝑚

𝑤                                                                                                                                       (7) 

 𝐵𝑤  = [𝑋0
(𝑤),𝑋1

(𝑤) −−− −,𝑋𝑀−1
(𝑤) ]^T                                                                                        (8) 

 

Then all w alternative data blocks are transformed into time domain to get transmit OFDM symbol 𝑥𝑤=IFFT 

{𝑋(𝑤)}. 

The transmit sequence 𝑥   =𝑥(𝑤) 
, where  𝑤   = arg {𝑚𝑖𝑛𝑤  max |x (w)|}, is selected. The information on the 

selected phase sequence must be transmitted to the receiver. Where m = 0,1,2,3 ……….M-1 .w = 0, 1, 2 …W, 

to make w phase rotated OFDM data blocks. All w phase rotated OFDM data blocks represented the same 

information as the unmodified OFDM data block Provided that the phase sequence is known. After applying the 

SLM technique, the complex envelope of the transmitted OFDM signal becomes 
 

X (t) = 
1

 𝑀
  𝑋𝑚

𝑀−1
𝑚=0  𝑒𝑗2𝜋𝑡𝑓𝑚 , 0 ≤  t ≤ M T                        -------------5 

Here, MT is the duration of an OFDM data block. Output data of the lowest PAPR is selected to transmit. 

 

Algorithm for least PAPR: 

 

1)   Firstly 16 sinusoidal subcarriers are taken. These are available subcarriers (QPSK Modulation) 

assuming all one positive.  

 
 X1 =sin ((2*180*100*t) +w) 

                X2 =sin ((2*180*200*t) +w) 
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             X3 =sin ((2*180*300*t) +w) 

                 . 

                 . 

                 . 

               X16= sin ((2*180*1600*t) +w) 

  These subcarriers are orthogonal to each other because in general for all integers’ m and n, sinmx, sinny, 

cosmx, cosmy are orthogonal to each other. These frequencies are called harmonics. 
2)   Giving these entire subcarrier phase shift(w)  0  to  90. 

3)   Now sum of all these entire subcarriers sum = x1+x2+x3+x4+…………+x15+x16.                    (9) 

4)   Calculate the PAPR according to the formula given in equation (6) 

 

For comparison of BER and SNR : 

 

1) No. of Carriers: 64 

2) coding used: Convolutional coding 

3) Single frame size: 96 bits 

4) Total no. of Frames: 100 

5) Modulation: 16-QAM 
6) No. of Pilots: 4 

7) Cylic Extension: 25%(16) 

 

IV. SIMULATION RESULT 
Simulation is carried with MATLAB 7.8 to evaluate the performance of the different phase rotation on 

OFDM Signal, for reducing PAPR, BER and SNR 
 

 
Fig 4:  PAPR against different phase shift 

 

From the simulation result we see that if we give all these 16 orthogonal subcarriers with phase rotation (w) of 0 
to 90 we get the minimum PAPR at phase rotation 11 as shown in figure 4.The PAPR value at 11 degree  and 55 

degree is  4.5292dB and 4.9379 dB respectively  are least PAPR. 
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Fig 5: OFDM signal with phase shift 11. 

 
The resulting  OFDM signal is shown in figure: 5, After 11 degree Maximum PAPR is obtain at 55 degree 

(PAPR = 4.9379dB) then 80 degree (PAPR= 5.8447dB) 

 

Table: Gain for PAPR of different phase . 

 

 

 

 

 

 

 

 
Fig 6: Comparison of BER and SNR  

 

In figure 6, compairing the SNR (dB) and  the error in bit rate(BER). 

SYSTEM Max. PAPR in dB 

PAPR without phase shift 29.29 

PAPR with phase shift 11 4.5292 

PAPR with phase shift 55 4.9379 

PAPR with phase shift 80 8.447 
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Table SNR and BER 

SNR BER 

0 0.4672 

2 0.4321 

6 0.3231 

10 0.1505 

14 0.003958 

From the table above, as the SNR increases the BER decreases 

                                                                               

                                                                               V.    CONCLUSION  

It is concluded that for improving efficiency of the Equipment (communication system) reducing 

PAPR value of OFDM signal. So, in this paper we obtain a particular phase rotation  value at which least PAPR 

is obtain with the rising demand for more number of users on limited frequency spectrum in radio Mobile 

communication, OFDM prove invaluable to fourth generation communication system and compare BER and 

SNR for better future technologies and also prove invaluable to fourth generation communication system. 
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I. Introduction 

A heat exchanger is a device that is used for transfer of thermal energy between two or more fluids, 
between a solid surface and a fluid, or between solid particulates and a fluid, at differing temperatures and in 

thermal contact, usually without external heat and work interactions. The fluids may be single compounds or 

mixtures. Typical applications involve heating or cooling of a fluid stream of concern, evaporation or 

condensation of a single or multi component fluid stream, and heat recovery or heat rejection from a system. In 

other applications, the objective may be to sterilize, pasteurize, fractionate, distill, concentrate, crystallize, or 

control process fluid. In some heat exchangers, the fluids exchanging heat are in direct contact. In other heat 

exchangers, heat transfer between fluids takes place through a separating wall or into and out of a wall in a 

transient manner. 

In most heat exchangers, the fluids are separated by a heat transfer surface, and really they do not mix. 

Such exchangers are referred to as the direct transfer type, or simply recuperate. In contrast, exchangers in 

which there is an intermittent heat exchange between the hot and cold fluids via thermal energy storage and 
rejection through the exchanger surface or matrix are referred to as the indirect transfer type or storage type, or 

simply regenerators. Such exchangers usually have leakage and fluid carryover from one stream to the other. 

Many types of heat exchangers have been developed to meet the widely varying applications. Bank of tubes are 

found in many industrial processes and in the nuclear industry, being the most common geometry used in heat 

exchanger. The heat is transferred from the fluid inside the tubes to the flow outside them. 

In the shell and tube heat exchanger, the cross flow through the banks is obtained by means of baffle 

plates, responsible for changing the direction of the flow and for increasing the heat exchange time between 

fluid and the heated surfaces. Numerical analysis of the laminar flow with heat transfer between parallel plates 

with baffles was performed by Kelkar and Patankar [2]. Results show that the flow is characterized by strong 

deformations and large recirculation regions. In general, Nusselt number and friction coefficient (FR) increase 

with the Reynolds number. Measurement using LDA technique in the turbulent flow in a duct with several 

baffle plates were performed by Berner et al. [3], with the purpose of determining the number of baffles 

Abstract: Heat exchanger is devices used to exchange the heat between two liquids that are at different 

temperature .These are used as a reheated in many industries and auto mobile sector and power 

plants. The main aim of our project is thermal analysis of heat exchanger with waved baffles for 

different types of materials at different mass flow rates and different tube diameters using FLOEFD 
software and comparing the results that are obtained. The work is a simplified model for the study of 

thermal analysis of shell-and-tubes heat exchangers having water as cold and hot fluid.  Shell and 

Tube heat exchangers are having special importance in boilers, oil coolers, condensers, pre-heaters. 

They are also widely used in process applications as well as the refrigeration and air conditioning 

industry. The robustness and medium weighted shape of Shell and Tube heat exchangers make them 

well suited for high pressure operations. The project shows the best material, best boundary conditions 

and parameters of materials we have to use for better heat conduction.  For this we are chosen a 

practical problem of counter flow shell and tube heat exchanger having water, by using the data that 

come from cfd analysis. A design of sample model of shell and tube heat exchanger with waved baffles 

is using Pro-e and done the thermal analysis by using FLOEFD software by assigning different 

materials to tubes with different diameters having different mass flow rates and comparing the result 

that obtained from FLOEFD software. 

Keywords: Heat Exchanger, Creo Design, Materials (Al-6061, Copper and Steel), FLOEFD Analysis, 

Mass flow rates, dimensions of Materials, heat transfer rate. 
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necessary for obtaining a periodic boundary condition and the dependence on Reynolds number and the 

geometry. Results showed that with a Reynolds number of 5.17×103, four baffles are necessary for obtaining a 

periodic boundary condition. By increasing the Reynolds number to 1.02×104, a periodic boundary condition is 
obtained with three baffles. A significant amount of research has focused both on channels with internal 

obstructions and tortuous channels, to determine the configurations that lead to the most vigorous mixing and 

highest rate of heat transfer. Popiel and Van Der  Merwe [4] and Popiel and Wojkowiak [5] who studied 

experimental pressure drops for geometries with an undulating sinusoidal or U-bend configuration. In these 

papers, the effects of Reynolds number, curvature, wavelength and amplitude on the friction factor were 

investigated in laminar and low Reynolds number turbulent flow. An interesting observation made by these 

authors is that when the friction factor is plotted against the Reynolds number, there is either no definite 

transition from laminar to turbulent flow, or a delayed transition relative to that of a straight pipe. It is 

hypothesized by Popiel and Van der Merwe [4] that a smooth transition to turbulence occurs due to the 

secondary flows produced within the complex geometry. Dean [6] originally observed that the mixing effects of 

these secondary flows are steadily replaced by the development of turbulent secondary flow. A method to study 
fully developed flow and heat transfer in channels with periodically varying shape was first developed by 

Patankar et al. [7] for the analysis of an offset-plate fin heat exchanger.  

Their method takes advantage of the repeating nature of the flow field to minimize the extent of the 

computational domain. The method of Parankar et al. [7] assumes that for a periodic geometry, the flow is 

periodic with a prescribed linear pressure gradient being applied to drive the flow. The outlet velocity field and 

its gradient are wrapped to the inlet to produce periodic boundary conditions. Flow velocities within the 

geometry are then calculated using momentum and mass conservation equations, assuming constant fluid 

properties.Webb and Ramadhyani [8] and Park et al.[9] analyzed fully developed flow and heat transfer in 

periodic geometries following the method of Patankar. Webb and Ramadhyani [8] studied parallel plate 

channels with transverse ribs; they presented a comparison with the performance of a straight channel, and 

reported an increase in both the heat transfer rate and pressure drop as the Reynolds number is increased. Park et 

al. [9] incorporated optimization of the heat transfer rate and pressure drop into their study of the flow and 
thermal field of plate heat exchangers with staggered pin arrays. N.R. Rosaguti, D.F. Fletcher, and B.S. Haynes 

[10] analyzed fully developed flow and Heat Transfer in geometries that are periodic in the flow direction. They 

have studied laminar flow in serpentine duct of circular cross section with a constant heat flux applied at the 

walls, they measured the performance of serpentine channel by comparing pressure drop and rate of heat 

transfer in these channels to that achieved by fully developed flow in a straight pipe equal path length. Flow 

characteristics within such channels are complex, leading to high rates of heat transfer, whilst low pressure loss 

is maintained. Dean vortices act to suppress the onset of recirculation around each bend and are the main 

contributing factor to these high levels of heat transfer performance, and low normalized friction factor. For 

L/d=4.5, Rc/d=1 and Pr=6.13 two of vortices are observed at Reynolds Number above 150. This flow structure 

occurs immediately after bends that turn in an opposite direction to the one previous. The influence of L/d on 

Heat Transfer and pressure drop has been shown for a fixed Reynolds Number. Increasing L/d increases the rate 
of heat transfer and decreases the pressure drop relative to that of fully developed flow in a straight pipe.L.C. 

Demartini, H.A. Vielmo, and S.V. Moller [11] investigated the numerical and experimental analysis of the 

turbulent flow of air inside a channel of rectangular section, containing two rectangular baffle plates, where the 

two plates were placed in opposite walls.  

The scope of the problem is to identify the characteristics of the flow, pressure distribution as well as 

the existence and extension of possible recirculation in Heat Exchanger. The geometry of the problem is a 

simplification of the geometry baffle plate found in Shell- and- tube Heat Exchanger. The most important 

features observed are the high pressure regions formed upstream of both baffle plates and the extension of the 

low pressure regions on the downstream region. The latter are strongly associated with the boundary layer 

separation on the tip of the baffle plates, which is also influenced by the thickness of the baffle plates. Low and 

high pressure regions are associated to recirculation regions. The most intense is that occurring downstream of 

the second baffle plate, responsible for the high flow velocities observed at the outlet of the test section, creating 
a negative velocity profiles which introduces mass inside the test section through the outlet. Numerical studies 

of unsteady laminar flow heat transfer in grooved channel flows of especial relevance to electronic system was 

performed by Y.M. Chung & P.G. Tucker [12]. The validity of a commonly used periodic flow assumption is 

explored. Predictions for Re=500 show the flow typically can become periodic by around the fifth groove. 

Hence, when modeling IC rows on circuit boards the popular periodic flow assumption might not be valid for 

significant area. (13).Present work attempts to investigate the heat transfer performance of shell and tube heat 

exchanger designed by Creo in FLOEFD. 
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II. Experimental set up and procedure 
 

2.1 Experimental set up 

Shell and Tube heat exchanger is designed by Creo software, actually PTC Creo Parametric is the 

standard in 3D CAD, featuring state-of-the-art productivity tools that promote best practices in design while 

ensuring compliance with your industry and company standards.  PTC Creo Parametric provides the broadest 

range of powerful yet flexible 3D CAD capabilities to help you address your most pressing design challenges 

including accommodating late stage changes, working with multi-CAD data and electromechanical design A 

scalable offering of integrated, parametric, 3D CAD, CAID, CAM, and CAE solutions allows you to design 

faster than ever, while maximizing innovation and quality to ultimately create exceptional products. The 
following figure shows the assembly of shell and tube heat exchanger model in Creo software.  

 

 
 

Fig. 1: assembly of shell and tube heat exchanger in creo 

 

Heat transfer analysis predicted by using FLOEFD. Actually FLOEFD is a fluid flow and heat transfer 
analysis software that is fully integrated in Creo Elements/ProE and is based on the proved computational fluid 

dynamics (CFD) technology. Unlike other CFD software, FLOEFD works directly with native Creo 

Elements/Pro geometry in order to keep pace with on-going design changes. It has the same “look and feel” as 

Creo Elements/Pro itself, so you can focus on solving the problem instead of learning a new software 

environment. FLOEFD can reduce simulation time by as much as 65 to 75 percent in comparison to traditional 

CFD tools due to its adoption of Concurrent CFD technology and enables users to optimize product 

performance and reliability while reducing physical prototyping and development costs without time or material 

penalties. 

Designed by engineers for engineers, FLOEFD is widely used in many industries and for various 

applications, where design optimization and performance analysis are extremely important, such as valves and 

regulators, hydraulic and pneumatic components, heat exchangers, automotive parts, electronics and many 
others. 

To perform an analysis, you just need to open your model and go through the following steps: 

1)  Create a FLOEFD project describing the most important features and parameters of the Problem. You can 

use the Wizard to create the project in a simple step-by-step process. 

2)  Specify all necessary Input Data for the project. 

3)  Run the calculation. During this process, you can view the calculation progress on the Solver Monitor. 

4)  Analyze the obtained Results with powerful results processing tools available in FLOEFD. 

 

 The following figures show the assembly of shell and tube heat exchanger 3-D model with waved 

baffle plates in FLOEFD software. 
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Fig.2: 3-d model of tube-shell heat exchanger with waved baffles. 

 

The following figures show the thermal analysis of heat exchanger in FLOEFD. 

 

 

Fig. 3:  thermal analysis in floefd 

 Table1. Specifications of the Heat Exchanger 

Specifications of the Heat Exchanger 

S.I No Shell dimensions(mm) 
) 

Tube dimensions(mm) 

Length 

 

             300 300 

Diameter              300      10,12,14 

Thickness 

 

               1 1 
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Fig.4. shell and tube heat exchanger 

 

2.2 Experimental Procedure by using FLOEFD. 

Shell and Tube heat exchanger Experimental working analysis in FLOEFD is summarized as the 

following steps. 

1)  First of all open the 3d model in floefd. 
2) Open the flow analysis tab 

3) Before opening wizard create lids at all open conditions.  Otherwise the error note will appeared. 

4) After creating lids, click on new wizard. A small window is appeared then enters the project title and set the 

dimensions as per requirement. 

6)  Click on internal analysis type. Because of the fluid is flowing inside the shell. And click on box as per 

requirement. Then selects the analysis medium 

7) Selecting water as medium enters the wall conditions and specifies the environment conditions, set the mesh 

type as per requirement. Click finish.  

8) After creating wizard, assign the material and boundary conditions And RUN the project.  

 

After complete running of the project in FLOEFD, load the results in the tabular form. Finally the 
results are shown in the graphical presentation is as follows. 

 

 
Fig 6: variation of mass flow rate with effectiveness (d=10mm) 
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Fig.7. variation of mass flow rate with effectiveness (d=12mm) 

 

 
Fig. 5: variation of mass flow rate with effectiveness (d=14mm) 

 

III. Results and Discussion 
From above the graphs, we can say that the following 3 type of results these are 

1. Material Discussion: 

Copper has higher thermal conductivity than aluminum, steel. Comparing above results due to less 

density of aluminum than copper and steel the heat transfer rate is more in aluminum than steel. So it’s better to 

use aluminum 6061, copper   heat exchanger. 

 

2. Dimensions Discussion: 

Comparing the results of above three diameters i.e. 10mm 12mm 14mm, 14mm diameter tube has 

better heat transfer rate than remaining two. Because the 14mm diameter tube has more area in contact with 

fluid resulting better performances. So it’s better to use large diameter tube (i.e. more area contact with fluid). 
 

3. Boundary condition Discussion: 

Comparing the above results the fluid which has different mass flow rates i.e. 3kg/s, 4kg/s, 5kg/s Have 

better performance at 5kg/s. Because due to medium mass flow rate the velocity of fluid is medium and more 

time the fluid particle is in contact with heat area of metal and absorbs heat. So it’s better to maintain medium 

mass flow rate 5kg/s. 
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IV. Conclusions 
The conclusions deriving from present experimental investigation to evaluate the After completing the 

analysis of counter flow heat exchanger of different materials, at different mass flow rates with different 

diameter of tubes by using FLOEFD software. We can conclude that, Aluminum 6061, copper   heat exchanger 

with medium mass flow rate (5kg/s) and the tubes with more area in contact with hot fluid (14mm) has better 

heat transfer performance compared to other materials, mass flow rates and diameters. 
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I. INTRODUCTION  
Load forecasting plays an important role in power system planning, operation and control. 

Forecasting is the study to estimate active loads ahead of actual load occurrence. Planning and operational 

applications of load forecasting requires a certain „lead time‟ also called forecasting intervals. Accurate models 

for electric power load forecasting are essential to the operation and planning of a utility company. Load 

forecasting helps an electric utility to make important decisions including decisions on purchasing and 

generating electric power, load switching, and infrastructure development [1]. Load forecasts are extremely 

important for energy suppliers, and other participants in electric energy generation, transmission, distribution, 

and markets. The forecasts for different time horizons are important for different operations within a utility 

company. 

The standard back propagation training-based rules can be used to solve a variety of load forecasting 

problems. However, as problem complexity increases, their performance falls rapidly. Other drawbacks include 

issues like: long training period, single point search, scaling, initial parameters dependence etc. However, 

genetic algorithm (GA) is regarded as an alternative approach. This technique was initially discovered in the 

mid-1970s at University of Michigan by John Holland. The main idea was to design artificial systems retaining 

the robustness and adoption properties of natural systems[2]. Since the inception, these methodologies were 

then further improved by other researchers and are now widely used in various fields (business, science, 

engineering etc) to solve a variety of optimization problems that lie outside the scope of the standard 

optimization toolbox.  

GA mimics the biological processes to perform a random search in a defined N-dimensional possible 

set of solutions. For an optimization problem, one needs to search and find the best solution in a given search 

space. The idea behind the GA‟s principle is inspired by Darwin‟s theory of evolution (survival of the fittest).  

 

II. CONVENTIONAL OPTIMIZATION VERSUS GA 
GA differs considerably from conventional search and optimization techniques. The most notable and 

important differences are (Goldberg, 1989 and Maifeld et al., 1994):  

1. GAs do not require derivative information or other auxiliary knowledge but use an objective function 

instead.  

2. GAs implement a parallel search in a population, not single point [3]  

3. GA use probabilistic transition rules, not deterministic ones.  

Abstract: Many real-world problems from operations research and management science are very 

complex in nature and quite hard to solve by conventional optimization techniques. So, intelligent 

solutions based on genetic algorithm (GA), to solve these complicated practical problems in various 

sectors are becoming more and more widespread nowadays. GAs are being developed and deployed 

worldwide in myriad applications, mainly because of their symbolic reasoning, flexibility and 

explanation capabilities.  
This paper provides an overview of GAs, as well as their current use in the field of electric load 

forecasting. The types of GA are outlined, leading to a discussion of the various types and parameters of 

load forecasting. The paper concludes by sharing thoughts and estimations on GA for load forecasting 

for future prospects in this area. This review reveals that although still regarded as a novel 

methodology, GA technologies are shown to have matured to the point of offering real practical benefits 

in many of their applications. 

Keywords: Load Forecasting, GA, Types of Load Forecasting. 
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4. Except in real-value representations, GAs work on encoding of the parameter set rather than parameters 

themselves.  

 

III. FACTORS AFFECTING LOAD FORECASTING 
Generally, the load of an electric utility is composed of very different consumption units. A large part 

of the electricity is consumed by industrial activities and another part is used by private people in forms of 

heating, lighting, cooking, laundry, etc. Also many services offered by society demand electricity, for example 

street lighting, railway traffic etc. 
Factors affecting the load depend on the particular consumption unit[4]. The industrial load is usually 

mostly determined by the level of the production. The load is often quite steady, and it is possible to estimate 

its dependency on different production levels. However, from the point of view of the utility selling electricity, 

the industrial units usually add uncertainty in the forecasts. The problem is the possibility of unexpected 

events, like machine breakdowns or strikes, which can cause large unpredictable disturbances in the load level.  

In the case of private people, the factors determining the load are much more difficult to define. Each 

person behaves in his own individual way, and human psychology is involved in each consumption decision. 

Many social and behavioral factors can be found. For example, big events, holidays, even TV-programs, affect 

the load. The weather is the most important individual factor, the reason largely being the electric heating of 

houses, which becomes more intensive as the temperature drops.  

As a large part of the consumption is due to private people and other small electricity customers, the 

usual approach in load forecasting is to concentrate on the aggregate load of the whole utility. This reduces the 

number of factors that can be taken into account, the most important being:  

 In the short run, the meteorological conditions cause large variation in this aggregated load. In addition to 

the temperature, also wind speed, cloud cover, and humidity have an influence [5].  

 In the long run, the economic and demographic factors play the most important role in determining the 

evolution of the electricity demand.  

 From the point of view of forecasting, the time factors are essential. By these, various seasonal effects and 

cyclical behaviors (daily and weekly rhythms) as well as occurrences of legal and religious holidays are 

meant.  

 

The other factors causing disturbances can be classified as random factors. These are usually small in 

the case of individual consumers, although large social events and popular TV-programs add uncertainty in the 

forecasts. Industrial units, on the other hand, can cause relatively large disturbances. 

 

IV. CLASSIFICATION OF LOAD FORECASTING METHODS 
In terms of lead time, load forecasting methods are divided into four main categories as listed below: 

 

4.1 Very short-term load forecasting (VSTLF) 

It is used for lead time from few seconds to few minutes. In VSTLF instead of modeling relationships 

between load, time, weather conditions and other load affecting factors we have to focus on extrapolating the 

recently observed load pattern to the nearest future. Methods for very short-term load forecasting are not so 

numerous. Some reported techniques include first or second order polynomial extrapolation, autoregressive and 

autoregressive moving average models, and artificial neural networks. VSTLF is used in prediction of 

generation, distribution schedules, contingency analysis for system security etc.  

 

4.2 Short-term load forecasting (STLF)  

It is used for lead time from few minutes to few hours. For short-term load forecasting several factors 

should be considered, such as time factors, weather data, and possible customers‟ classes. Short-term load 

forecasting plays a vital role in system operations and is the main source of information for all daily and 

weekly operations concerning generation commitment and scheduling. STLF is also important for the 

economic and reliable operation of the power system. In order to achieve high forecasting accuracy and speed, 

it is required to know the factors that affect the load. Some of these factors are: the type and time of day, the 

weather conditions of the forecasting area, the season, etc. Since most days have different load profiles, it is 

necessary to have a day type. Time of the day is an important factor in short term load forecasting. It is 

required to know the forecasting time of the day because the level of demand at any time of the day is different. 

Therefore, the relationships between these factors and the load demand need to be determined so that the 
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forecasts may be as accurate as possible. STLF is generally used for allocation of spinning reserve, operational 

planning and unit commitment, maintenance scheduling [6].  

 

4.3 Mid-term load forecasting (MTLF) 

It is used for lead time from a few days to a few weeks. MTLF is used for prediction load in for 

seasonal changes such as peak-summer, winter.  

 

4.4 Long-term load forecasting (LTLF) 

It is used for lead time from a few months to few years. The medium and long-term forecasts take 

into account the historical load and weather data, the number of customers in different categories, the 

appliances in the area and their characteristics including age, the economic and demographic data and their 

forecasts, the appliance sales data, and other factors. LTLF is used for planning generation growth. 
 

Table 1.Different Types of Load Forecasting 

 
 

V. HOW DOES GA WORKS? 
The algorithm is commenced with a search space containing set of solutions (or chromosomes) called 

population. Like its counterpart in nature, Chromosomes from one population are chosen based on fitness and 

then combined to form new generation. The best fit individuals are more likely to be selected and subsequently 

reproduce in the next generation. This approach is encouraged by a hope that the new population will be better 

than the old one. These procedures are carried out repeatedly until some pre-determined stopping conditions 

(such as generation, time limits) are met. Like its counterpart in biology, this process requires some genetic 

operators such recombination, crossover, and mutation [7]. To implement a genetic based search, one 

needs to define the objective function to be optimized. Strictly speaking, the objective function 

can be viewed as the input to the algorithm. This function is primarily intended to provide a 

measure of how individuals have performed in the problem domain. Depending on the 

optimization goal, most fit elements in case of a maximization problem would ideally have the 

largest numerical values. The process of a GA is shown by following flowchart: 

 
Fig. 1 Flow Chart of GA Process 
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5.1 Selection:  

There are many different types of selection, this paper covers the most common type - roulette wheel 

selection. In roulette wheel selection, individuals are given a probability of being selected that is directly 

proportionate to their fitness. Two individuals are then chosen randomly based on these probabilities and 

produce offspring.  

 

5.2 Crossover:  

After selecting individuals, how these individuals produce offspring with them? The most common 

solution is something called crossover, and while there are many different kinds of crossover, the most 

common type is single point crossover. In single point crossover, choose a locus at which you swap the 

remaining alleles from on parent to the other. This is complex and is best understood visually. 

 
 

As the figure shows, the children take one section of the chromosome from each parent. The point at 

which the chromosome is broken depends on the randomly selected crossover point. This particular method is 

called single point crossover because only one crossover point exists. Sometimes only child 1 or child 2 is 

created, but oftentimes both offspring are created and put into the new population. Crossover does not always 

occur, however. Sometimes, based on a set probability, no crossover occurs and the parents are copied directly 

to the new population. The probability of crossover occurring is usually 60% to 70% [8].  

 
5.3 Mutation:  

After selection and crossover, we have a new population full of individuals. Some are directly copied, 

and others are produced by crossover. In order to ensure that the individuals are not all exactly the same, 

system allow for a small chance of mutation. The system loop through all the alleles of all the individuals, and 

if that allele is selected for mutation, system can either change it by a small amount or replace it with a new 

value. The probability of mutation is usually between 1 and 2 tenths of a percent. A view of mutation is shown 

below.  

Before: 1101101001101110  

After: 1101100001101110  

As we see that, mutation is fairly simple. It just changes the selected alleles based on what you feel is necessary 

and move on. Mutation is, however, vital to ensuring genetic diversity within the population [9]. 

 

VI. DIFFERENT ALGORITHMS OF GA 
 

6.1 Greedy Strategy Algorithm:  

The greedy algorithm, always takes the best immediate, or local, solution while finding an answer. 

Greedy algorithms find the overall, or globally, optimal solution for some optimization problems, but may find 

less-than-optimal solutions for some instances of other problems. In general, we use greedy algorithms for 

optimization problems [10].  

Optimization problems, by their very nature, always require an overall solution that is 

globally optimal. The best solution is necessary. Imagine the following decision tree scenario: 

Greedy walks through the following tree, beginning from the root node, and at each node 

looks around and picks the local optimum. As you can see in figure below, there are always 

two routes to take; it picks the one that currently looks best. 
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Fig. 2. Greedy Decision Based on Local Optimum Algorithm 

 

However, walking through the tree using the aforementioned mentality does not guarantee that you 

end up with a globally optimal solution despite the fact that you have always picked the “local best” route on 

each level. You cannot be absolutely sure that this leads to the overall best solution. This is why greedy often 

gives the optimal solution, but not always.  
 

6.2 Dynamic Programming:  

By its very nature, is the most appropriate algorithm for those problems that have the aforementioned 

complex structure. As we know that, the greedy algorithm wouldn't suffice because its approach works only 

until the second type of tree comes in. But this combination is the specialty of dynamic programming. The 

dynamic programming technique can be approached in two distinctive ways: top-down and bottom-up. The 

former is an advanced recursion combined with memorization, since it means breaking the problem into all of 

its sub-problems, solved them, and storing the solutions, assuming we're going to re-use them. The latter 

predicts the sub-problems that might be required and solves them in advance; this is the way it tries to build 

the final solution from the sub-problems' solutions. This approach requires more resources (stack space).  

All in all, the dynamic programming technique is based on the optimality principle. It starts from the 

trivial but optimal solutions of the sub-problems; moving further, it builds the final solution. However, it's 

really important that the algorithm stores the solution of each sub-problem; we use an array for this purpose. 

The array can be multi-dimensional depending on how many parameters describe the solution(s).  

Branch and Bound: It is an algorithm technique that is often implemented for finding the optimal solutions in 

case of optimization problems; it is mainly used for combinatorial and discrete global optimizations of 

problems. In a nutshell, we opt for this technique when the domain of possible candidates is way too large and 

all of the other algorithms fail. This technique is based on the en masse elimination of the candidates [11].  

Greedy and Dynamic Programming are methods for solving optimization problems. Greedy algorithms are 

usually more efficient than Dynamic Programming solutions. However, often you need to use dynamic 

programming since the optimal solution cannot be guaranteed by a greedy algorithm. Dynamic Programming 

provides efficient solutions for some problems for which a brute force approach would be very slow. To use 

Dynamic Programming we need only show that the principle of optimality applies to the problem. 

 

VII. CONCLUSION 
Load forecasting plays a dominant part in the economic optimization and secure operation of electric 

power systems. Load forecasting represents the future generation, transmission and distribution facilities. Any 

substantial deviation in the forecast will result in either overbuilding of supply facilities, or curtailment of 

customer demand. The confidence levels associated with classical forecasting techniques, when applied to 

forecasting problem in mature and stable utilities are likely to be similar to those of dynamic and fast growing 

utilities. Different methods of load forecasting are defined in this paper. All of these methods can forecast the 

load of the power system, but the amount of previous data and such variable which they need to forecast, make 

them different in accuracy from area to area. Finally, for load forecasting, we should know the power system in 

details, and after that we can select the best method for the specified power system.  
Traditional methods, such as time series, regression models etc. are used in most of the countries, 

because of their reliable result.  

Neural networks can solve nonlinear problems, and because of nonlinear behavior of load, so they can 

be useful for load forecasting.  
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Genetic algorithm can forecast the load, when we have a lot amount of different variables and we 

want to find the best solution to follow the future load. In this paper different techniques of genetic algorithm 

are defined and we can use these techniques depending on the variable and efficiency of the technique. 
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I. INTRODUCTION 
Due to fading in a multipath wireless channels makes it becomes very tough for the receiver antenna 

to differentiate the transmitted signal if the receiver is adjusted with some specific type of diversity having 

some less-faded replica of the signal transmitted by sending end antenna. In today’s many applications one of 

the popular practical way of achieving diversity is multiplication of number of the antenna at the transmitter 

and may also be on the receiver additionally. But there is a desired need that receivers should be of small size. 

Hence under this consideration it may not be practical to use multiple receiving side antennas at the mobile 

remote station. This justifies the consideration of mainly transmit side diversity. 

Transmit diversity is treated as a method of removing data errors in wireless fading channels [2]. It is 

very popular due to its simplicity of design and the reliability of multiple antennas at the base station. In terms 

of the cost of multiple transmit chains at the base can be applied over numerous users. Space–time trellis 

coding [10] is a new coding scheme that combines signal processing at the receiver with coding techniques 

appropriate to multiple transmit antennas. Specific space–time trellis codes designed for 2–4 transmit antennas 

perform extremely well in slow-fading environments (typical of indoor transmission) and come close to the 

outage capacity computed by Telatar [3] and independently by Foschini and Gans [4]. However, when the 

number of transmit antennas is fixed, the decoding complexity of space–time trellis codes (measured by the 

number of trellis states in the decoder) increases exponentially with transmission rate. In reference to the 

matter of the complexity in decoding recently a remarkable scheme is proposed for transmission using only two 

transmit antennas. This scheme is simplicity on compared with the space–time trellis coding for two transmit 

antennas but a loss in performance is found as compared to space–time trellis codes. Despite this loss of 

performance, Alamouti’s scheme [1] is applying in many places due to its  simplicity and performance and it 

motivated  researchers of all the world for discovering similar schemes using more than or equal to two 

transmit antennas based communication systems.  

 

Abstract: Space–time block coding is used for data communication in fading channels by multiple 

transmit antennas. Message data is encoded by applying a space–time block code and after the encoding 

the data is break into ‘n’ streams of simultaneously transmitted strings through n transmit antennas. The 

received signal at the receiver end is the superposition of the n transmitted signals distorted due to noise 

.For data recovery maximum likelihood decoding scheme is applied through decoupling of the signals 

transmitted from different antennas instead of joint detection. The maximum likelihood decoding scheme 

applies the orthogonal structure of the space–time block code (OSTBC) and gives a maximum-likelihood 

decoding algorithm based on linear processing at the receiver. In this paper orthogonal space–time 

block codes based model is developed using Matlab/Simulink to get the maximum diversity order for a 

given number of transmit and receive antennas subject with a simple decoding algorithm. 

The simulink block of orthogonal space coding block with space–time block codes is applied with and 

without gray coding. The OSTBC codes gives the maximum possible transmission rate for any number of 

transmit antennas using any arbitrary real constellation such of M-PSK array. For different complex 

constellation of M- PSK space–time block codes are applied that achieve 1/2 and 3/4 of the maximum 

possible transmission rate for MIMO transmit antennas using different complex constellations. 

Keywords:  Transmit diversity, Multipath channels, Multiple input multiple output, Wireless 

communication and OSTBC. 
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II. RELATED WORK 
In this paper we have applied the theory of orthogonal designs to create simulation model of Alamouti 

scheme, of space–time block coding for more than or equal to two transmit antennas. The study of orthogonal 

designs is a field of mathematics which has been investigated by several great number researchers including 

Radon and Hurwitz. The work of Geramita and Seberry [5] is an excellent document to understand the 

significance of orthogonal designs. A classical result in this area is provided by Radon. In his work they 

determined the set of required dimensions for which an orthogonal design exists [8]. 

Their analysis results only considers with real square orthogonal designs. In this work, we have 

applied an extended form of nonsquare and complex orthogonal designs related to the theory of generalized 

orthogonal designs. Using this concept, we have used orthogonal structure space–time block codes for multiple 

transmit antennas. Since our approach is related to the theory of orthogonal designs from a communications 

perspective hence our simulated design model corresponds to combined coding and linear processing at the 

transmitter. 

We have simulated the concept of the orthogonal designs and develop a model based on of generalized 

orthogonal designs. Using this mathematical theory, we applied a coding schemes for multiple number of 

transmit antennas. These schemes is providing a full diversity order that can be utilized by the transmitting 

and receiving antennas. In most of the works very simple maximum likelihood decoding algorithms based only 

on linear processing at the receiver are applied. It provides a maximum possible transmission rate using totally 

real constellations as established in the theory of space–time coding [7]. We have also considered the complex 

orthogonal designs and their properties. Our model restores the scheme given by Alamouti [1], though it is 

found that generalization to more than two transmit antennas is not possible. We then develop our model 

related to theory of complex generalized orthogonal designs. These designs exist multiple transmit antennas 

and again have remarkably simple maximum-likelihood decoding algorithms based only on linear processing 

at the receiver. In many works full spatial diversity and of the maximum possible rate (as established 

previously in the theory of space–time coding) using complex constellations are also provided. For complex 

constellations and for the specific cases of two, three, and four transmit antennas, these diversity schemes are 

improved to provide, respectively all and of maximum possible transmission rate. 

 

III. SPACE-TIME (MIMO) SYSTEMS 
Digital communication using multiple-input-multiple output (MIMO) wireless link is now a day’s 

emerged as one of the most popular technical application in modern communications. This method focuses 

mainly on the list of recent technical advances with a chance of solving the problems of traffic capacity for 

future Internet related wireless networks. In a starting years of invention of this technology it seems that it is 

has entered in large-scale standards-driven commercial wireless products and networks like broadband wireless 

systems, wireless LAN, third-generation  networks and beyond. 

MIMO systems can be defined simply as an arbitrary wireless communication system having a link 

for which the transmitting side and also the receiving side is equipped with multiple antenna devices (Fig. 

1).In the MIMO the signals on the transmit (TX) antennas at one end and the receive (RX) antennas at the 

other end are “combined” in such a way that the quality (bit-error rate or BER) or the data rate (bits/sec) of the 

communication for each MIMO user are enhanced. Such benefits are used to improve both the network’s 

quality of service and the operator’s revenues significantly. The main process in MIMO systems is space–time 

signal processing in which time (the natural dimension of digital communication data) is complemented with 

the spatial dimension inherent in the use of multiple spatially distributed antennas. In this way the MIMO 

systems can be considered as an extension of the new terminology called as smart antennas, a popular 

technology using antenna arrays for improving wireless transmission dating back several decades. 

We have developed our simulation model by considering the multiple antenna system (Fig. 1). A 

digital source data in the form of a binary stream is provided to a transmitting block containing the functions 

of error control coding and (possibly joined with) mapping to complex modulation symbols (M phase-shift 

keying (MPSK), M-QAM, etc.). This produces multiple separate symbol streams which range from 

independent to partially redundant to fully redundant. Each symbol stream  is then mapped onto one of the 

multiple TX antennas. Mapping includes either linear spatial weighting of the antenna elements or linear 

antenna space–time pre coding. After upward frequency conversion, filtering and amplification, the signals are 

launched into the wireless channel. At the receiver, the signals are captured by possibly multiple antennas and 

demodulation and demapping operations are performed to recover the message. The level of intelligence, 

complexity, and a priori channel knowledge used in selecting the coding and antenna mapping algorithms can 
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vary a great deal depending on the application. This determines the class and performance of the multiantenna 

solution that is implemented. 

 
Fig 1: MIMO wireless transmission system with transmitter and receiver are with multiple antenna elements. 

 

In the conventional smart antenna terminology, only the transmitter or the receiver is actually 

equipped with more than one element, being typically the base station (BTS), where the extra cost and space 

have so far been perceived as more easily affordable than on a small phone handset. Traditionally, the 

intelligence of the multi antenna system is located in the weight selection algorithm rather than in the coding 

side although the development of space–time codes (STCs) is transforming this view. 

Simple linear antenna array combining can offer a more reliable communications link in the presence 

of adverse propagation conditions such as multipath fading and interference. A key concept in smart antennas 

is that of beam forming by which one increases the average signal-to-noise ratio (SNR) through focusing 

energy into desired directions, in either transmit or receiver. Indeed, if one estimates the response of each 

antenna element to a given desired signal, and possibly to interference signal(s), one can optimally combine 

the elements with weights selected as a function of each element response. One can then maximize the average 

desired signal level or minimize the level of other components whether noise or co-channel interference. 

Another powerful effect of smart antennas lies in the concept of spatial diversity. In the presence of 

random fading caused by multipath propagation, the probability of losing the signal vanishes exponentially 

with the number of decorrelated antenna elements being used. A key concept here is that of diversity order 

which is defined by the number of decorrelated spatial branches available at the transmitter or receiver. When 

combined together, leverages of smart antennas are shown to improve the coverage range versus quality 

tradeoff offered to the wireless user [6]. 

 
Fig 2: MIMO System Model. 

 

As subscriber units (SU) are gradually evolving to become sophisticated wireless Internet access 

devices rather than just pocket telephones, the stringent size and complexity constraints are becoming 

somewhat more relaxed. This makes multiple antenna elements transceivers a possibility at both sides of the 
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link, even though pushing much of the processing and cost to the network’s side (i.e., BTS) still makes 

engineering sense. Clearly, in a MIMO link, the benefits of conventional smart antennas are retained since the 

optimization of the multi antenna signals is carried out in a larger space, thus providing additional degrees of 

freedom. In particular, MIMO systems can provide a joint transmit-receive diversity gain, as well as an array 

gain upon coherent combining of the antenna elements (assuming prior channel estimation). In fact, the 

advantages of MIMO are far more fundamental. The underlying mathematical nature of MIMO, where data is 

transmitted over a matrix rather than a vector channel, creates new and enormous opportunities beyond just the 

added diversity or array gain benefits. 

 

IV. DESIGN RESULTS 
In this section we will describe the simulation data design for performance analysis of SISO  and 

MIMO system using MATLAB SIMULINK. Here have 3 design types for explaining the model design and 

responses in terms of scatter plot and bit error rate (BER).For step wise analysis there are 3 different model are 

design named as (1) SISO model,(2) MIMO ½ - 3 Tx and 2 Rx model ar rate 1/2 and (3) MIMO 3/4 - 3 Tx 

and 2 Rx model at rate 3/4. For each model we have applied 4 different modulation technique known as 

BPSK,QPSK,8PSK,16PSK. For each modulation scheme we have used data transmission without and with 

gray coding. The transmitted data is passed through the Rayleigh fading channel having maximum Doppler 

shift of 3hz. We have changed channel SNR by using a AWGN channel simulink block to calculate the BER at 

different SNR for a particular design used condensation of different modulation coding schemes.  

The response are expressed in the form of scatter plot and bit error rate at different SNR varying from 

1to 25db.As the SNR is increased the scattering of the signal constellations decreases due to increase in the 

signal power. The BER is the parameter that is directly proportional to the channel noise i.e.  higher the noise 

higher will be the BER.The  BER is calculated by the ratio of number of error bit upon the total number of bits. 

We have obtained the BER values on running each simulation design for 10 sec in the simulink environment 

and noted down the BER values in the tabulated form for different value of SNR. In the next sections BER 

going to explain and discuss the our simulation model results one by one. 
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Fig 3: Simulink Model of SISO System 
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Fig 4: Simulink Model of MIMO1/2 System 

 

Table 1: Performance results of SISO model design. 
SNR 1 5 10 15 20 25 

Bpsk(B) 0.505 0.4994 0.498 0.501 0.5004 0.5005 

BPSK(G) 0.505 0.4994 0.4983 0.501 0.5004 0.5005 

Qpsk(B) 0.493 0.4853 0.472 0.4602 0.4575 0.4562 

Qpsk(G) 0.4958 0.4953 0.4903 0.4846 0.4862 0.4875 

8psk(B) 0.4956 0.4861 0.4879 0.4893 0.4884 0.485 

8psk(G) 0.4947 0.4877 0.4781 0.4747 0.4736 0.4742 

16psk(B) 0.4964 0.4962 0.4926 0.4857 0.4869 0.4827 

16psk(G) 0.4917 0.4927 0.489 0.4892 0.4886 0.488 

 

Table 1,2 And 3 represents the BER values of our SISO model (figure 3), MIMO1/2 (figure 4) and 

MIMO3/4 design where B indicate binary coding and G indicate gray coding for each row in the table used 

under different modulation. Each columns shows the bit error rate for different SNR varying in db. It can be 

observed that in table 1 BER value are varying in between 0.48 to 0.505 under different coding and modulation 

schemes. Hence  this table indicates that there is no variation of BER in the SISO model by using different 

coding and modulation schemes. 
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Fig 5: Simulink Model of MIMO3/4 System. 

 

Table 2:  Mimo Model ¾ Design Result 
SNR 1 5 10 15 20 25 

 Bpsk(B) 0.01075 0.0002 0 0 0 0 

BPSK(G) 0.01075 0.0002 0 0 0 0 

Qpsk(B) 0.5165 0.01011 0 0 0 0 

Qpsk(G) 0.04464 0.006198 0 0 0 0 

8psk(B) 0.1809 0.7153 0.006899 0 0 0 

8psk(G) 0.1126 0.04468 0.004599 0 0 0 

16psk(B) 0.3607 0.2778 0.09028 0.0112 0.0003997 0 

16psk(G) 0.2155 0.1168 0.03788 0.006095 0.0001998 0 

 

Table 3:  MIMO Model 1/2 Design Result 
SNR 1 5 10 15 20 25 

 Bpsk(B) 0.01191 0.000799 0 0 0 0 

BPSK(G) 0.01191 0.0007998 0 0 0 0 

Qpsk(B) 0.04337 0.008258 0.0003332 0 0 0 

Qpsk(G) 0.03754 0.005998 0.000288 0 0 0 

8psk(B) 0.1916 0.00535 0.007164 0.0003999 0 0 

8psk(G) 0.1111 0.03667 0.005199 0.0003333 0 0 

16psk(B) 0.2551 0.1977 0.0546 0.01562 0.001132 0.0001332 

16psk(G) 0.2315 0.11ter26 0.03791 0.007985 0.0007327 0 
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V. CONCLUSION 
We Multiple input multiple output (MIMO) technology proves itself that it can need the demands by 

increasing spectral efficiency using spatial multiple path gain and its also improves the reability by considering 

antenna diversity gain in our design algorithm.We have investigated an analyzed various problem in the area 

of MIMO wireless communication related to the literature describing theoretical perspective and hard ward  

implementation perspective. It has been observed that MIMO technology has  reached the level where we can 

used it for practical system. In this paper we have investigated the problem that exist to it MIMO system i.e. 

high bit error rate due to channel fadings. We have designed to different MIMO model based on1/2 and ¾ 

MIMO transmitter receiver antenna and included the effect of gray coding in the effect of gray coding in the 

signal trial to the modulation. It has been observed that in the SISO system mode BER is very large for any 

kind modulation scheme even at the small noise power mirror. Due to fading channel BER is never reduced 

below 0.4. But in the case of  ½  and  ¾ designing results BER has reached to zero level at SNR over than 25 

for any type of modulation scheme. In the case of MIMO ½ design BER for BPSK modulation are negeable an 

almost same for binary and gray coding. In the case of BPSK, QPSK, 8PSK and 16PSK the BER after gray 

coding is found lower than the BER due to binary coding. Similarly in the case of MIMO ¾ model BER is 

reduced for due the modulation scheme on using gray coding. In this way we can conclude that gray coding 

helps in improving data transmission efficiency for both ½ and ¾ MIMO systems. 

We have also compared our MIMO ½ and ¾ system and it has been found that for BPSK modulation 

½ model is giving lower BER at all the SNR. For the case of QPSK ¾ MIMO design is better than ½ MIMO 

design but for the case of 8 and 16PSK schemes our MIMO ½ design is lower bit error rate as compared to 

MIMO ¾ specially at the SNR above or equal to 10db. In this way in maximum cases that we have considered 

MIMO ½ channel design has performed better than MIMO ¾ channel design. 
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1. Introduction 
The raw materials needed for the manufacture of Portland cement (PC) are available in most parts of 

the world, and the energy requirements for its production may be considered to be relatively modest. 

Nevertheless the use of alternative binders or cement  replacement materials, has become a  necessity  for  the  

construction  industry  because  of  the  economic,  environmental  and technological benefits derived from 

their use. Furthermore recent years have seen increased concerns  regarding  the  depletion  of  raw  

materials,  energy  demands  and  the  consequent environmental  damage.  These  concerns  have led to 

wider  utilization  of  existing  cement replacement materials and further search for other less energy intensive 

materials. Many of these mineral admixtures are industrial by-products, and are considered as waste. When 

used as a partial cement replacement material, typically in the range of 20 to 60% by mass, the energy and 

cost savings are substantial. From an environmental point of view mineral admixtures are playing an undisputed 

role. They are responsible for substantial “environmental unloading” because their disposal  can  be  hazardous  
to  the  environment  and  higher  utilisation  of  them  can  result  in reduction of greenhouse gas emissions 

attributed to the cement industry. Two of the revolutionary developments in concrete technology in the last 

century have been produced by air entraining agents (AEAs) and superplasticizers. Superplasticizers or 

high range water reducing admixtures (HRWRAs) are concrete admixtures which can be mainly used either to 

increase the workability of fresh concrete at a given mix composition or to reduce the amount of mixing 

water and water/cement (w/c) ratio for a given workability in order to increase strength and durability. For 

instance to compensate for the loss of workability in mixes like those containing pozzolanic materials such as 

condensed silica fume (CSF) and  metakaolin (MK) or even increase the water reduction effect of pulverized 

fuel ash (PFA) and ground granulated blast furnace slag (GGBS) we normally use superplasticizers. Due to 

addition of superplasticizers the slump increase at a given mix composition can be 150-200 mm and the 

reduction of mixing water at a given slump can be up to 30%, both depending on the method of addition, dosage 
and type of admixture  used.  Presently  the  most  important  HRWRAs  available  are  based  on  condensed 

melamine sulfonated formaldehyde (MSF) or naphtalene sulfonated formaldehyde (NSF) in the form of 40% 

aqueous solution to facilitate an accurate, reliable and automatic dispensing at the batching plant. The optimum 

dosage of commercial superplasticizers is in general in the range 1- 2% by mass of cement. The main action 

of the molecules of such superpalsticizers is to wrap themselves around the cement particles and give them a 

Abstract: This paper presents a review of the properties of fresh concrete including workability, heat 

of hydration, setting time, bleeding, and reactivity by using mineral admixtures fly ash (FA), silica 

fume (SF), ground granulated blast furnace slag (GGBS), metakaolin (MK), and rice husk ash (RHA). 

Comparison of normal and high strength concrete in which cement has been partially supplemented 

by mineral admixture has been considered. It has been concluded that mineral admixtures may be 

categorized into two groups: chemically active mineral admixtures and microfiller mineral 

admixtures. Chemically active mineral admixtures decrease workability and setting time of concrete 

but increase the heat of hydration and reactivity. On the other hand, micro filler mineral admixtures 
increase workability and setting time of concrete but decrease the heat of hydration and reactivity. In 

general, small particle size and higher specific surface area of mineral admixture are favourable to 

produce highly dense and impermeable concrete; however, they cause low workability and demand 

more water which may be offset by adding effective super plasticizer. 

Keywords: Silica Fume (SF), Metakaolin (MK), Fly Ash (FA), Ground Granulated Blast Furnace Slag 

(GGBS), 
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highly negative charge so that they repel each other. This results in deflocculation and dispersion of cement 

particles with the resulting  improvement in workability. 

Air  entraining  agents  are  admixtures  which  are  capable  of  forming  air  bubbles  dispersed 

throughout the cement matrix that binds the aggregates. After compaction, normal concrete is likely to 

contain about 1-2% air by volume, this accidentally entrapped air being unevenly distributed and 

consisting of bubbles of irregular size and shape. Air entraining agents introduce a controlled amount of air 

in the form of millions of bubbles of uniform size and uniformly distributed throughout the concrete 

mix. There is another distinctive difference between air voids accidentally entrapped in concrete and the 

deliberately entrained air bubbles. The latter are very much smaller, typically 50  m in diameter whereas 

the former can be as large as the familiar, albeit  undesirable,  pockmarks  on  the  formed  surface  of  
concrete.  Numerous  types  of  air entraining agents are commercially available with the  vinsol resin based 

products being the most common ones. The optimum dosage for AEAs is usually below 1% by mass of 

cement. 

The presence of entrained air in fresh concrete has a pronounced effect on its properties. One of 

these is workability, which is improved. For adequate workability, the aggregate particles must be spaced in 

a way that they can move past one another with relative ease during mixing and placing. In this 

respect, the entrained air voids are often thought of as millions of tiny ball bearings in the concrete, 

making the mix more workable. Entrained air also eliminates or minimises segregation and subsequent 

bleeding. Although there are also other advantages to be realised, the principal reason behind the use of  

air  entrainment agents is the improvement that they impart to the concrete’s resistance to frost action and 

to its deterioration due to repeated freezing and thawing. A given volume of air and an appropriate 

spacing factor are required to produce an adequate air bubbles system to protect concrete from freezing 
and thawing. Because the  damaging  action  of  freezing  and  thawing  involves  expansion  of  water  on  

freezing  and associated osmotic processes, it is logical to expect that, if excess water can readily escape 

into adjacent air-filled voids, damage to the concrete will not occur. This is the underlying principle of 

improved frost resistance by air entrainment. 

 

II.   Admixture 
 

2.1 CHEMICAL ADMIXTURES FOR CONCRETE 

Definition: what are chemical admixtures? 

The definition of RILEM (International Union of Testing and Research Laboratories for Materials and 

Structures) is: 

 Admixtures for concrete, mortar or paste are inorganic or organic materials 

 These are added to the normal components of a mix not normally exceeding 5% by mass of cement or 

cementitious materials 

 Why admixtures? The need. 

 If we are pouring a low grade concrete, say M20, If we are not unduly concerned about its water 

content nor its water-cement ratio, 

 If the cost of materials and labour are paid entirely by the owner (or some one else) at whatever rates 

we have quoted, then, Admixtures will make the concrete more expensive. But then our concrete will be an 

indifferent one, 

 How do they act? 

 The chemical, physical or physio-chemical actions of admixtures in cement concrete are quite complex. 

 In fact, cement itself is an extremely complex compound with major compounds such as calcium 

silicates, calcium aluminates, gypsum. 

 Besides it contains many alkali and other calcium salts. 

 The action of admixtures can, however, be simplified for the sake of Understanding, as: 

(i) adsorption 

(ii) De-flocculation or dispersion 

(iii)Chemical absorption or interaction 
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Often, all the three take place. We should know a little about these so that we can choose admixtures for our job 

more correctly 

2.2 PHYSICO-CHEMICAL ACTIONS OF ADMIXTURES 

The most important compounds of cement that react very early when water is added are: 

 Tricalcium silicate (C3S), and 

 Tricalcium Aluminate (C3A)                           

 

III.   Silica fume, Metakaolin, 
 

PULVERISED FUEL ASH (PFA) 

3.1 SILICA FUME 

Silica fume (SF) is a byproduct of the smelting process in the silicon and ferrosilicon industry. The 

reduction of high-purity quartz to silicon at temperatures up to 2,000_C produces SiO2 vapours, which oxidizes 

and condense in the low temperature zone to tiny particles consisting of non-crystalline silica. (Fig.3.1) 

 

Fig. 3.1 Silica fume 

 

Properties of Silica Fume 

Physical Properties 

Silica fume particles are extremely small, with more than 95% of the particles finer than 1 lm. Its 

typical physical properties are given in Table.3.1 & Fig.3.2. Silica fume colour is either premium white or grey. 

Chemical Composition 

Silica fume is composed primarily of pure silica in non-crystalline form. X-ray diffraction analysis of 

different silica fumes reveals that material is essentially vitreous silica, mainly of cristobalite form. Silica fume 

has a very high content of amorphous silicon dioxide and consists of very fine spherical particles.                 

 

Fig. 3.2 Schematic diagram of silica fume production 
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Table 3.1 Typical physical properties of silica fume 

 

3.2 METAKAOLIN 

What is metakaolin? 

Metakaolin is refined kaolin clay that is fired (calcined) under carefully controlled conditions to create 

an amorphous aluminosilicate that is reactive in concrete. Like other pozzolans (fly ash and silica fume are two 

common pozzolans), metakaolin reacts with the calcium hydroxide (lime) byproducts produced during cement 

hydration.(Fig.3.3) 
 

 

3.3 PULVERISED FUEL ASH (PFA) 

 The Lands and Works Branch Practice Note on Concrete Technology No. 4, The Use of Pulverised 

Fuel Ash in Structural Concrete, was issued in 1983. It was stated therein that the Note would be reviewed when 

more information on the local use of PFA was available. There is more information available now, but there is 

nothing which requires the Note to be amended. There are, however, other factors which make the issue of this 

Addendum desirable.(Fig.3.4) 

 

IV.   Result and Discussion 

Fig 4.1 comparison of the effect of CSF and MK on the dosage of air entraining agent to obtain 

7±1 % air content in the fresh concrete 
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Fig 4.1 indicates comparison of the effect of CSF and MK on the dosage of air entraining agent 

needed to attain 7.5  0.6 % air content of the fresh mix is shown in Figure 1. A constant amount of 
superplastisizer of 0.35% by mass of the binder was adopted for both CSF and MK mixes. The dosage of 

air entraining admixture required to produce a given volume of air in concrete containing more than 5% CSF 

or MK, as partial mass replacement for PC, increases markedly with increasing amounts of CSF or MK. The 

admixture requirement rises very sharply for increase in CSF or MK content from 15 to 20%, indicating even 

higher air entraining admixture demand for higher amounts of the two   pozzolanic materials. The trend of 

this increase is identical for both CSF and MK concretes.  However  the  CSF  concrete  is  more  

demanding  in  air  entraining  agent  than  MK concrete. This is primarily due to the higher specific surface 

of CSF which leads to more air entraining agent being adsorbed and fewer molecules of the agent available 

to be adsorbed at the air-water interfaces. The carbon content of CSF (Table 1) will also contribute to this 

additional adsorption. The measured slumps for these mixtures were in the ranges 45-210 mm and 50-210 

mm for the CSF and MK concretes respectively. Figure 2 shows the variations in the slump with the level of 
pozzolanic replacements. The results demonstrate the higher water demand of CSF as compared to MK, as the 

replacement level increases. The inconsistency in the results obtained for the 20% replacements is attributed to 

specimen variability. 

 

Fig 4.2 comparison of the effect of CSF and MF on the slumps obtained for concretes 

 Figure 4.2 indi cat es  a constant dosage of air entraining agent (0.06%) and the target air content 

was achieved even at the higher cement replacement levels. This suggests that the presence of super 

plasticizer enhances the ability of the air entraining agent to entrain air in concrete containing these two 

pozzolanic materials possibly by competing with the latter for surface adsorption sites. 
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Fig 4.3 comparison of the effect of CSF and MK on the dosage of super plasticizer required  to obtain 6 

±1 % air content and 100±20 mm slump in the fresh concrete 

Figure 4.3 gives the variations in the measured air contents in the control and CSF concrete with 

increasing dosage of air entraining agent. The results clearly demonstrate the efficiency of the admixture in 

entraining air in all the concretes investigated. It is seen that sharp rises in the air contents are obtained for 

dosages up to 0.12%. Dosages greater than 0.12% have less influence on air content in the case of 20% CSF 

whereas the air content of the control and 10% CSF concretes  show  continuous  increase.  A  similar  

behavior  was  encountered  by  Carette  and Malhotra  who found it difficult to entrain more than 6% air in 

concretes with 20% CSF. 

 

Fig 4.4 Effect of air entraining agent on air content of control and MK concrete with 0.3 and 

0.5% super plasticizer respectively 

Figure 4 . 4 gives the variations in the measured air contents of MK concrete with increasing air 

entraining agent. Again as with CSF concrete, the results show the efficiency of the admixture in entraining 

air in such concretes. It is seen that steady increases in the air contents are obtained for dosages up to 0.24%. 

This optimum limit is significantly greater than the limit of 0.12% dosage exhibited by CSF concrete. 
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Fig 4.5 Effect of air entraining agent on air content of control and PFA concrete    

      

Fig 4.5 also indicate that it would be difficult to entrain air in excess of about 6%, (though normally 

not desirable) in 20% MK concrete even with high dosages of air entraining agent. In the case of 10% 

MK, air contents in excess of 10% may be entrained. Similar results were encountered in the case of the 

CSF concretes. This behaviour is attributed  to  the  dispersal  effects  when  high  dosages  of  air  entraining  

agent  are  used  in conjunction with high pozzolan levels, leading to greater adsorption rates

entraining agent on air content of control and PFA       

 

Fig 4.6 comparison of the effect of air entraining agent on air content of control and 

     20% CSF, MK and PFA concrete 

  

Figure 4 . 6 shows the large the air content caused by the incorporation of PFA, irrespective of 

the dosage of the air entraining agent. This reduction increases as the PFA level increases  for  all  dosages  

of  the  admixture.  Although  moderate  increases  in  air  content  are obtained for the 20% PFA concrete, 

albeit at the cost of high dosages of the  



Analysis of Admixtures and Their Effects of Silica Fumes, Metakaolin and Pfa on the Air Content 

| IJMER | ISSN: 2249–6645 |                                 www.ijmer.com                                  | Vol. 4 | Iss. 6| June. 2014 | 35| 

 

Fig 4.7 percentage strength reduction versus percentage air content increase for concretes under 

investigation at different curing ages 

 
Figure4.7 gives a plot of the percentage reductions in strength with percentage increases in the 

air content of concretes incorporating CSF, MK or PFA. It can be seen that the relationship between 

the percentage reductions in strength and the percentage increases in strength is almost linear with the 

exception of those reductions corresponding to small increases in the air content of the fresh concrete. 

Table 4.1 summarises the results for the compressive strength reductions at each of the ages 

of 7, 14, 28 and 90 days corresponding to increases in the air contents for concretes incorporating CSF, 

MK or PFA & Effect of increase in air content on reduction  in compressive strength. 

Table 4.1 Results for the compressive strength reductions 

 

 

 For example when the air content in 10% CSF concrete increases by 304% i.e. from 2.6 to 10.5% 

there is a reduction in the 28-day compressive strength of 41%. The reduction in the 28-day strength of 

the 10% MK concrete corresponding to an increase in the air content of 300%, i.e. from 2.5 to 10% is 
33%. Similar effects are produced in the PFA concretes. For example an increase in air content of 150%, 

i.e. from 2.6 to 6.5% in 20% PFA concrete gives a reduction in the 28 day strength of 24%. The results show 

that irrespective of the curing time, the percentage reductions in strength due the increase in air content are 

more or less the same for all concretes considered in the present study. 
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V.   Conclusions 
The following conclusions may be drawn from the work reported in this paper: 

 

For a given slump and air content CSF has more demand for superplasticiser and air entraining admixtures than 

MK. The  superplasticiser  enhances  the  performance  of  the  air  entraining  admixture and/or itself plays a 

secondary role in entraining air to the fresh concrete. A three fold increase in slump is produced in control 

and 10% CSF concretes by adding  0.12%  of  air  entraining  admixture.   

Although  further  additions  of  the admixture lead to increased slump in the control, little 

benefit in workability is exhibited by the CSF concrete. This is attributed to the greater diffusion of the air 

entrain inggent and consequent adsorption of the admixture by the very fine CSF particles. Up to 0.12% air 

entraining admixture results in steep rises in the air content of superplasticised  CSF  concrete.  

 The  benefits  of  higher  levels  of  the  admixture diminish,  particularly  in  the  concretes  with  
high  CSF  contents  (20%).  The superplasticiser plays an important role in increasing the air content of  

low level CSF concrete. Up to 0.24% air entraining admixture results in a steady increase in the air content 

of MK concrete. This is compared to a limit of 0.12% for CSF concrete. Non-air entrained control, CSF and 

MK concretes all have the same volume of naturally entrapped air (approximately 2%).  

 This is attributed to the role played by the additional superplasticiser used in the CSF and MK 

concretes. PFA causes large reductions in the air content of fresh concrete, irrespective of the dosage of the 

air entraining admixture. The compressive strength of all concretes show systematic and more or less linear 

reductions with increasing air contents (2 to 10%) of the fresh concrete. Further analysis is done with software 

for extra accuracy in result. 
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I. INTRODUCTION 
Ultra-Wide Band (UWB) technology has found many applications in high speed wireless 

communication. UWB radio systems are very promising, because data transmission rates greater than those of 

other wireless LAN systems can be obtained with low power dissipation. In this area, various studies are under 

progress [1–6]. Ultra-Wide bandpass filters are characterized by wide bandwidth, low insertion loss, good band 

rejection and flat group delay properties. The filter is designed using microstrip planar technology due to its 

high power handling capability, low insertion loss, low cost and easy fabrication. The patch resonators are an 

obvious choice for bandpass filter applications where low insertion loss and high power handling are primary 

concern [7–10]. Microstrip circuits suffer from radiation losses, dispersion, unwanted coupling and 

discontinuity effects. These problems can be greatly reduced by using thinner substrate which allows operation 

at millimeter-waves with reduced dispersion and radiation losses [11].  

Many kind of microstrip patch resonator filter configurations such as square patch [12], circular patch 

[13-14], trapezoidal patch [15] and ring patches have been reported, but they suffer from high conductor losses 

and low power handling capability. Triangular resonator was first studied by Ogasawara and Noguchi [16] in 

1974, later Helszajn and James in 1978 [17] studied the microstrip one and confirmed that two orthogonal split 

modes could be excited. Moreover, they also demonstrated that the radiation loss was lower than that of a disk-

shaped microstrip resonator. In 2004 Hong and Li [11] reported dual mode microstrip filters using equilateral 

triangular patch resonator. With the rapid development of modern communication systems, more and more 

miniature planar filters [18-22] with excellent performances are required.  

In this paper, we propose an ultra-wide bandpass filter using isosceles triangular microstrip patch 

resonator. The filter is designed on a 1.27mm thick dielectric substrate with relative dielectric constant 10.8 

and loss tangent of 0.002. A 10 µm thick copper patch is used with corners cut and etched slits. The simulated 

results show that it has insertion loss of 0.224 dB, return loss of more than 58 dB at central frequency 8.47 

GHz, multiple transmission zeroes, passband in C-X band, wider bandwidth and it can be fabricated on 8 mm 

x 12 mm board.  

 

II. THEORETICAL FORMULATIONS 
Helszajn and James [16] reported a theoretical and experimental investigation for the resonant 

frequency of electromagnetic filed patterns of TM modes of an equilateral triangular microstrip planar 

resonator. The electromagnetic field pattern has no variation along the thickness of resonator and the wave 

equation can be written as:   

Abstract: In this paper, Ultra-Wide bandpass filter using isosceles triangular patch resonator (ITPR) is 

proposed. The reported design has wide bandwidth, low insertion loss, high return loss and flat group 

delay properties. The filter characteristics, which are influenced by the height of the triangular structure, 

are studied. The proposed design has been prepared in two steps: First, cutting the corners of the 

triangular structure to make filter size more compact and avoid line coupling losses, Second, Etching slits 

to improve filter performance. Simulation of proposed filter has been carried out with Agilent Advanced  ̀

Design System (ADS) and it shows good agreement with theoretical results. 

Keywords:  microstrip filters, s-parameters, bandpass filter, microstrip patch resonators 
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Where Am,n,i is a constant representing the mode amplitude, b is the effective length of the triangle, Ω is the 

angular frequency and m, n and i are indexes under condition m+n+i=0, which determine the resonant mode 

of the triangular resonator and must satisfy the wave equation below: 
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Where km,n,i is the resonance wave-number, it can be written as: 
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Resonance frequency corresponding to different modes can be written as: 
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Where c is the velocity of light in free space and ϵr is the relative dielectric constant of the substrate. According 

to equation (7) there are an infinite number of resonant frequencies corresponding to different modes. 

 

III. CHARACTERIZATION OF PROPOSED FILTER 
The dimensions of proposed filter are shown in Figure 1, the design is developed using 10µm thick 

copper patch on a 1.27 mm thick RT Duroid dielectric with a relative dielectric constant of 10.8 and loss 

tangent 0.002.  

 

 
Fig.1 dimensions of the proposed filter 

 

I/O feed lines have characteristic impedance of 50Ω so that maximum power transfer from source to 

resonator can be ensured. Cutting the corners of the triangular structure will result in reduction of the filter 
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size and improve its performances in terms of the frequency response. Using Eq. (7), the central frequency is 

8.47 GHz, corresponding to the TM1,0,-1 mode. Central frequency of 8.47 GHZ, insertion loss S21 of 0.224 dB, 

3-dB bandwidth BW of 78.16% and return loss S11 of 58.69 dB were observed in simulated results, as shown in 

Figure 2. Moreover, the three transmission zeroes are located near the passband edge in order to show quasi-

elliptic function response, as 34.72 dB at 7.42 GHz, 58.69 dB at 8.47 GHz, and 26.74 dB at 10.40 GHz. The 

simulation was completed using the Agilent Advanced Design System (ADS) simulator, which uses Method of 

Moments (MoM) to process the results. 

            
         Fig.2 frequency response of proposed filter 

 

Figure 3 shows the current distribution at the central frequency i.e., 8.47 GHz, the accumulation of 

the energy is near the lower slit and along the Input-Output lines. There is moderate level of current density 

near the upper slit.  

 
Fig.3 current distribution in proposed filter 

 

The width „w‟ as shown in Figure 4 was varied and results has been plotted in Figure 5 and it was 

observed that  the bandwidth will decrease with increase in width of the lower slit. Also, a drop in band 

rejection at upper frequency was observed. 
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Fig.4 representation of „w‟ and „height‟ in geometrical structure of filter 

 

 
 

Fig.5 relationship between frequency response and width „w‟ of the lower slit 

 

When height of the triangular structure was varied and it was observed that the passband shifted 

towards the lower frequency region of the response with increase in height. 

 

 
 

Fig.6 relationship between frequency response and „height‟ of the filter 

 

IV. CONCLUSION 
The presented Ultra-Wide bandpass filter using isosceles triangular microstrip patch resonator possess 

multiple transmission zeros and wide passband. The designed filter has outstanding advantages such as simple 

structure, compact size without coupling gaps, low cost, low insertion loss, high power handling capability, 

compatibility with MMICs, ease of on chip integration and compatibility with various fabrication processes. 

w 

Height 
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Also, it can be realized on variety of substrates depending on the specific need. The proposed filter can be 

easily integrated in UWB wireless communication systems. It may also find applications in RFID, vehicular 

RADARs, military RADARs, indoor and handheld devices.  
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I. INTRODUCTION  
 In Developing countries an extensive and well-maintained network of primary, secondary, and feeder 

roads is critical for economic growth and poverty alleviation. Because of their high and diverse functionality 

and wide range of beneficiaries, roads have become an essential component of all national transport systems, 

usually consuming the greatest proportion of public and private investment resources in both infrastructure and  

services. Road Agencies in turn are required to deliver high quality road projects in time and according to the  

budgetary allocations. Use of obsolete methods and technology must be avoided. Proper steps should be taken 

by considering into account, the recent survey reports and analyze the loop holes in this system and try to bring 

in a change. This calls for the need to develop a strong and well developed road transportation system.  

This app helps one to visit any site/road and get a detailed report about the condition and maintenance 

of that particular road based on the user‟s current GPS location. One can easily avoid duplication in the 

process of resurfacing of bad roads, as the app provides clear information of the dates, when a particular road 

was modified last. There is also a provision to retrieve data about all the roads in a particular city that are 

either in good or bad condition so that necessary action can be taken accordingly, thus building a healthy road 

transportation system to ensure easy and safe flow of men and material around the world. 

The GPS (Global Positioning System) a space-based satellite navigation system that provides location 

and time information in all weather conditions, anywhere on or near the Earth where there is an unobstructed 

line of sight to four or more GPS satellites. The system provides critical capabilities to military, civil and 

commercial users around the world. It is maintained by the United States government and is freely accessible 

to anyone with a GPS receiver. 

 This feature, used in the app helps user to retrieve his current location and displays the details of the 

road that he is presently at. This helps him to analyze and develop a detailed report about when the road was 

last resurfaced and how many times were it reconstructed in the past decade. Based on this report the 

concerned authorities can make a decision whether to include this particular road in their next development 

plan or not. 

 

 

 

 

 

 

 

 

Abstract: Finding one’s way with a map is a relatively recent phenomenon. In pre-modern times, maps 

were used, if at all, mainly for planning journeys in advance, not for guiding travelers on the road.  

The app “Road Factor”, build to run on any android platform, provides the condition of the roads in a 

selected city or area by tracking your GPS location. It provides data that would help our government to 

know the conditions of the roads in a particular area and take necessary measures accordingly. One can 

easily know when and how many times a particular road was modified in the past ten years. This app also 

facilitates easy governance and monitoring of the roads in an area. The app has a user friendly interface 

that allows an individual to select his state ,city and the road whose condition is to be viewed. 
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II. METHODOLOGY 
 

 
 

III. GOVERNANCE AND MONITORING 
The fact that transportation is a service with great social importance, significant externalities, and 

public good characteristics is at the heart of governance problems in the sector. Roads are a classic example of 

a “public good”: roads are often non-excludable, and non-rival (except at high levels of congestion). Central 

and state governments overwhelmingly fund roads because of their social importance. Because of road‟s public 

good characteristics, road funding typically comes from general taxation or a levy on road users (for instance, a 

petrol tax or vehicle registration charges), or both, rather than through user fees. 

 

 
          

This app facilitates easy governance by monitoring the rate and quality of work done by the officials at 

the site by tracking their GPS location on a particular day and the report submitted by them. This prevents 

malpractices which usually occur in this field by monitoring how sincerely and effectively each employee is 

working and developing an intelligent Road Investment Strategy.   

By using the data obtained from this system we can set up new, discrete units – „Road User Focus‟ 

within Passenger Focus and a „Strategic Road Network Monitor‟ within the Office of Rail Regulation to repre-
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sent the interests of all those who use and rely upon the strategic road network, and to monitor the efficiency 

and performance of the workers.         

During emergencies, it is critical for the road management authorities to be able to collect and report 

current road status and damage assessments in a consistent and timely manner. Use of this application would 

enable the corresponding supervisors and managers to deploy limited department resources most effectively. In 

addition this app provides current road status information and report on the progress of response activities. 

 

 
 

The major goal of the project is to minimize the lag time between obtaining a report in the field and 

providing that report to decision makers in the command centers. The development team accomplishes this by 

providing communication between the Road Status/Damage Assessment (RSDA) field tool and a multiuser geo 

database. When a PWD network connection is available (through a field office or secure VPN),  RSDA will 

transfer new and revised reports to the enterprise geo database using the Upload tool. This capability greatly 

improves reporting speed. 

Thus it helps to put in place a robust system of governance for road surveillance, giving the road oper-

ator the flexibility needed to operate, manage and enhance the strategic road network effectively, while ensur-

ing clear accountability to the Secretary of State, Parliament and road users. 

 

IV. THE MANAGEMENT INFORMATION SYSTEM (MIS)  
This Application is link to centrally database server. From this database server we can generate serval 

MIS as well as GIS reports. Management information system, or MIS, broadly refers to a computer-based 

system that provides managers with the tools to organize, evaluate and efficiently manage departments within 

an organization. In order to provide past, present and prediction information, the management information 

system here includes software that helps in decision making, data resources such as centralized database, 

the hardware resources of a system, decision support systems, people management and project management 

applications, and any computerized processes that enable the department to run efficiently. 

The centralized database provides data integrity. With all the information centralized, it is much 

easier to develop reports that show the details of the work done on a particular road in the past . With multiple 

databases, records need to be matched, de-duping needs to occur, and the opportunity for duplicate records is 

greatly increased. Here the MIS manager with the help of centralized database can typically analyze the report 

and take controlled decisions thereby avoiding duplication in the process of resurfacing of roads. Thus MIS 

brings coordination and makes control easier. 

This app makes use of the SQL Server as the centralized database containing information about the 

road conditions in various cities of different states in India. Thus a user can view with ease all the data 

corresponding to a road in particular location with a simple tap of his finger. The user can retrieve information 

such as when the road was last resurfaced and how many times was it resurfaced in the past 10 years. The user 

can also view the list of all roads that are presently in poor condition in a particular city and need to be 

resurfaced. 
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V. POSSIBLE FUTURE IMPROVEMENTS 
PWD emergency operations centers can be set up in every state that use information collected by 

RSDA to prioritize repair and cleanup work. The map-based view of damage assessments can provide crews 

with a view of problems nearby, allowing more work to be accomplished on a single trip. The RSDA Viewer 

could be provided and thus by using the same operational picture at both locations, the state and county can 

coordinate their response activities better. 

This application can be used for assessment of the hazardous materials transport risk in a multi-

commodity, multiple origin – destination setting. The risk assessment methodology can be integrated with a 

Geographical Information System (GIS), which can make large-scale implementation possible. A GIS-based 

model of the  shipments of dangerous goods via the highway network can be developed. Based on the origin 

and destination of each shipment, the risk associated with the routes that minimize (1) the transport distance, 

(2) the population exposure, (3) the expected number of people to be evacuated in case of an incident, and (4) 

the probability of an incident during transportation can be evaluated. Using these assessments, a government 

agency can estimate the impact of alternative policies that could alter the carriers‟ route choices. A related 

issue is the spatial distribution of transport risk, because an unfair distribution is likely to cause public concern. 

Thus, an analysis of transport risk equity in every state can be provided. 

 

VI. CONCLUSION  
A proper implementation of this app would be useful to a large section of people in different ways. 

Common people can use it as a reference while travelling in order to decide which road to take. The GPS 

feature used in this app helps track the current user location and provide details based on it. This app provides 

the PWD department with the necessary data about the condition of the roads which helps them to take 

necessary actions for the development of an efficient transportation system in the city. With proper centralized 

road network assessment data in hand the PWD department can plan the budget accordingly and allocate 

money for the same. At the same time ensuring that the same road is not resurfaced repeatedly irrespective of 

its condition.  

Thus implementing an e-Governance of roads through mobile apps and various other software ensures 

improvements in planning, implementation and operation of the road sector through provision of timely, 

reliable, sufficient and accurate detailed data which will facilitate the decision making activities. 
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I. Introduction 
Machining processes are manufacturing methods for ensuring processing quality, usually within 

relatively short periods and at low cost. Several machining parameters, such as cutting speed, feed rate, work 

piece material, and cutting tool geometry have significant effects on the process quality. Many researchers have 

studied the impact of these factors. The cutting tool overhang affects the surface quality, especially during the 

internal turning process, but this has not been reviewed much [9].  

Achieve the desired surface quality of the work piece. For the internal threading operation in 

particular, a longer tool overhang may be required depending on the geometry of the work piece. In this study, 

we investigate the effects of changes in the tool –holder over hang and cutting parameter on the tool and tool-

holder vibration which will directly effect on both surface quality of the work piece as well as tool wear (tool 

life), during the internal threading operation. Because the tool holder is subject to bending and buckling 

depend on effect point of the cutting force (Axial and tangential force), cutting tool displaced. This situation 

has negative effects on the surface quality as shown in Fig.1 [2] 

 
Fig 1: Tool holder undergoing deflection, δ due to the Axial and tangential force 

Abstract: In the internal turning operation, vibration is a frequent problem, which affects the result of 

the machining and in particular the surface finish. There will be several different actions to consider 

when solving this problem. Reducing the process parameters is one such consideration; however, this 

could have a negative effect on productivity. Our focus, therefore, will be easy hands on 

recommendations for productive solutions and easy to use products. In the internal turning process, the 

importance of machining parameter choice is increased, as it controls the surface quality required. It is 

appropriate to keep the tool overhang as short as possible; however, a longer tool overhang may be 

required depending on the geometry of the work piece and when using the hole-turning process in 

particular. In this study, we investigate the effects of changes in the tool–holder over hang and cutting 

parameter on the vibration which will directly effect on surface quality of the work piece, during the 

internal threading operation. To increase the buoyancy and reliability of the experiments, a full Taguchi 

L9 experimental design was used. Experimental data controlled were tested with analysis of variance 

(ANOVA) to understand the influences of the cutting parameter along with changes in tool-Holder 

overhang. Taguchi method L9 experimental design has shown that the depth of cut with changes in tool-

holder overhang has significant role to play in producing the surface roughness followed by constant 

feed rate. The Cutting speed has lesser role on surface roughness from the tests. 

Keywords:  ANOVA, Cutting parameter, Surface roughness, Tool- Holder Overhang. 
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The determination of optimal cutting condition and tool-holder overhang for specified surface 

roughness and accuracy of product are the key factors in the selection of machining process. Internal threading 

operations are associated with serious vibration-related problems. To reduce the problem of vibration and 

ensure that the desired shape and tolerance are achieved, extra care must be taken with production planning 

and in the preparations for the machining of a work-piece. A thorough investigation of the vibrations involved 

is therefore an important step toward solving the problem. In internal threading operation, the performances of 

cutting tools are depending on a few cutting conditions and parameters. The proper selection of depth of cut 

has direct effect to the product surface roughness. Internal turning process by maximizing cutting speed and 

depth of cut will optimize the cutting process and minimize the production cost. The tool life, machined 

surface integrity and cutting forces are directly dependent on cutting parameters and will determine the cutting 

tool performances. The study of surface roughness form will resolve the characteristic and phenomena 

happening during the machining process. The questions to be answered at the end of the study are how the tool 

overhangs length and diameter influences the surface roughness during internal threading operation. The study 

was carried out to investigate the effects of cutting tool overhang and cutting parameter on the surface quality 

in internal threading processes. Because the tool holder is subject to bending and buckling depend on effect 

point of the cutting force (Axial and tangential force), cutting tool displaced.(1) To evaluate the effects of 

different process parameter on internal threading operation.(2) To develop a mathematical model for 

predicting surface roughness for internal threading operation by using design of experiment approach.(3) 

Study the microstructure of the work piece internal threading operation. Machining operations tend to leave 

characteristic evidence on the machined surface [10]. 

The Taguchi process helps to select or to determine the optimum cutting conditions with proper tool- 

holder overhang for internal threading operation. Many researchers developed many mathematical models to 

optimize the cutting parameters to get lowest surface roughness by internal turning process. The variation in 

the material hardness, alloying elements present in the work piece material and other factors affecting surface 

finish and tool wear [4].  

 

II. System Description And Design 
 

2.1. MATERIAL SELECTION 

2.1.1 Tool holder: - 20MnCr  

Table 2.1.1.a):-Chemical Composition of Tool Holder 20MnCr5. 

 

Fig 2.1.1.a) Drawing of Tool Holder 

2.1.2 TOOL: - High speed steel (HSS) 

 

Grade 

 

C 

% 

 Si 

% 

Mn% Cr% S% Other 

20MnCr5 0.20 0.25 1.25 1.15 0.035 Pb 

Grade C 

% 

Vanadium

% 

Tungsten

% 

Cr% 

HSS 0.7 1.00 18.00 4.00 
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Fig 2.1.2.a) Drawing of HSS Tool 

 

2.1.3 WORK PIECE: - 17CrNimo6 

Mechanical Properties of 17CrNiMo6:- 

 

 
Fig 2.1.3.a) Drawing of Work piece 

 

2.2. DESIGN OF EXPERIMENT 

It is methodology based on statistics and other discipline for arriving at an efficient and effective 

planning of experiments with a view to obtain valid conclusion from the analysis of experimental data. Design 

of experiments determines the pattern of observations to be made with a minimum of experimental efforts. To 

be specific Design of experiments (DOE) offers a systematic approach to study the effects of multiple variables 

/ factors on products / process performance by providing a structural set of analysis in a design matrix. More 

specifically, the use of orthogonal Arrays (OA) for DOE provides an efficient and effective method for 

determining the most significant factors and interactions in a given design problem. [11]      

Table No.2.2: Level of Experimental Parameters 

 

 

 

 

 

 

2.3 EXPERIMENTAL SETUP 

The experimental setup and layout diagram for this project are as shown in figure 8 and8.1 

respectively. It includes a MKU-8 CNC turning lathe. 

Grade C% Cr Mn% Si% P% S% Ni 

17CrNiM06 0.15-0.21 1.50-1.8 0.50-0.90 0.4 0.025 0.015 1.40-1.7 

Parameter Level I Level II Level III 

Cutting speed 250 300 350 

D.O.C 0.16 0.18 0.20 

Tool holder Overhang 3.54 3.95 4.37 
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Fig 2.3 EXPERIMENTAL SETUP 

 

In this study, I selected the Speed, DOCs and tool overhang as variable experimental parameters and 

keeping feed rate constant and measured the surface roughness of the work piece. Our experimental studies 

were carried using a CNC turning Lathe. As the cutting tool, we used HSS and Tool-Holder. The work pieces 

used in the experiments were 40 mm (External) and 32 (internal) in diameter and Length 45mm. The 

Company provided information about selection of the work piece material which is 17CrNiMo6, The tool 

overhang lengths were 85, 95 and 105 mm. The DOCs we selected were 0.16, 0.18and 0.20 mm. The cutting 

speed was selected as 250, 300 and 350 rpm and constant feed rate 14±0.01 mm/rev (for internal Threading 

pitch is the feed rate). The external turning processes were carried out using the anticipated parameters. The 

processes can be seen Fig 8.1. 

A Carl Zeiss Surface Roughness measuring instrument show in Figure 3.4 was used to process the 

measured profile data. The Carl Zeiss Surface Roughness measuring instrument is capable of evaluating 

surface textures including waviness with the variety of parameters according to various digitally/graphically on 

the touch panel and output to built-in printer. The stylus of the Carl Zeiss Surface Roughness measuring 

instrument detector unit traces the minute irregularities of the work piece surface. Surface roughness is 

determined from the vertical stylus displacement produced during the detector traversing over the surface 

irregularities and the measuring setup shows in Fig 4. The Lathe Tool VM=82 Vibrometer has been designed 

so that sensor can be directly fixed on to the tool- Holder. The dynamometer can measure 2 forces in mutually 

perpendicular directions, i.e. Axial and Tangential. Cutting condition need to setup in this experiment, to 

make sure all the experiment run follow according the data given. A fractional factorial is selected so that all 

intersection between the independent variables could be investigated. The dependent variable is the resulting 

first 28 cut surface roughness. The level was selected to cover the normal cutting operation [6] 

 

2.4 FINAL EXPERIMENTATION 

Design of Experiment (DOE) approach is selected for investigation effect of varying controllable 

parameter and Overhang of Tool-Holder on acceleration at three levels, since Taguchi design of 9 runs is 

efficient to study the effect of two or more factors these three levels of factor are referred as low, intermediate 

& high level. In this experiment amplitude of vibration and surface roughness are measured with and without 

damping pad.  
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Table 2.4.1 Observation Table 

 

III. Results And Discussion 
 

3.1 EFFECT AND COMPARISONS OFWITH & WITHOUT SLEEVE. 

The vibration phenomenon for various cutting condition has been analyzed using Lab VIEW software. 

The plan of the experiment was developed not only to assess the effect of cutting speed, depth of the cut and 

overhang but also to study the effect of damping pad (sleeve) on the cutting tool vibration, surface roughness. 

Table 8.3 illustrates the experimental result of vibration in both tangential and axial cutting direction. After 

analysis of the vibration, sleeve is provided to tool-Holder for fitting into the turret of the CNC Lathe. Now the 

same experiment was carried out for various cutting condition and with and without sleeve, also corresponding 

cutting tool vibration and surface roughness are measured. 

 

1 2 3 4 5 6 7 8 9

Series 1 1.51 1.74 2.55 1.94 2.85 2.09 2.55 2.31 2.4

Series 2 1.24 1.55 2.27 1.64 2.1 1.77 2.05 1.95 1.97
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Graph 3.1.1 Comparison of with sleeve & without sleeve Base on Axial Vibration 

 

From Graph 3.1.1 it is observed that after using sleeve as damping pad, axial acceleration of machine 

tool is get reduced. 

Sr.No C.S D.O.C L/D Amplitude of Acceleration of Tool-Holder 

in m/s2 

Surface Roughness  

Ra  in µm 

Axial 

direction(R.M.S)) 

Tangential 

direction (R.M.S) 

Without 

sleeve 

With 

Sleeve 

Without 

sleeve 

With 

sleeve 

Without 

sleeve 

With 

sleeve 

1 250 0.16 3.54 1.51 1.24 0.34 0.26 3.19 3.08 

2 250 0.18 3.95 1.74 1.55 0.37 0.28 3.22 3.12 

3 250 0.20 4.37 2.55 2.27 0.44 0.31 3.88 3.35 

4 300 0.16 3.95 1.94 1.64 0.33 0.27 3.46 3.32 

5 300 0.18 4.37 2.85 2.10 0.54 0.36 4.56 3.39 

6 300 0.20 3.54 2.09 1.77 0.49 0.29 3.37 3.27 

7 350 0.16 4.37 2.55 2.05 0.55 0.39 4.77 3.92 

8 350 0.18 3.54 2.31 1.95 0.51 0.32 3.86 3.76 

9 350 0.20 3.95 2.40 1.97 0.48 0.31 4.02 3.89 
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1 2 3 4 5 6 7 8 9

Series 1 0.34 0.37 0.44 0.33 0.54 0.49 0.55 0.51 0.48

Series 2 0.26 0.28 0.31 0.27 0.36 0.29 0.39 0.32 0.31
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Graph 3.1.2 comparison of with sleeve & without sleeve base on tangential accretion 

 

From Graph 3.1.2 it is observed that after using sleeve, tangential acceleration of machine tool is get 

reduced. 

1 2 3 4 5 6 7 8 9

Series 1 3.19 3.22 3.88 3.46 4.56 3.37 4.77 3.86 4.02

Series 2 3.08 3.12 3.35 3.32 3.39 3.27 3.92 3.76 3.89
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Graph 3.1.3 comparison of with sleeve & without sleeve base on surface roughness. 

 

From Graph 3.1.3 it is observed that after using sleeve, surface roughness of work piece is get 

reduced. 

 

3.2 ANALYSIS OF RESULT 

3.2.1 Introduction to Taguchi Method:- 

The task of developing a methodology to meet the challenge was assigned to Dr. Genichi Taguchi, 

who at that time was a manager in charge of developing certain telecommunications products at the electrical 

Communications Laboratories (ECL) of Nippon Telephone and Telegraph Company (NIT).   

The two major tools used in taguchi method are  

a. Signal to Noise ratio, which measure quality.  

b. Orthogonal array, which are used to study many design parameters simultaneously. 
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3.2.2 Classification of Parameters 

In the basic design process, a number of parameters can influence the quality characteristic or 

response of the product. These can be classified into the following three classes and shown below in the block 

diagram of a product/process design. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3.2.2: Design block diagram of product/process 

 

The response for the purpose of optimization in the robust design is called the quality characteristic. 

The different parameters, which can influence this response, are described below. 

1.   Signal Factors: These are parameters set by the user to express the intended value  for the response of 

the product. Example- Speed setting of a fan is a signal factor for specifying the amount of breeze. 

Steering wheel angle – to specify the turning radius of a car.  

2.   Noise Factors: Parameters which cannot be controlled by the designer or parameters whose settings are 

difficult to control in the field or whose levels are expensive to control are considered as Noise factors. 

The noise factors cause the response to deviate from the target specified by the signal factor and lead to 

quality loss.  

3.   Control Factors: Parameters that can be specified freely by the designer. Designers have to determine 

best values for these parameters to result in the least sensitivity of the response to the effect of noise 

factors. 

The levels of noise factors change from unit to unit, one environment to another and from time to 

time. Only the statistical characteristics (mean & variance) can be known or specified. The noise factors cause 

the response to deviate from the target specified by the signal factor and lead to quality loss. 

 

3.2.3 Orthogonal array 

Orthogonal array is an important technique in robust design.  It gives more reliable estimates of factor 

effects with fewer experiments when compared to the traditional methods such as one factor at a time 

experiments. Consequently more factors can be studies leading to more robust and less expensive products.  

The columns of an orthogonal array are pair wise orthogonal that is for every pair of columns, all combinations 

of factor levels occur an equal number of times.  The columns of an orthogonal array represent factors to be 

studied and rows represent individual experiments.  Orthogonal array used for variety of purposes in robust 

design they are used to study the effects of control factors, noise factors, Evaluation of S/N ratio etc. 

 

3.2.4 Signal to Noise ratio 

In Taguchi method, the signal to noise ratio is used to measure the quality characteristics deviating 

from the desired value.  S/N ratio developed by Genichi Taguchi, is a predictor of quality loss after making 

certain simple adjustments to the product’s function.  It isolates the sensitivity of the product’s function to 

noise factors.  The signal to noise ratios (S/N) are log functions of desired output, serve as the objective 

functions for optimization, help in data analysis and the prediction of the optimum results.  

Depending upon the objective of the robust parameter design experiment, Taguchi defined three different 

statistics called signal to noise ratios. These ratios were defined as the means to measure the variation of the 

Product/Process 
Response 

Signal factors 

Noise factors 

Control factors 
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response with respect to the noise factors  .There are three forms of signal to noise (S/N) ratio that are common 

interest for optimization of static problems. 

Smaller-the-better expressed as 

 η = -10Log [mean of sum of squares of measured data]    

This is usually the chosen S/N ratio for all the undesirable characteristics like defects for which the ideal value 

is zero. When an ideal value is finite and its maximum or minimum value is then the difference between the 

measured data and the ideal value is expected to be as small as possible. Thus, the generic form of S/N ratio 

becomes, 

 η = -10Log [mean of sum of squares of {measured-ideal}]    

Larger-the-better expressed as  

 η = -10Log [mean of sum of squares of reciprocal of measured data]  

Nominal-the-better expressed as 

 η = -10 Log [square of mean/variance] 

  

3.3 Analysis of variance 

The purpose of analysis of variance (ANOVA) is to investigate which design parameters significantly 

affect the quality characteristic.  This is accomplished by separating the total variability of the signal to noise 

ratios, which is measured by the sum of the squared deviations from the total mean S/N ratio, into 

contributions by each of the design parameters and error. [9] 

The S/N ratio is evaluated using the equation. 

 S/N ratio = -10Log (MSD)        

The effect of parameter level is defined as the deviation it causes from the overall mean. Hence as a first step, 

calculating the overall mean value of S/N ratio for the experimental region defined by the factor levels in Table 

6.3. 

 Mean=  = ( + +….. )    

The signal to noise ratios nine set of experiments shown in Table 6.The mean and the S/N ratios are. 

*S/N Ratio= -10Log(n)² 

*Sum of square due to parameter A= 

[(number of experiments at level A1)x (mA1-m)]+ 

 [(number of experiments at level A2)x (mA2-m)] 

+[(number of experiments at level A3)x (mA3-m)].  Where m= medium of S/N Ratio 

 

 3.3.A) Average S/N for different parameter levels for axial acceleration 

Table 3.3.A.1:  Average S/N for different parameter levels Optimum setting A1 B1 C1 

 

Table 3.3.A.2:  ANOVA for S/N ratio of axial acceleration 

Symbol DOF Parameters Sum of squares Mean square F Contribution (%) 

A. 2 CS 4.4121 2.206 
 

29.21 

B. 2 DOC 5.3341 2.66 1.20 35.31 

C. 2 L/D 5.3578 2.67 1.21 35.47 

Error 2  4.4121    

Total 6  15.1040    

Error 2  4.4121 2.205   

 

 

Parameters 
Levels 

1 2 3 

A  CS -4.264* -5.233 -5.974 

B  DOC -4.133* -5.350 -5.989 

C  L/D -4.209* -4.663 -5.959 
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3.3. A.2 Taguchi Analysis: Axial versus Cutting speed, Depth of cut, Overhang  

Table 3.3.A.2.1:  Response Table for Signal to Noise Ratios (Smaller is better) 

Table 3.3.A.2.2:  Response Table for Means 

 

 

3.3. B] Average S/N for different parameter levels for tangential acceleration 

Table 3.3.B.1.:  S/N for different parameter levels for tangential acceleration Optimum setting A1 B1 

C2. 

Parameters 
Levels 

1 2 3 

A  CS 10.976* 10.332 9.415 

B  DOC 10.416* 9.942 10.365 

C  L/D 10.783 10.886* 9.074 

 

Level Cutting speed D.O.C. Overhang 

1 -4.265 -4.133 -4.210 

2 -5.234 -5.351 -4.664 

3 -5.975 -5.990 -6.600 

Level Cutting speed D.O.C. Overhang 

1 1.687 1.643 1.653 

2 1.837 1.867 1.720 

3 1.990 2.003 2.140 
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Table 3.3.B.2:  ANOVA for S/N ratio Of Tangential acceleration 

 

Symbol DOF Parameters 
Sum of 

squares 

Mean 

square 
F 

Contribution 

(%) 

A. 2 CS 3.6923 1.8461 9.0896 39.35 

B. 2 DOC 0.4058 0.2031 
 

4.32 

C. 2 L/D 5.2838 2.6419 13.00 56.31 

Total 6  9.3819    

Error 2  0.4058 0.2031   

 

3.3. B.3 Taguchi Analysis: Tangential versus Cutting speed, Depth of cut, Overhang  

Table 3.3.B.3:  Response Table for Signal to Noise Ratios Smaller is better 

Table 3.3.B.4: Response Table for Means 

 

 

 

 

 

 

 

 

 

 

 

 

3.3. C] Average S/N for different parameter levels for surface roughness.  
Table 3.3.C.1 Average S/N for different parameter levels for surface roughness Optimum setting A1 B2 

C1 

Parameters 
Levels 

1 2 3 

A  CS -10.051* -10.438 -11.722 

B  DOC -10.686 -10.663* -10.862 

C  L/D -10.521* -10.701 -10.989 

Table 3.3.C.2:  ANOVA for S/N ratio of surface roughness 

 

Level Cutting speed D.O.C. Overhang 

1 10.977 10.417 10.783 

2 10.333 9.943 10.867 

3 9.416 10.366 9.075 

Level Cutting speed D.O.C. Overhang 

1 0.2833 0.3067 0.2900 

2 0.3067 0.3200 0.2867 

3 0.3400 0.3033 0.3533 
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3.3. C.3 Taguchi Analysis: Roughness versus cutting speed, Depth of cut, Overhang  

 

Table 3.3.B.3:  Response Table for Signal to Noise Ratios Smaller is better 

3.3.B.4 Table : Response Table for Means 

 

 
 

IV. Results And Discussions 
The calculated S/N ratio corresponding to nine set of experiments given in Observation Table. The 

average S/N ratios of parameter at each level for parameters of axial acceleration are shown in Table 9.2.A. 

Optimum setting for axial acceleration by Taguchi method is A1,B1,C1 (Cutting speed, depth of cut, L/D). 

Having values (-4.204,-4.133,-4.209). By ANOVA percentage contribution for A (cutting speed) is 29.21%, for 

B (depth of cut) is 35.31%, for C (L/D) is 35.47%. The average S/N ratios of parameter at each level for 

parameters of Tangential acceleration are shown in Table 9.2.E.Optimum setting for Tangential acceleration 

by taguchi method is A1,B1,C2 (Cutting speed, depth of cut, L/D). Having values (10.976,10.416,10.886). By 

ANOVA percentage contribution for A (cutting speed) is 39.35%, for B (depth of cut) is 4.32%, for C (L/D) is 

56.31%. 

Symbol DOF Parameters 
Sum of 

squares 

Mean 

square 
F 

Contribution 

(%) 

A. 2 CS 4.597 2.2973 9.9149 90 

B. 2 DOC 0.1279 0.0639 
 

2.52 

C. 2 L/D 0.3356 0.1678 0.7242 6.63 

Total 6  5.0605    

Error 4  0.4635 0.2317   

Level Cutting speed D.O.C. Overhang 

1 -10.05 -10.69 -10.52 

2 -10.44 -10.66 -10.70 

3 -11.72 -10.86 -10.99 

Level Cutting speed D.O.C. Overhang 

1 3.183 3.44 3.370 

2 3.327 3.423 3.443 

3 3.857 3.503 3.553 
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The average S/N ratios of parameter at each level for parameters of surface Roughness are shown in 

Table 9.2.I.Optimum setting for Roughness by taguchi method is A1,B2,C1 (Cutting speed, depth of cut, L/D). 

Having values (-10.051,-10.663,-10.521). By ANOVA percentage contribution for A (cutting speed) is 90%, 

for B (depth of cut) is 2.52%, for C (L/D) is 6.63%. 

As we know that tangential acceleration is much lesser than axial acceleration. Hence it can be 

neglected for overall optimum selection of parameters. Value of cutting speed is same for all above which is 

250 rpm. Value of D.O.C. has large contribution in axial acceleration than others. Hence D.O.C. is selected for 

axial acceleration, which is (B1) 0.16mm. Value for L/D Ratio has large contribution in axial acceleration as 

tangential acceleration has been neglected. Hence the value of L/D ratio is 3.54. 

 

4.1 Conclusion of Taguchi Method 
In this study, the optimum parameter for high percentage yield was selected by varying parameters 

through Taguchi method.  With an orthogonal array (L-9) a total set of nine experiments having three 

parameters each at three levels indicated that the Taguchi method was an efficient method of determining the 

optimum parameters for internal threading of hydraulic steering gear nut. ANOVA helped to estimate the 

contribution of each parameter in Axial, Tangential Acceleration & Roughness values. 

 

4.2 Conclusions & Recommendations for Future 

4.2.1 Conclusions  
From Analytical Calculations, Graphs, and Taguchi Analysis conclusions Interpreted are as follows:  

 By using passive Damping (sleeve) machine tool vibration is minimize.  

 Sleeve having good damping capacity which results into less vibration, less average tool temperature 

and good surface finish  

 Overhang is major influencing parameter for combine axial acceleration and surface roughness.  

  Cutting speed and depth of cut are closely correlated to axial acceleration and surface roughness.  

4.2.2 Recommendations for Future  
In many machining process vibration is one of the harmful factor which is minimize by controlling 

cause parameter and using damper. 

Passive damping: 

Passive damping is use for present work, but damping capacity of passive damper is always constant 

due to constant strength value .In machining processes intensity of vibration is varying but due to limitation of 

vibration absorbing capacity proper damping is not possible. To achieve proper damping, needs a proper 

damper which having varying damping capacity, this can be achieved by using active damping. For active 

damping damper of MR fluid can be use, of which strength will change with single send by controller. 

Controller takes signal from sensor which mounts on machine tool. 

 

Tool-Holder Overhang:  

The design and dimensions of the component decide the diameter and length of the Tool-Holder for 

internal machining operation. Internal turning is very sensitive to vibration. Minimize the tool overhang and 

select the largest possible tool size in order to obtain the best possible stability and accuracy. 
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I. Introduction 
In today’s society energy storage plays a vital role, where almost all the things we use for our day –to-

day life needs energy to work. Sometimes energy can be supplied directly or taken it from some kind of local 

energy storage. Flywheel technology is a very bright future for storing energy. As Flywheels are very “green” 

technology they have been widely used for a long time as mechanical energy storage devices. 
 

                                      
It has rotating disk that stores energy as kinetic energy, spinning of flywheel decides how much amount 

of energy it stores. S.M.Choudhary1, D.Y.Shahare [1] has proposed the creation of various profiles of flywheel 
according to the geometry and calculation of stored kinetic energy with respective flywheel profile. Xingjian 

DAI, Kai ZHANG and Xiao-zhang[2] has given information regarding proper design of a flywheel energy 

storage prototype to get high energy density and low bearing loss. Mainly finite element analysis is subjected to 

analyse the different modes of the rim -hub- shaft system by using some tools. The testing of flywheel system is 

carried out where complex non-synchronous vibration was observed, analysed and suppressed. O.J. Fiske, M.R. 

Ricci[3] Figure out the comparison between materials used for flywheel as earlier days steel was widely used for 

its strength but less energy storage density .Akshay P. Punde[4], has proposed the design and analysis of 

flywheel which is a major part of an I.C.engine to bring the requirement for smoothing out the large 

asynchronous oscillations in velocity during a process. Some flywheels possess poor energy storage in their own 

therefore selection of material plays very important role. For energy storage we need low density materials so 

the best option is composite materials so here we are using aluminium metal matrix composite for flywheel Here 

we are using the test material properties for analysis purpose. 
 

II. Evolution Of Tools 
CATIA (Computer Aided Three-dimensional Interactive Application): 

Is one of the world’s most developing key solutions for product design and innovation which is 

developed by dassault system. Mainly for advance structures it provides a better way to improve our ability to 

accomplish the design to manufacture process. The way it approaches to the market is based on 3D experience 

platform by providing a singular digital product experience as compared to the traditional 3D CAD software 

Abstract: The paper deals with analysis of flywheel in which comparison of flywheel existing material 

and test material are done. There must be proper design and analysis of flywheel in order to meet the 

necessity to smooth out enormous oscillations in velocity that occur during a cycle of i.c.engine in a 

flywheel. So here some finite element analysis tools are used for design and analysis purpose. Then results 

are compared with existing material. 
Keywords:Arm type flywheel, material properties, FE analysis. 
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tools.Catia is back up for various stages of product development which includes computer aided design, 

manufacturing, engineering etc. and also denoted to 3D product lifecycle management software suite.  It 

provides all kinds of positive facilities in the fields like plant design, automotive, defence, aerospace and in 

some management areas. In catia we are creating 3D parts from sketches with respect to given dimensions.  

 

ABAQUS: 

Abaqus is a one of the most  controlling engineering program which is centred by the finite element method, 
that  have capability to solve all kind of problems ranging from  modest  linear analyses to the most interesting 

nonlinear analyses occurring in engineering field.  It is combination of three main stages and they are pre-

processing, simulation and post processing. Abaqus is able to model any geometry as well as can simulate the 

behaviour of any engineering materials. It is widely used to find solutions in the areas like structural, fluid 

dynamics, soil mechanics, heat transfer and thermal components etc.  The role of abaqus in linear and non-linear 

analysis is very important especially in non-linear analysis it chooses an appropriate values of load and tolerance 

very neatly and automatically. 

 

III. Modelling Of Flywheel 
Modelling plays very important role in design and it’s a first step to move to the analysis. Model of a 

flywheel is created based on geometry assigned and it is shown below. Mainly two types of models are used for 

analysis and they are 2-D modelling and 3-D modelling. These 2-D modelling and 3-D modelling are differ by 

memory they consume and accuracy. For the accurate results flywheel is given in 3-D model which is shown 

below.  

 
 

Fig 2: Geometry of flywheel                                                     Fig 3: Flywheel 3-D model 

 

IV. Flywheel Analysis 
 

4.1. Material Properties 
The properties of two materials are given below. 
 

Material Young’s 

modulus€ 

Density Poisons ratio 

Grey cast iron 101e3 7.5 0.23 

Aluminium MMC’s(test material) 80.23e3 2.56 0.33 
 

Table 1: Material properties 
 

4.2. Element Type 
It is pertaining to the element solid 72, a 3dimension 8-noded tetrahedral  structural solid with rotation 

is used for meshing, depends upon the  attention for  rotational deformations in the flywheel. Mainly the element 

is defined by 8 Nodes with 6 DOFs at each node which will be well proper solution to produce uneven meshes. 

Abaqus programme controls the problem occurring with elements. 
 

Element type (# elements) 

C3D8R : (57120),  

Table 2: Element type 

file:///E:\m.tech\New%20folder\report\project%20Report\Report\Abaqus_Flywheel\Test_material\htmlReport\HTMLreport.html%23C3D8R
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4.3. Meshing Method 
Mainly in finite element methods there is a reduction of degrees of freedom from infinite to finite 

which is called as meshing.  For structural analysis quad and hex are preferred over tetras, pentas. Here 

geometry size and shape have more values for meshing purpose. The meshing related diagrams are given below 
as per the nodes and elements chosen. Mesh is defined as a discrete representation of some spatial domain. We 

have structural, unstructural, conformal mesh and hanging nodes. 

 

 
 

Fig 4: Top view                                             Fig 5: Isoview 
 

 
 

Fig 6: Front view 
 

4.4. Boundary Conditions and Loads 
In boundary condition all the six degrees of freedom are taken into account as region of  a part selected 

is based on angle and boundary condition type is displacement/rotation . As per the load consideration here 

rotational body force is selected with angular velocity.  

 

V. Results And Discussions 
 A static analysis is performed on flywheel and determining stress and deformation. The below table 

shows the discretisation of Flywheel into 57120 elements and 68214 nodes.  
 

Instance 

Name 
# Elements 

# 

Nodes 

FLYWHEEL 57120 68214 

Table 3: discretisation of Flywheel 

 

 
Fig 7: total deformation                                                          fig 8: normal stress 
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5.1. Comparison of Results by Abaqus 
 

Material used 
 

Normal stress 
(Mpa) 

Total deformation 
(m) 

Test material 4.58e-01 8.29e-05 

Grey cast iron 44.07 5.3399*e-04 
 

 
Table 4: result comparisons 

 

VI. Conclusion 
                Thus we can conclude based on the work we carried out for a flywheel and the results what we got 

from design and analysis methods that for energy storage low density and high strength is required in turns 

stress and deformation should be low. So it is clear that, the existing grey cast iron flywheels are having more 

Stress and deformation whereas the test material is comparatively low.  Therefore the test material (aluminium 

MMC’s) can be used in flywheel for high energy storing purpose with low density and less mass.   
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I. Introduction 
At present, nano-sized materials have attracted much attention because of their unusual properties 

based on size-quantization effect and large surface area [1 - 3]. Nanosized nickel -oxide (NiO) is of great 

interest because it exhibits particular catalytic [4, 5], anomalous electronic [6- 8], and magnetic [9– 12] 

properties. NiO, as one of the relatively few metal oxides which exhibits p-type conductivity.  It is a stable wide 

band gap material and can be used as a transparent p-type semiconducting layer. Among transition metal oxides, 

nickel oxide (NiO) has been received considerable attention due to their wide range of applications in various 

fields, including catalysis [4, 5], electrochromic windows [13], and sensors [14]. The characteristic properties of 

nanosized NiO particles also enable to tailor the properties for a variety of applications. In the present study, 
pure and copper doped NiO nanoparticles were synthesized using chemical co-precipitation method and studied 

various properties like structural, compositional, morphological, luminescence and Raman studies.   

 

II. Experimental details 
All chemicals were of analytical reagent grade and were used without further purification. Pure and Cu 

doped NiO nanoparticles were prepared by chemical precipitation method. The reactants were NiCl2. 6H2O and 

CuSO4.5H2O. Ultrapure de-ionized water was used as the reaction medium in all the synthesis steps. In a typical 

synthesis, desired molar proportions of NiCl2. 6H2O and CuSO4.5H2O (0, 2, 4 and 6 at.%) each in 100 ml were 

dissolved in ultrapure de-ionized water and stirred for 30 minutes, NaOH solution was drop wisely added to the 
solution to adjust the pH value to 10. Stirring was continued for four hours to get fine precipitation. The 

obtained precipitate was washed with de-ionized water for several times. Finally, the powders were vacuum 

dried for 3 hours at 80 0C to obtain pure and Cu doped NiO nanoparticles.  

 

III. Characterization 
The X-ray diffraction patterns of the samples were collected on a Rigaku D X-ray diffractometer with 

the Cu-Kα radiation (λ=1.5406A°). Morphology and elemental composition of the prepared samples were 

analyzed through EDAX using Oxford Inca Penta FeTX3 EDS instrument attached to Carl Zeiss EVO MA 15 

scanning electron microscope. Photoluminescence spectra were recorded in the wavelength range of 400–600 
nm using PTI (Photon Technology International) Fluorimeter with a Xe-arc lamp of power 60 W and an 

excitation wavelength of 320 nm was used. Raman Spectroscopic studies of the as prepared samples were 

carried out using LabRam HR800 Raman Spectrometer. 

 

IV. Results and discussion 
 

4.1. Structural analysis by X-ray diffraction (XRD) 
The X-ray diffraction patterns for the Pure NiO and Cu doped nanoparticles are shown in Fig. 1. From 

the figure it is obvious that the peaks are indexed as (111), (200), (220), (311) and (222) planes at 2θ values 

37.39
o
, 43.45

o
, 62.98

 o
, 75.5

o
 and 79.49

o
 that correspond to face centered cubic structure of  NiO nanoparticles 

which are in consistent with the JCPDS (No. 47-1049) data. 

Abstract: Copper doped NiO nanoparticles were synthesized by chemical precipitation method and 

studied the structural, compositional, morphological, luminescence and optical properties using X-ray 

diffraction (XRD), Energy dispersive analysis of X-rays (EDAX), Scanning electron microscopy (SEM), 

PL Fluorimeter and High Resolution Raman spectroscopy. XRD studies confirm the fcc structure of the 

prepared samples. EDAX showed the effective doping of copper into NiO.  For pure NiO, PL peak was 

observed at 434 nm and an enhancement in the PL intensity was observed with increasing dopant 

concentration.  The Raman peak observed at 518 cm-1 confirms the  Ni-O bonds and no impurity peaks 

were observed due to dopant. 

Keywords: Cu-doped NiO, XRD, RAMAN, EDAX 
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Fig.1. XRD patterns of Pure and Cu doped NiO nanoparticles 

 

The average particle size of Pure and Cu doped NiO nanoparticles was calculated using Debye–

Scherrer’s equation [a] by determining the width of the (200) Bragg’s reflection. 

 

 

------------------ [a] 

 

Where, D is the average particle size and βhkl is full width at half maximum of XRD peak expressed in 

radians and θ is the position of the diffraction peak. 

 The average sizes of the particles prepared at different concentration of Pure NiO and Cu ( 2, 4 and 6 
at.%) doped NiO nanoparticles were of 76, 64, 52 and 60 nm, respectively hence the decrease in particle size 

with increasing doping concentration has predicted. Increase in particle size of Cu (6%) doped NiO 

nanoparicles, may be due to interactions between neighboring Cu-Cu ions. 

 

4.2. Compositional analysis 

The EDAX profile of prepared Pure and Cu (2, 4 and 6 at %) doped NiO nanoparticles are shown in 

Fig.2.  It is evident from the EDAX Spectra, no other elemental peaks other than Ni, O and Cu are observed 

except that only the elemental carbon arises due to adhesion of carbon tape on to the stud used in the analysis. 

The results confirm the effective doping of Cu into NiO. 
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Fig. 2. Representative EDS spectrum of prepared nanoparticles (a) Pure NiO, (b) Cu (2 at.%), 

 (c) Cu (4 at.%) and (d) Cu (6 at.%) 

 

4.3. Morphological studies 

The size and morphology of the Pure and Cu doped NiO nanoparticles were observed by SEM 

measurements. The SEM images of Pure and Cu(2, 4 and 6 at.%) doped NiO nanoparticles were shown in Fig. 

3(a), 3(b), 3(c) and 3(d) respectively. 

 

 
 

 
 

Fig. 3. SEM images of (a) Pure NiO and (b) Cu( 2 at. %), (c) Cu(4 at.%) and (d) Cu( 6 at.%) 

doped NiO nanoparticles 

 

 (a) (b) 

 (c)  (d) 
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The prepared NiO nanoparticles are more or less spherical and were found to be homogeneous and the 

particles are almost isolated with no substantial aggregation.  

 

4.4. Photo Luminescence 

Fig.  4  shows the  PL  spectra  of  Pure and Cu doped NiO  nanoparticles  under 320 nm  wavelength  

excitation  at  room  temperature. The NiO sample  with a  higher  crystallinity  and  a  larger  particle  size  

shows  a  stronger band-band  PL  emission  at  434  nm. 
 

 
Fig.4. PL spectra of (a) Pure NiO and (b) Cu( 2 at. %), (c) Cu(4 at.%) and (d) Cu( 6 at.%) doped NiO 

nanoparticles 
 

  The stronger the band-band PL intensity  of  NiO  nanoparticles,  the  higher  the  recombination  rate  

of  photoinduced electron-hole  pair.  The deeply trapped holes are more or less localized at  deep  traps,  exhibit  

a  lower  oxidizing  potential,  and  prefer  to react  with  physically adsorbed  substances  [15, 16]. Heat 

treatment may results in a slight deviation from NiO stoichiometry and the cation vacancy and/or interstitial 

oxygen trapping in the NiO lattice leads two shoulder peaks at 496 and 540 nm in green emission band 
confirmed presence of such defects in NiO lattice. Nickel vacancies can be produced due to the charge transfer 

between Ni2+and Ni3+ [17]. As seen in Fig.  4,  all  the  samples  showed  excitonic  PL  emission  band at 2.86  

eV  (434  nm) resulting  from  the  surface  oxygen  vacancies  of NiO  samples  [18].  Blue emissions in PL 

spectrum with a strong band centered at 434 confirmed the presence Cu doped NiO nanoparticles and no 

impurity peaks were observed [19]. PL intensity is enhanced with increasing dopant concentration and 

decreased for 6 at.% of Cu, because of the increment in the particle size. 

 

4.5. Raman studies 

Fig.5 shows the Raman spectra  of  Pure and Cu doped NiO nanoparticles. The Raman spectrum 

exhibited a strong, broad peak at 518 cm−1 due to the Ni- O stretching mode [20, 21]. 

From fig.5, it is clear that, no impurity peaks observed and with increasing dopant concentration, broad peak 
centered at 518cm-1 shifted towards higher wavelength side. 
 

 
Fig.5. Raman spectra  of (a) Pure NiO and (b) Cu( 2 at. %), (c) Cu(4 at.%) and (d) Cu( 6 at.%) 

doped NiO nanoparticles 



Synthesis and characterization of Cu doped NiO nanoparticles 

| IJMER | ISSN: 2249–6645 |                                 www.ijmer.com                                  | Vol. 4 | Iss. 6| June. 2014 | 66| 

V. Conclusions 
Pure and Cu doped NiO nanoparticles were prepared by chemical precipitation method using NiCl2. 

6H2O and CuSO4.5H2O as reactants. Structural, compositional, morphological, Luminescence and optical 

properties of the prepared samples were studied using X-ray diffraction, Energy dispersive spectroscopy, 
scanning electron microscopy (SEM), PTI Fluorimeter and High Resolution Raman spectroscopy. XRD studies 

confirmed the fcc structure of the prepared samples. EDAX spectra showed the effective doping of copper into 

NiO.  For pure NiO, PL peak was observed at 434 nm and an enhancement in the PL intensity was observed 

with increasing Copper concentration.  The Raman peak observed at 518 cm-1 confirms the Ni-O bonds and no 

impurity peaks were observed due to dopant incorporation. 
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I. Introduction 
The power consumption in a circuit can be decreased by reducing:  

•   Switching activity in the circuit  

•   Switching capacitance of each node  

•   Supply voltage  

•   Short-Circuit Current  

 

Let’s look at a PTL design: 

 
 

 

 

 

 

 

 

 
Fig 1 shows the PTL design 

 

This kind of PTL design is called the Single-Rail Pass-Transistor Logic (also called LEAP). Here, a 

basic AND/NAND function is implemented. The PMOS transistor which is connected opposite to the output 

inverter is called a bleeder transistor, which is used to pull the weak „1‟ arriving at the input of the inverter.  

Now, the advantage of PTL comes from the fact that it is best suitable to implement all the above 

power reduction techniques:  

1.  Switching activity in the circuit can be reduced by eliminating the glitches. This can be done by controlling 

the delays of each pass transistor (controlling the widths and lengths).  
2.  Switching capacitance of a node in the PTL will be less when compared to a node in the CMOS design. 

Due to the smaller size of the transistors in PTL implementation.  

•  The lengths of the transistors should be as small as possible, because increased lengths result in more 

IR
drop 

across the transistor.  

• The widths of transistors also should be small. It‟s because the improvement seen in the switching of that 

transistor will be subdued by the delay caused in the input, which is driving that wider gate.  

3.  Like the CMOS technologies, the supply voltage can be reduced at the cost of some increase in delay of the 

circuit.  

4.  There are fewer ground connections (only at the inverters) means fewer V
DD 

to GND connections during 

switching. So theoretically PTL implementation should draw least amount of short circuit power. 

 

 

 

 

 

Abstract: Power reduction is a serious concern now days. As the MOS devices are wide spread, there is 
high need for circuits which consume less power, mainly for portable devices which run on batteries, like 

Laptops and hand-held computers. The Pass-Transistor Logic (PTL) is a better way to implement circuits 

designed for low power applications. 

Keywords:  Pass-Transistor Logic (PTL), MOS devices, low power applications. 
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II. The Present Project 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

Fig 2 shows the Present Project Array & Cells structure 

 

Steps followed to create the final 32x32 bit CMOS design:  

1.  A full adder is designed at the behavioral level in VHDL.  

2.  A multi_cell is implemented using the full adder and “and” gate.  
3. The 32x32 bit multiplier is designed at the structural level using the „multi_cell‟ in VHDL.  

4. The generated 32x32 bit multiplier code is simulated in ModelSim to verify its functionality.  

5.  Then the 32x32 bit multiplier is synthesized using Leonardo for TSMC025 technology.  

6.  The synthesized model is imported into Design Architect.  

 

The critical path given by Leonardo for my design is:  

“Eldo” simulator which is a part of the Anacad&Mentor package is used for simulations at the transistor level. 

 

III. Implementations 
There are basically 3 implementations I have manually designed transistor by transistor:  

1.  Normal PTL single rail design.   

2.  Transmission gate based design show in fig 3 

3.  A new PTL design based on special XOR/XNOR gates )  

 

 
Fig 3 shows the implementation design pattern 
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All the implementations are working properly. Actually, I have implemented and simulated a full 4x4 

multiplier using the above transmission gate based design. The above design is robust w.r.t loads (has good 

Delay Vs Load characteristics). The waveforms are looking robust like the CMOS based design with reasonable 
delays. But, the Eldo is having problems with this implementation (not reporting the static power correctly). 

 

IV. Power Consumption And Delay 
 

 
Fig 4 shows the Power Consumption and Delay table 

 

Only 15 transistors are needed. The XOR design implemented in here will not produce a complete 

transition for 0, 0 inputs. It is considered that having smaller voltage swing will save dynamic power.  

Given below are the previously obtained results for a 0.35μm 4x4 multiplier based on the new PTL cell 

operating at 3.3V and 500 MHz. 
[2] 

(compared with other designs) 

 
V. Area Overhead 

Considering for each cell, the area consumed by CMOS is at least 4 times the area consumed by the 

PTL design. So if we consider a 32x32 bit multiplier a much higher saving in area can be expected from the 

PTL design. 
 

VI. Proposed Model 
There are two measures employed to overcome the draw backs in the conventional designs. Due to the 

presence of the large number of transistors in the discharge path the delay is high and also large power is 

consumed in power-up of the transistors. So, the number of nMOS transistors in the discharging path should be 

reduced. Also there is a need to increase the pull down strength when the input data=1. So there is a need to 

conditionally enhance the pull down strength when input data is “1.” This design inherits the upper part of the 

SCCER design. Transistor stacking design of ip-DCO in Figure 4.4 and SCCER in Figure 4.6, is replaced by 

removing the transistor N2 from the discharging path. Transistor N2 and N3 are connected in parallel to form a 
two-input pass transistor logic (PTL)-based AND. It controls the discharge of transistor N1.  

The input to the AND logic is always complementary to each other. As a result, the output node is kept 

at zero most of the time. There is a floating node when both input signals equal to “0”. But it doesn‟t provide 

any harm to the circuit performance. The critical circumstance occurs only when there is rising edges at the 

clock pulse. Transistors N2 and N3 are turned ON together in this case to pass a weak logic high to node. This 

weak pulse strength is enhanced by switching ON the transistor N1 by a time span equal to the delay provided 

by inverter I1. The switching power at node can be reduced due to a diminished voltage swing. Unlike the 

MHLLF design, where the discharge control signal is driven by a single transistor, parallel conduction of two 

nMOS transistors (N2 and N3) speeds up the operations of pulse generation. On designing the flip-flop in this 

way, the number of transistors in the discharging path can be reduced. This speeds up the pulse generation and 

hence delay is reduced. The area overhead is also reduced.The flip-flop using the conditional enhancement 
scheme is given in the Figure 3. 
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Fig 5. Simulation Waveform of HPTL 

 
 
 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

           Fig 6. Simulation Waveform of the Proposed Model 
 

Pulses that trigger discharging are generated only when there is a need, so unwanted circuit activity due 

to glitches can be avoided which reduces the overall power consumption. Pulse discharge can be made faster. 

The delay inverters which consume more power for stretching the pulse width are replaced by the PMOS 

transistors which enhances the pull down strength when there is a longer discharge path. Transistor sizes are 

also reduced to provide area and power saving. 
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The Waveforms   

 
 

VII. Lessons Learnt 
As there are no particular cell libraries for PTL designs. I had to manually create my own designs. The 

mistake I have done is instead of creating a single logic gate and fully optimizing it; I aggressively designed the 

entire multi_cell and tried to optimize the widths and lengths of that complex cell.  

So whenever we want to create a complex cell, first we should start with a basic gate, try to get the best 

optimized design and then go for the bigger one. 

 

VIII. Conclusion 
The area overhead of CMOS is at least 4 times more than the PTL. The power consumption is less in 

case of PTL compared to CMOS. A good PTL design needs a lot of astute trade-offs. In clock generation 

circuitry an AND function is removed and is replaced with a Pass Transistor logic based AND gate. Since in the 

PTL style AND gate the n-mos transistors are in parallel they consume less power and provide a faster discharge 

of the pulse. A software package called the TANNER EDA tools utilizing MOSIS 90nm technology is used for 

the study. The comparison of the Number of transistors used and the Average power consumed for 100% 

activity, 50% activity and 0% activity are done. The power consumed is for five cycles of operation. The power 

consumption shows a decreasing trend as the switching activities are reduced. From the above results it is clear 
that this type of design approach can be implemented in real space systems to increase the efficiency as well as 

to minimize the power consumption 
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I. INTRODUCTION 
India’s transport sector is large and diverse; it caters to the needs of 1.2 billion people. In 2007, the 

sector contributed about 5.5 percent to the nation’s GDP, with road transportation contributing the lion’s 

share. Good physical connectivity in the urban and rural areas is essential for economic growth. Since the early 

1990s, India's growing economy has witnessed a rise in demand for transport infrastructure and services. 

However, the sector has not been able to keep pace with rising demand and is proving to be a drag on the 

economy. Major improvements in the sector are required to support the country's continued economic growth 

and to reduce poverty. [1] 

This work represents a brief critical and analytical account of the development of the concept of 

exergy and of its applications to the society.  It  is  based  on  a careful  and consultation  of  a  very  large  

number  of  published  references  taken  from  archival  journals, technical  reports, lecture  series etc., 

considered first of its kind in India since there is no such study on energy and exergy utilizations for the 

transportation sub-sector of India. Furthermore, comparison of obtained results of energy and exergy 

efficiencies with other countries around the world is carried out. The results obtained are expected to yield 

useful data in developing ‘energy-security’ policy targeting towards sustainable development in the hands of 

energy policy makers of the country. 

 

II. THEORETICAL AND MATHEMATICAL FORMULATION OF EXERGY ANALYSIS 
 

2.1 The concept of exergy 

Exergy can be defined as a measure of maximum capacity of an energy system to perform useful work 

as it proceeds to a specified final state in equilibrium within the surroundings. In simple words, we can 

describe exergy as the ability to produce work. The available work that can be extracted from an energy source 

depends on the state of its surroundings. The greater the temperature differences between an energy source and 

its surroundings, the greater the capacity to extract work from the system. 

Exergy analysis permits many of the shortcomings of energy analysis to be overcome. Exergy analysis 

is based on the second law of thermodynamics, and is useful in identifying the causes, locations and 

magnitudes of process inefficiencies which are not revealed by energy analysis alone based on first law of 

thermodynamics. The exergy associated with an energy quantity is a quantitative assessment of its usefulness 

or quality. Exergy analysis acknowledges that, although energy cannot be created or destroyed, it can be 

degraded in quality, eventually reaching a state in which it is in complete equilibrium with the surroundings 

and hence of no further use for performing tasks. 

 

Abstract: The present article is dedicated for evaluating the transportation sector of India in terms of 

energetic and exergetic aspects. In this regard, energy and exergy utilization efficiencies during the 

period 2005-2011 are assessed based on real data obtained from Energy statistics of India. Sectoral 

energy and exergy analyses are conducted to study the variations of energy and exergy efficiencies, 

overall energy and exergy efficiencies for the entire sub-sector are found to be in the range of 21.30 to 

30.03%. When compared with other neighbouring countries, such as Saudi Arabia, Malaysia and Turkey, 

the Indian transport sector is the least efficient. Such difference is inevitable due to dissimilar transport 

structure in these countries. It is expected that that the results of this study will be helpful in developing 

highly useful and productive planning for future energy policies, especially for the transportation sector. 
This, in turn, will help achieve the ‘energy-security’ goal of the country. 
Keywords: Energy, Exergy, Efficiency, Sectoral energy use, Transport sector of India. 
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2.2 Energy and exergy values for commodities in macrosystems 

The exergy of an energy resource can for simplicity often be expressed as the product of its energy 

content and a quality factor (the exergy-to-energy ratio) for the energy resource. This value relates to the price 

of the material or resource, which is also partly defined by the environment through, for instance, demand. In 

assessments of regions and nations, the most common material flows often are hydrocarbon fuels at near 

ambient conditions. The physical exergy for such material flows is approximately zero, and the specific exergy 

reduces to the fuel specific chemical exergy exf, which can be written as: 

exf = γfHf                                                                                                                                                                                                                                               (1) 

where γf denotes the exergy grade function for the fuel, defined as the ratio of fuel chemical exergy to fuel 

higher heating value Hf . [2,3] 

 

Table-1 lists typical values of Hf , exf and γf for fuels typically encountered in regional and national 

assessments. The specific chemical exergy of a fuel at T0 and P0 is usually approximately equal to its higher 

heating value Hf. 
 

 Table-1: Properties of selected fuels.* 
 

Fuel Hf 

(kJ/kg) 

Chemical exergy (kJ/kg) γf 

Gasoline 47.849 47.394 0.99 

Natural gas 55,448 51,702 0.93 

Fuel oil 47,405 47,101 0.99 

Diesel 39,500 42,265 1.07 

Kerosene 46,117 45,897 0.99 

 

* For a reference-environment temperature of 25◦C, pressure of 1 atm and chemical composition as defined in 

the text.  Source: Reistad (1975). [4] 

 

2.3 The reference environment for macrosystems 

The reference environment used in many assessments of macrosystems is based on the model of 

Gaggioli and Petit (1977), which has a temperature T0=25◦C, pressureP0=1 atm and a chemical composition 

consisting of air saturated with water vapor, and the following condensed phases at 25◦C and 1 atm: water 

(H2O), gypsum (CaSO4·2H2O) and limestone (CaCO3). This reference-environment model is used in this 

chapter, but with a temperature of 10◦C. [3, 5] 

 

2.4 Efficiencies for devices in macrosystems 

Energy η and exergy ψ efficiencies for the principal processes in macrosystems are usually based on 

standard definitions: 

η = (Energy in products) / (Total energy input)                                                                                                    

(2) 

ψ = (Exergy in products) / (Total exergy input)                                                                                                    

(3) 

Exergy efficiencies can often be written as a function of the corresponding energy efficiencies by assuming the 

energy grade function γf to be unity, which is commonly valid for typically encountered fuels (kerosene, 

gasoline, diesel and natural gas). 

 

Heating 

Electric and fossil fuel heating processes are taken to generate product heat Qp at a constant temperature Tp, 

either from electrical energy We or fuel mass mf . The efficiencies for electrical heating are 

ηh,e = Qp/We                                                                                                                                                          

(4) 

 

and 

 

ψh,e = Ex
Qp/Ex

We = (1 − T0/Tp)Qp/We 
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Combining these expressions yields 

 

ψh,e = (1 − T0/Tp)ηh,e                                                                                                                                             

(5) 

 

For fuel heating, these efficiencies are 

 

ηh,f = Qp/mfHf     

                                                                                                                                                                              

(6) 

and 

 

ψh,f = ExQp/mf exf 

 

or 

 

ψh,f = (1 − T0/Tp)Qp / (mfγfHf ) ≈ (1 − T0/Tp)ηh,f                                                                                                    

(7) 

 

where double subscripts indicate processes in which the quantity represented by the first subscript is produced 

by the quantity represented by the second, e.g., the double subscript h,e means heating with electricity. 

 

Cooling 

The efficiencies for electric cooling are 

 

ηc,e = Qp / We                                                                                                                                                         

(8) 

 

ψc,e = ExQp / ExWe = (1 − T0 / Tp) Qp / We                                                                                                              

(9) 

 

or 

 

ψc,e = (1 − T0 / Tp) ηc,e                                                                                                                                       

(10) 

  

Work production 

Electric and fossil fuel work production processes produce shaft work W. The efficiencies for shaft work 

production from electricity are 

 

ηm,e = W / We                                                                                                                                                 

(11) 

 

ψm,e = ExW / ExWe
 = W / We = ηm,e                                                                                                                      

(12) 

For fuel-based work production, these efficiencies are 

 

ηm,f = W / mf Hf                                                                                                                                                   

(13) 

 

ψm,f = ExW / mf exf = W/mf γf Hf  ≈  ηm,f                                                                                                               

(14) 

 

Electricity generation 

The efficiencies for electricity generation from fuel are 
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ηe,f = We / mfHf                                                                                                                                                    

(15) 

 

ψe,f = Ex
We 

/mf exf = We/mf γf Hf ≈ ηe,f                                                                                                                 

(16) 

 

Kinetic energy production 

The efficiencies for the fossil fuel-driven kinetic energy production processes, which occur in some devices in 

the transportation sector (e.g., turbojet engines and rockets) and which produce a change in kinetic energy Δke 

in a stream of matter ms, are as follows: 

ηke,f = ms Δkes / mfHf                                                                                                                                            

(17) 

 

ψke,f = ms Δkes / mf exf = ms Δkes / mf γf Hf ≈ ηke,f                                                                                        

(18) 

 

 

III. METHODOLOGY AND DATA SOURCES 
 

3.1 Analysis of the Transportation Sector 

Energy and exergy utilization in the transportation sector is evaluated and analyzed. The 

transportation sector in India is composed of mainly International aviation, Domestic aviation, Pipeline 

transport, Roadways and Railways which uses mainly 3 types of fuels, viz. High speed diesel oil (HSDO), Light 

diesel oil (LDO) and Furnace oil (FO). Another type of fuel that is used is Low sulphur heavy stock oil, 

however this fuel has not been considered as it has no contribution in the transportation sector. 

Mean energy and exergy efficiencies are calculated by multiplying the energy used in each mode by 

the corresponding efficiency. Then, these values are added to obtain the overall efficiency of the transportation 

sector. 

 

3.2 Energy efficiencies for the transportation sector 
Table-2 provides energy efficiencies for the various types of fuels in the modes of transportation. 

These values are based on average U.S devices. They seem to represent the general nature of the devices and 

are assumed to represent the Indian devices in absence of any other more accurate data. Since, vehicles 

generally are not operated at full load; a distinction is made between rated load (full load) efficiencies and 

estimated operating load (part load) efficiencies. [4] 

 
Table-2:  Efficiencies for the Transport Sector (Process and operating data) [2]  

 

Fuel/Petroleum product Rated Load/Efficiency 

(%) 

Estimated Operating 

Load/Efficiency (%) 

High speed diesel oil 28 22 

Light diesel oil 28 22 

Fuel oil - 15 

 

3.3 Data sources 

Amount of fuel consumption by different machineries used in the transportation activities are 

collected from Energy statistics of India 2013 and presented  in Table-3. 

 

Table-3:  Energy consumption data for Transport Sector in India for 2005-2011. [1] 
 

Year Petroleum Product Consumption        

(‘000 tonnes) 

2005 High speed diesel oil 4264 

Light diesel oil 52 

Fuel oil 478 



An Application of Energy and Exergy Analysis of Transport Sector of India 

| IJMER | ISSN: 2249–6645 |                                 www.ijmer.com                                  | Vol. 4 | Iss. 6| June. 2014 | 11| 

2006 High speed diesel oil 4316 

Light diesel oil 53 

Fuel oil 502 

2007 High speed diesel oil 5003 

Light diesel oil 35 

Fuel oil 315 

2008 High speed diesel oil 5292 

Light diesel oil 15 

Fuel oil 469 

2009 High speed diesel oil 5365 

Light diesel oil 6 

Fuel oil 560 

2010 High speed diesel oil 5416 

Light diesel oil 5 

Fuel oil 780 

2011 High speed diesel oil 5528 

Light diesel oil 3 

Fuel oil 371 

 

3.4 Steps and procedures for energy and exergy analysis 

Energy and exergy efficiencies were determined using (2) and (3) considering grade function as unity. 

The overall energy efficiency can be easily found by dividing total energy produced by total input energy. [3] 

The overall weighted mean was obtained for the energy and exergy efficiencies for the fossil fuel processes as 

well. Weighing factors are the ratio of energy input of each of the fuels to the total input energy of this sector. 

The device exergy efficiencies are evaluated using data for the years 2005– 2011. Energy and exergy 

efficiencies were then used to calculate the overall energy and exergy efficiencies of this sector. 

 

Table-4: Energy consumption data for Transport Sector in India for 2005-2011. [1, 2] 
 

 

 

Year 

 

Petroleum 

Product 

 

Consumption 

(‘000 tonnes) 

Energy Consumption Energy Efficiency 

PJ % Rated   

Load 
Estimated 

Operating 

Load 

2005 High speed 

diesel oil 
4264 178.53 88.67 28 22 

Light diesel 

oil 
52 2.81 1.4 28 22 

Fuel oil 478 20 9.93 - 15 

2006 High speed 

diesel oil 
4316 180.71 88.61 28 22 

Light diesel 

oil 
53 2.22 1.09 28 22 
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Fuel oil 502 21 10.3 - 15 

2007 High speed 

diesel oil 
5003 209.47 93.46 28 22 

Light diesel 

oil 
35 1.46 0.64 28 22 

Fuel oil 315 13.19 5.9 - 15 

2008 High speed 

diesel oil 
5292 221.58 91.61 28 22 

Light diesel 

oil 
15 0.63 0.26 28 22 

Fuel oil 469 19.64 8.13 - 15 

2009 High speed 

diesel oil 
5365 224.63 90.45 28 22 

Light diesel 

oil 
6 0.25 0.11 28 22 

Fuel oil 560 23.45 9.44 - 15 

2010 High speed 

diesel oil 
5416 226.77 87.34 28 22 

Light diesel 

oil 
5 0.21 0.08 28 22 

Fuel oil 780 32.66 12.58 - 15 

2011 High speed 

diesel oil 
5528 231.46 93.66 28 22 

Light diesel 

oil 
3 0.125 0.06 28 22 

Fuel oil 371 15.53 6.28 - 15 

 

IV. Data Analysis, Results And Discussions 
 

4.1 Mean and overall energy efficiencies 

Generally, the overall or mean weighted energy efficiency is determined by dividing the total energy 

produced by the total energy output. In this problem, all the fuels have the same part loads. Using the part load 

efficiency, weighted mean energy efficiency of every fuel can be found. Based on the data listed in Table-4, the 

weighted mean energy efficiency for the transport sector in the year 2010, e.g., is calculated using equation: η0 

=  η HSDO + 

 η LDO+ η FO. 

 

η0  = (0.8734 x 22) + (0.0008 x 22) + (0.1258 x 15) = 21.119% ≈ 21.12% 
 

4.2 Mean and overall exergy efficiencies 

Before evaluating the overall mean exergy efficiencies for the transportation sector, it is noted that the 

outputs of transportation devices are in the form of kinetic energy (shaft work). The exergy associated with 

shaft work (W) is by definition equal to the energy. 

 

i.e: ExW = W 

 

Thus, for electrical shaft work production, the energy and exergy efficiencies of transportation devices can be 

shown to be identical. 

 

ηm,e = W / We 

 

ψm,e = Exw / ExWe = W / We = ηm,e 
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ψm,e = ηm,e 

 

For fossil fueled shaft work production in transportation devices, the exergy efficiency can be shown to be 

similar to the energy efficiency: 

 

ηm,f  = W/mf.Hf 

 

ψm,f = Exw/ mf.Hf.γf 

 

When γf is unity (as is often assumed for most fuels). [Rosen, 1992]. [6] 

 

ψm,f = ηm,f   

 

Hence, η0 = ψ0 

 

Thus, the overall mean exergy efficiencies for the transportation sector are equal to the overall mean energy 

efficiencies. 

 

Based on the data listed in Table-4, the weighted mean energy efficiency for the transport sector in the year 

2010, e.g., is calculated using equation: ψ0 =  ψ HSDO + ψ LDO+ ψ FO. 

 

Ψ0  = (0.8734 x 22) + (0.0008 x 22) + (0.1258 x 15) = 21.119% ≈ 21.12% 

 

 
Fig. 1 Overall mean energy and exergy efficiencies for the transport sector for 2005-2011 

 

4.3 Comparison with other countries 

Sector and overall energy and exergy efficiencies for India, Saudi Arabia, Malaysia and Turkey are 

compared. The comparison is based on previous studies, and the data used is for the year 1993 for Saudi 

Arabia and Turkey and 2005 for India and Malaysia. The efficiencies differ slightly, but the main trends 

described earlier in this section regarding the differences between energy and exergy efficiencies are exhibited 

by each country. 
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Fig. 2: Comparison of overall energy and exergy efficiencies for the industrial sector of India, Saudi Arabia, 

Malaysia and Turkey. [1, 2] 

 

When compared with other neighboring countries, such as Saudi Arabia and Malaysia, the transport 

sector  is less efficient. Such difference is inevitable due to dissimilar structure of the modes of transportation 

in these countries. It is expected that that the results of this study will be helpful in developing highly 

applicable  and productive planning for future energy policies, especially for the Residential, Agricultural , 

Public and private and Utility sectors. 

 

V. CONCLUSION 
In summary, it can be said that the potential usefulness of exergy analysis in sectoral energy 

utilization is substantial and that the role of exergy in energy policy making activities is crucial. The results of 

exergy analyses of processes and systems have direct implications on application decisions and on research and 

development (R&D) directions. Further, exergy analyses more than energy analyses provide insights into the 

best directions for R&D effort.  The overall mean energy efficiency and the overall mean exergy efficiency in 

the Indian transportation sector for the period 2005-2011 is 22.55%. This study also shows that airway 

transportation contribution should be increased to improve the overall energy and exergy efficiencies of the 

Indian transport sector. It is very necessary in the light of the results of this work that Indian policy makers 

review the issue of mass importation of used vehicles into the country. All efforts should also be made to ease 

air transportation and make it affordable for Indians. The Indian railway system should also be resuscitated for 

cheap and affordable transportation of goods and passengers. 
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I. INTRODUCTION 
The problem of expansive soils is one of the most well known geotechnical problems that was studied 

and researched by a lot of geotechnical researchers. This problem was not recognized by soil engineers until 

1930, the increasingly extensive use of concrete slab on ground construction after 1940, has further increased 

the damage to structures caused by expansive soils. Since the last six decades there was a world wide interest in 

expansive clay and shale's. The application of electrical measurements to evaluate engineering properties of 

soils has gained a wide, promising field of research in recent years. Conductivity of direct current was the first 

attempt used to characterize the pore structure of electrically non-conducting particles. In the last decades there 

is a great demand towards using special techniques and apparatuses for measuring the soil properties in situ. The 

electrical geophysical methods is one of these techniques which allow rapid measurement of soil electrical 

properties , such as resistivity , electrical conductivity and potential  directly from soil surface to any depth 
without soil disturbance . Some in-situ electrical geophysical methods were used to evaluate temperature, water 

content and structure of soils. These methods are not commonly applied in soil studies mainly due to three 

reasons. Firstly, the equipment for geophysical methods of vertical four-electrode profiling, electrical sounding, 

ground-penetrating radar, etc. manufactured is suited only for exploration of deep geological profiles.  

Therefore, the distributions of electrical properties in shallow  (0 – 5 m) soil profiles usually cannot be measured 

with such equipment. The methods need to be modified for soil investigations. Secondly, the theory about nature 

of development and distribution of soil electric field, which parameters is measured with the electrical 

geophysical methods, is still being developed. Finally, the in-situ measurements of electrical parameters need a 

specific calibration in every study to be reliable to evaluate different soil properties. Nowadays only the 

methodologies of four-electrode probe and electromagnetic induction method for application on saline soils are 

well developed. This dissertation includes broad material on applications of methodologies of four-electrode 
probe in soil studies. 

 

 

 

 

 

Abstract: Expansive soil creates problems for structures built on it due to its high swelling and 

shrinkage characteristics. Easy and quick methods instead of using traditional methods such as 

drilling and taking probes which are difficult to carry out, For long time, there is a great demand on 

using the geophysical methods and small, easy, and modern apparatus as to measure the soil 

characteristics in the field. The electrical resistivity method is considered one of these methods which 

measure directly soil properties from the ground surface level to any depth. In this investigation a 

resistivity field survey for a site using an electrical resistivity apparatus with eleven holes logs was 

performed. Research program has been conducted on specimens obtained by mixing commercial 

bentonite was added to clayey soil to produce sample with different swelling potential. Many 

correlations between electrical resistivity were determines with each of the following properties of 
soil: optimum moisture content, maximum dry density, Attreberge limits, swelling pressure, and 

swelling potential. Linear correlations between different bentonite ratios with electrical resistivity 

were made. Correlations between different bentonite ratios and the soil properties previously 

mentioned were conducted, finally, linear correlations between different soil properties at different 

bentonite ratios.  

Keywords:  Expansive soil, electrical resistivity, bentonite, electrode. 
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II. EXPERIMENTAL WORK 
 

2.1.   Sample Preparation 

Clay-bentonite mixture was prepared using clayey soil from a site, commercial bentonite (Betomid O C 

M a Brand D.F.C.P.4 produced by Egypt Mining & Drilling Chemical Company). Undisturbed sample from site 

were coated with wax and delivered directly to the laboratory.  Natural soil was oven dried for 24 hours at 100 

to 1050C. It was sieved on sieve No.4, then different bentonite ratios (10%-100%) were added and mixed in the 
dry condition using an electric mixer for at least 15 minutes to ensure that the soil mixture becomes 

homogeneous and of uniform in color. Different soil laboratory tests were then performed on that mixture. 

Prepared clay-bentonite mixture was then put into transparent plastic box as shown in Fig. (1). the transparent 

plastic was tested in the field, therefore was chosen to bear the sample and to keep its contents. In addition, it 

doesn't obstruct the sent wave from the apparatus or affect on the current.  

 

2.2.   Electrical Resistivity Apparatus 

Eleven vertical electrical sounding were conducted in location by using wenner configuration 

techniques. Earth resistivity meter called TELLUROHM C. A2, Was used in this work. The TELLUROHM C. 

A2 is a work site instrument designed for earth resistance and soil resistivity measurements. Especially since it 

suited to measurements in difficult conditions such as when there are stray voltages present, high telluric 

currents and high value of auxiliary plate resistances.  
Steel electrodes (40 cm long and 1.2 cm diameter each) were used for transmitting current and potential 

into the ground. To provide good electrical contact with the ground, it was necessary to use water around the 

electrodes. The electrodes were inserted into the ground to a depth which ensured a true contact between the 

electrode and the surface medium. Single conductor and low electrical resistance, 0.75mm2 wirers mounts on 

plastic reels were used. For the potential lines, two reels were used each of which has about 50 meters of wires. 

For the current lines, other two reels, each has 100 meters of wires been utilized. The field instruments and 

equipment are shown in Fig (2), 

To enable these measurements, a wenner array of point electrodes was applied. The wenner array 

configuration applied to this survey is the most commonly used point – electrode surveying system. This method 

allows lateral and vertical sampling of apparent resistivity to be taken within the array. The lateral sampling 

collects measurements from a point mid array, which is at a depth of half that of the electrode spacing (a). 
In this technique four electrodes are fixed in the earth, two for the potential and the others for the current. The 

distances between each one of them (a) are equal. The measurements at each station were carried in successive 

rate and increased continuously depends on the desired depth. 

 

1.3   Procedure 

At first, a hole was made in the ground by 1m width, 1.5m length and 90cm depth. The depth and the 

length were chosen according to the distance between the electrodes (a). This distance equals the required depth. 

To allow to the sent waves from the apparatus to the model, the model should be in the center of the hole. The 

model shouldn't be less than 80cm height, the length and the width of the model shouldn’t be less than 20cm. the 

model with dimension 80 x 20 x 20 cm was chosen, the width of the hole shouldn’t be less than the width of the 

model. Therefore, it was chose to be 1m in this research to facilitate the digging process. After that, the model 

with specimen was put inside in the center of the hole. To flatten the hole to the ground surface, the model axes 
was had by string to the hole to guarantee passing the sent waves from the apparatus to the specimen. After 

flatting the ground, the two electrodes (C and D) was put one on the left 25cm away from the center, the other 

on the right 25cm away from the center as shown in Fig (3). The sent wave from the electrode (C and D) passes 

15cm below the top of the model because we had left 10cm between the ground surface and the top of the 

model. This distance (10 + 15 ) represents the whole depth of the wave between electrode ( C and D ).after that, 

the electrodes (A and B ) was put, to get the required depth of the average wave (50cm ), the electrode (C ) was 

put at 50 cm away from electrode (A ) and the same went the electrode (B ) and ( D ).The sent wave from 

electrode (A) and (B) passes 15cm above the bottom of the model. As result, the distance between the two sent 

waves is 50cm which equals the required depth. However, the obtained reading (R) from the apparatus is the 

bisection wave to the two waves from electrodes (C to D and A to B). The bisection wave passes through the 

center of the model, 50cm away from the ground surface, and the sent wave is measured from the point of 
connection between the electrode and the ground surface and not from the end of the electrode underground. 

Next, the electrodes was connect to the apparatus by gave along press-on power button. Then the same method 

was applied on all the other specimens which were mentioned before. This formula was applied to get the 

electrical resistivity value: 

 

ρ = 2πR a 
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Where:  

ρ = electrical resistivity         ,     R = reading from apparatus                ,            a = required depth 

 
Finally, correlations were mad between the electrical resistivity with some soil properties determined in the 

laboratory. 

                             
Fig (1): Transparent Plastic Box 
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Fig (2): Parts of Apparatus Used in Field Survey 

 
Fig (3): Configuration Array in the Field 

 

III. RESULTS AND ANALYSIS 
In this section experimental results of to all testes carried out in this investigation are presented. 

Discussion and analysis of these results is also given. Correlation between the measured electrical resistivity 

value and its corresponding measured laboratory soil properties at different bentonite ratios are presented. This 

linear correlation may be used to determine different soil parameters on site as shown in the following. 

 

3.1   Liquid Limit 

 

 
 

Fig (4): Correlation between Electrical Resistivity and Liquid Limit at Different Bentonite Ratios 

            

Fig (4) shows the relationship between laboratory measured liquid limit, L.L and field measured 

electrical resistivity, ρ. Regression analysis of this relationship provided a linear correlation between electrical 

resistivity and liquid limit as follows:  

 

ρ = - 0.0159 L.L + 7.893                              (2) 
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3.2    Plastic Limit 

 
 

Fig (5): Correlation between Electrical Resistivity and Plastic Limit at Different Bentonite Ratios 

 

Fig (5) shows the relationship between laboratory measured liquid limit, L.L and field measured 

electrical resistivity, ρ. Regression analysis of this relationship provided a linear correlation between electrical 

resistivity and Plastic limit as follows:  

ρ = - 0.4117 P.L + 17.629                           (3) 

 

3.3.  Shrinkage Limit 
 

 
 

Fig (6): Correlation between Electrical Resistivity and Shrinkage Limit at Different Bentonite Ratios 

 

Fig (6) Shows the relationship between laboratory measured shrinkage limit, S.L and field measured 

electrical resistivity, ρ. Regression analysis of this relationship provided a linear correlation between electrical 

resistivity and Shrinkage limit as follows:  

ρ = 0.5499 S.L - 3.076                               (4) 
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3.4.  Swelling Pressure 
 

 
 

Fig (7): Correlation between Electrical Resistivity and Swelling Pressure at Different Bentonite Ratios. 

 

Fig (7) shows the relationship between laboratory measured swelling pressure, (Psw) and field measured 

electrical resistivity, ρ. Regression analysis of this relationship provided a linear correlation between electrical 

resistivity and liquid limit as follows:  
= - 0.4258ρ + 3.4854                            (5)                                     Psw 

3.5.   Maximum Dry Density 
 

 
 

    Fig (8): Correlation between Electrical Resistivity and Maximum Dry Density at Different Bentonite Ratios. 

 

Fig (8) shows the relationship between laboratory measured maximum dry density and field measured 
electrical resistivity, ρ. Regression analysis of this relationship provided a linear correlation between electrical 

resistivity and maximum dry density as follows:  

 

ρ = 13.85 γdmax - 15.579                          (6) 
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IV. CONCLUSIONS 
Different properties of clay-bentonite mixture were estimated using an electrical resistivity apparatus.  

With eleven holes logs were performed. Many correlations between electrical resistivity were determines with 

the results showed that for the soil used linear correlation between electrical resistivity and different soil 

properties. This may provide a direct method of estimating these properties on site. However further 

investigation on a wide variety of soil is needed to verify the included correlation.  

 

REFERENCES 
[1]  Abu-Hassanein, Zeyad S., (1996), “Electrical Resistivity of Compacted Clays”. Journal of Geotechnical Engineering, 

Vol. 122, No. 5,p.p.397-406. 
[2]  Abu zeid, M. M., (2009),”Evaluation of Expansive Soil Properties by Electrical Resistivity”, A Thesis    Submitted 

for the Degree of Master of Science in Civil Engineering, Minia University, Egypt,  
[3]  Amgad. E. S, (2005). “Correlations between the Electrical Resistivity and Some Properties of Clayey Soil” Thesis 

submitted for the degree of Master of Science in Civil Engineering, faculty of Engineering, Minia University. 
[4]  Bertin J., (1976). “Experimental and Theoretical Aspects of IP”. Vol.1.Presentation and Application of the IP 

Method-Case Histories. Gebruder Borntraeger, Berlin, P.P.250. 

[5]  Campanella R.G. and Weemees I.(1990),“ Development and Use of an Electrical Resistivity Cone for Groundwater 
Contamination Studies ”. Canadian Geotechnical Journal, Vol. 27, p.p. 557-590. 

[6]  Jeffery J. Roberts and Wildenschild, D., (2004), ”Electrical Properties of Sand–Clay Mixtures Containing 
Trichloroethylene and Ethanol”,  Journal of Envioronmental & Engineering Geophysics , March, Volume 9, Issue 1. 

[7]  Wildenschild, D., Roberts, J.J., and Carlberg, E.D., (1999), ”Influence of microstructural properties on geophysical 
measurements in sand–clay mixtures”,  Symposium on the Application of Geophysics to Engineering and 
Environmental Problems.. 

[8]  Wildenschild, D., Roberts, J.J., and Carlberg, E.D., (2000), ”Electrical properties of sand–clay mixtures: The effect 

of  microstructure”, Geophys. Res. Lett., 27, 3085–3089.  2000 
[9]  Kalinski R.J. and Kelly w.e., (1994),“Electrical Resistivity Measurements For Evaluating Compacted soil Liners”. 

Journal of Geotechnical Engineering, Vol. 120, No. 2,Feb., p.p. 451-457. 

 



International 

OPEN      ACCESS                                                                                               Journal 
Of Modern Engineering Research (IJMER) 

 

| IJMER | ISSN: 2249–6645 |                                 www.ijmer.com                                  | Vol. 4 | Iss. 6| June. 2014 | 23| 

Investigation for Spatial and Physical Factors of Open Areas in 

Residential Complex of Apadana Regarding the Relationship 

Improvement between Internal and External Residential Areas 
 

Hadiseh Baghi
1
, Mohammad Reza Namdari

2 

1 M.Sc. Student , Department of Environmental Design Engineering, College of Environment and Energy, 

Tehran Science and Research Branch, Islamic Azad University, Tehran, Iran 
2Department of Architecture, Faculty of Art &Architecture, University of Science & Culture, Tehran, Iran 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

I. Introduction 
It’s perhaps can’t clearly be expressed that RC is a function emerged in 20th century within cities, but 

obviously this function has changed during that era such that resulted in creation of new and different concept 

within architectural functions field (Lai, 2011; Glaeser et al, 2006). Undoubtedly, life quality in bulky, 

overpopulated and monotonous complexesnot only accompanied sense of alienationfor Eastern people (who 

used to live in houses with a yard, vast balconies, and luminous area)but also for all residents of cities 

habituating for the first time in these complexes (Smith, 2014; Gkartzios& Scott, 2013).They are products of 
living in 20th century based cities. They basically have been unimaginable prior to fast overpopulation, industrial 

revolution, rural migrations to urban areas, increasing prices of lands and dwellings,mass production and 

prefabrication. They were inevitable to live inside after world war particularly during mid- decades of 20th 

century (renovations after World War II) (Hong et al, 2014). For this, what is considered as superiority criterion 

for complex design compared to others is nothing more than accomplishment rate of each design to decrease this 

sense of alienation and increase ownership feeling and restoration of individual characteristic of each residential 

unit.Since residential open areas are parts of artifact environment occupying the volume between constructed 

framework and can be composed of natural and artificial elements with beautiful, fascinating and desirable view 

(Anderson, 2013; Hennessy &Patterson, 2012). They make fixation drawing the attention of people and 

environment vivacity. Open areas of RCs are can meet users’ demands and play a role creating a desirable 

residential area (Atkinson-Palombo, 2010). Thus, here we practice to evaluate open areas spatial and Physical 
factors within RCs (Mortensen et al, 2014). 

 

II. Residential open area (ROA) and its Physical and Spatial elements 
Residential open areas (ROAs) are referred to one or more organized, ordered and arrayed areas located 

among constructed residential surfaces and make a basis for human activities and behaviors. Open area 

designing is the art of combining open area to behavioral mass, human memorials, and citizens’ impression out 

of their living environment (Cerón-Palma et al, 2013). ROA within urban elements hierarchal is a barrier 

between private (house) and public (urban open area) areas and form separation line between these two as a 

Abstract: Residential open area provides light, internal spaces brightness and natural ventilation as 

well as is considered as an opportunity of more relation with nature and a place for social interactions. 

It’s an opportunity to promote performance of internal space and relationship to external one 

regarding limitations of internal space of residential units. Therefore, revision and recognition of status 

quo of open area predisposes more conscious design for open areas and landscapes of residential 

areas. Since open areas in residential complexes (RCs) can respond crucial demands of users and play 

a major role creating desirable residential area. Therefore, we practiced here to evaluate spatial and 
Physical factors for open areas in ApadanaRCin order to improve life quality within RCs. The method 

for this paper is survey and is of explanatory- analysis kind. 325 resident household were randomly 

sampled. Results were analyzed using descriptive and perceptive statistics. SPSS 18.0 was applied to all 

analyses. Data analyses indicated that 50% of studied units evaluated the quality of open area as 

moderate, 48.8% desirable and 0.6% undesirable in Apadana RCs. Finally, certain suggestions have 

been offered in order to expand these areas qualitatively and quantitatively emphasizing spatial and 

Physical factors and relationship between internal and external areas.  

Keyword: Residential Complex, Open Space, Physical and Spatial Factors, Apadana. 
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transmission and middle area. It also allows for both physical and psychological movement through public and 

private areas (Chaskin et al, 2013).Spatial and Physical  elements of these areas are including sidewalks, motor 

ways, landscape, playgrounds and etc. whose design and array should be performed observing stability 

principles and ecological planning in addition to general design of the area (Temelová & Slezáková, 2014; 

Mattingly, 2012).  

 

III. Necessity and significance of within RCs 
Dimensions of residential units internal areas in general and especially for certain classes of the society 

tends to incline. Most of current life needs aren’t met within limited private space of residential units and 

naturally overflows out of this space (Ibem & Amole, 2013). Then the semiprivate, semipublic and public 

spaces become significant and seriously applied. Since activities are performed within open areas, diverse 

activities may be allowed to emerge creating desirable spaces resulting in residential areas vivacity (Sengupta, 

2010). Certain advantages of application of residential open areas are: 

1. Securing them via bodies by creating sanctum, hierarchal and climatic circumstances preservation 

2. Increasing social interactions and recent constructions mixed to traditional identity and stable pattern 

3. Enjoying reasonable level of leisure time facilities, traffic and other urban services fit to RC 

4. Establishing Physical  relationship through domiciles and their surrounding contexts and their direct effects 

on RCs view 

 

Examples of applying patterns of internal and external areas combined to each other within RCs 

1. Karow residential complex in north eastern Berlin 

Design for RC of North Karow by Charles Moor and his colleagues contain 500 residential 

units(Dutton,2000). Open areas of RCs created by building bodies are significant ones that are being included in 

a series of vacant and occupied spaces forming whole city. Open areas have been created with identity and 

correspond to its performance when combining closed and open areas. It’s clear that private sanctum for 

residential units are being created through combination of building masses and open areas. Private pen areas 

and/ or public paths have been constructed using building bodies within this design (Fig. 1). 
 

 
Figure 1. The pattern mix of open and closed spaces, a residential town of Karow in the northeast of Berlin 

(Dutton, 2000) 

 

2. RCs onLos Angles, Playavistain of US 

Moor and his colleagues have provided another plan related to Playavista of LA including 11750 

residential units within which business, administrative, education and open areas are placed in residential 

context so that residents have access to them easily (Fig. 2). Designer had noticed hierarchy of open areas 

formed by building constructions from one hand, constructions visual highlight to signify open areas on the 

other hand(Ojeda,2004). 
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Figure 2. The pattern mix of open and closed spaces and residential complexes in the city of Los Angeles, 

Playavysta 

 

3. RCs of Savigney Le Tempel in Senart of France 

As a medium heighted and high density project, AlianSrafti has designed 88 residential units for low 

income classes on the corner of Pairsurban and suburb areas. The street has been changed to a public element 

that exhibits residents’ diversity through highly diverse visual experiences (Fig. 3). It also provides an 

opportunity to show personal interests in public places leading to collective identity expansion (Goodman, 

2003).  
 

 
Figure 3. Residential of Savigney Le Tempel in Senart of France 

 

IV. Case study 
Apadana complex located at west of Tehran, region 5. The area is 304.407 m. It’s bounded to Sheykh 

Fazllolah highway on the north, Ekbatan 3rd phase on the northwest, 1st Bime lane on the southwest, and from 

south to south west to barren lands of Fakoori and Apadana (belonging to ministry of defence). All buildings of 

the complex include 2901 residential unit having 2 or 3 bedrooms and divided to 6 phases (Table 1). 
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Table 1.The town units based on phase, block and entrance 

Phase Block Entrance Units 

1 
2 

3 

4 

5 

6 

8 
8 

7 

8 

8 

7 

28 
30 

27 

30 

30 

24 

488 
510 

459 

512 

512 

420 

Sum 46 169 2901 

 

Apadana complex is one of the wealthiest districts of Tehran regarding landscapes. An area 

approximately 8 m width along with concrete walls has been tree planted all around the complex.  Inside the 

complex, the space between blocks and cement pavements is decorated with lawn, flowers, trees and shrubs. 

Therefore, the area can be as a big park for residents.  

 

V. Research Method 

This research is of explanatory- analysis survey kind. 328 households of Apadana complex were 

sampled based on Kukran formulation. Questionnaire and interviews containing closed items and checklist were 
applied to collect observations. Field and physical observations, taking photos and pictures of different areas 

includeother sections of data collection system. Data analysis was performed using explanatory and perceptive 

statistics. The relationship between certain demographic qualities and respondents scores was investigated 

applying X2 test. SPSS 18.0 software was applied to all statistical analysis. The relationship among ranked data 

was evaluated via Friedman and Wilcoxon test. Study samples were households whose habitation exceeds one 

year. Questionnaires consist of two sections: social- personal characteristics and evaluation of quality of open 

areas in Apadana RCs. Respondents answered the items using five point Likert scale with (5) “I completely 

agree”; (4) “I agree; (3) “I have no idea”; (2)“I disagree”; and (1); I completely disagree”. The consistency of 

data collection instruments was obtained 0/86 using internal consistency method. A questionnaire wasfirst 

devised through library studies, reviewing sources related to research subject including book, performed papers 

and researches and then 12 experts and specialists investigated and valuated items.  

 

VI. Results and Findings 
The quality of open areas in Apadana RCs can be divided in to three categories: 

1. Undesirable (1-106 score) 

2. Moderate (107-213 score) 

3. Desirable (214-320 score) 

 

The majority of respondents (50%) evaluated it as moderate while the minority (0.6%) as undesirable. 

Average and standard deviation of studied units here were 2.496 and 0.512, respectively. Findings related to 

research primary goal (quality of spatial and Physical organization of open areas in Apadana RCs) suggested 
that majority of respondents (56.1%) and minority (1.82%) of them have evaluatedresearched units as desirable 

and undesirable, respectively.The average score and standard deviation were respectively 2.54 and 0.53 

forquality of spatial and Physical organization of open areas in Apadana RCs.  Findings in case of second goal 

(the facilities and equipment quality of open areas in Apadana RCs) indicated that majority of 

participants(59.7%) have evaluated this quality as moderate while minority of them (8.5%) as undesirable.  

Findings related to the third goal of the research (quality of traffic and access to open areas in RCs) 

showed that majority of respondents (65.3%) have rated this quality as moderate while minority of them (0.6%) 

rating as desirable. The average and standard deviation in this case were 2.65 and 0.476, respectively (Table 2). 

Friedman test was also used to study the difference of average scores of studied units regarding the quality of 

open areas in Apadana RCs which was significant based on this test (P<0.05) (Table 3). wilkokxon ranks test 

was used to paired comparison of average scores for studied units regarding special goals in case of the quality 
of open areas in Apadana RCs.According to Wilcoxon test results, paired comparisons of average scores for 

studied units to first &second; first & third; and finally second & third goals are significant (Table 4). 
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Table 2.Total and relative frequency distribution of studied united based on general and subsidiary goals 

Total goal: 

general 

quality of 

open areas in 

Apadana 

RCs 

Frequency 

Distribution 

The 

relative 

frequency 

First goal: quality of 

installations and equipment 

to 

openspaceandresidentialhou

sing complex 

Frequency 

Distribution 

The 

relative 

frequency 

Inappropria

te  

2 0.6 Inappropriate 28 8.5 

Goodhalf  164 50 Goodhalf 196 59.7 

Favorable  160 48.8 favorable 102 31.1 

Noreply 2 0.6 Noreply 2 0.6 

Sum 328 100 Sum 328 100 

Average  2.496 Average 2.2317 

SD 0.512 SD 0.5914 

 

 
 

  
Fig .2. general quality of open areas in Apadana RCs Fig .3. quality of installations and equipment to 

open space and residential housing complex 
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Fig .4. quality of Spatial organization and residential to 

open space and residential housing complex 

Fig .5. quality of Traffic and access to open space 

and residential housing complex 

 

Table 3.A comparison of average scores for studied units regarding determination of general quality of open 

areas in Apadana RCs according to special goals 

 Number Average 
Standard 

deviation 
Min Max 

Chi-

Square 

installations and equipment to 

openspaceandresidentialhousing 

complex 

2901 2.2270 0.59018 1.00 2.00 

df= 6 

Chi-

Square= 

293.757 

sig= 0.000 

Spatial 

organizationandresidential 

toopenspaceandresidentialhousing 

complex 

2901 2.5399 0.53488 1.00 2.00 

Trafficandaccess to 

openspaceandresidentialhousing 

complex 

2901 2.6503 0.47761 2.00 3.00 

 

Table 4.Pairwise comparisonof average scores for studied units regarding determination of special goals quality 

of open areas of according to the Wilcoxon test in Apadana RCs according to 

 

Test First and secondtest First and Third test secondand Third test 

Z -9.3889 (a) -3.838 (b) -11.106 (b) 

P. Value 0.000 0.000 0.000 

 

Certain demographic characteristics of habitants regarding the quality of open areas in Apadana RCs 

suggested that age groups of 15-25 (76%), 26-45 (52.4%), and +65 (84.4%) have considered this quality as 

desirable. Regarding gender, majority of males (52.5%) ad females (51.5%) have evaluated the quality of areas 

as moderate and desirable, respectively. Majority of singles (63.2%) and married ones (51.1%) have considered 

it as moderate and desirable, respectively. Most of households with 5-3 member (50.5%) have considered it as 

desirable. Majority of illiterate and low literate (85.5%) have evaluated the quality as moderate while 61.6% of 

literates put it as desirable. Regarding the profession, majority of unemployed ones (83.4), housewives (56.8%), 
and laborers (56.2%) have considered the quality as desirable while office clerks (52.2%) and freelancers 

(58.4%) put it as moderate. Test result of K2 suggested that there is a significant relationship between age, 

income, gender, marital status, household aspect, education, number of kids younger than 18 and profession 

variable and the quality of open areas in Apadana RCs (P<0.01).  

 

VII. Conclusion 
This research attempted to investigate the quality of open areas in Apadana RCs located in Tehran 

region. This research is significant due to the fact that this complex attracts certain part of Tehran and 

surrounding districts population overflow. Therefore, expanding open and public areas within RCs and 
integrating internal and external areas of residential constructions may in turn be helpful to population attract 

and fixation as well as more attracted Apadana RCs. The analysis of results indicated 50% of samples 
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considered the quality of open areas as moderate; 48.8% desirable; and 0.6% as undesirablein Apadana RCs. 

Therefore, open areas should be expanded qualitatively and quantitatively corresponding to social groups in line 

with physical expansion of the city. Naturally, in addition to employment and production variables, noticing 

vivacity, eagerness and life and creating fresh areas can serve this objective. 
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I. Introduction 
The contributions of indigenous manufacturing tools and processes to the technological advancement 

of Nigeria cannot be overemphasized. In Nigeria, prior to the arrival of colonial masters, these tools and 

processes contributed to the development of the then Nigeria‟s civilization and resulted in the evolution of most 

of the present day or the modern tools and processes. As time goes, the tools and processes become incapable of 

meeting various demands. This may be due to their inability to produce high precision components, inability to 

achieve mass production within the minimum production time as required by demand, absence of ergonomic 

and anthropometric considerations in design, thus subjecting the operator or worker to undue stress which 

lowers productivity as well as subjecting the operator to risks of accidents. Despite the above shortcomings and 

considering the low level of technological development of Nigeria and Africa in general, there is no indication 

that these tools and processes will be replaced with modern ones in the near future.  
Indigenous tools and processes of manufacture are gradually disappearing as they have become 

obsolete and can no longer meet increasing consumer needs, new service conditions and material requirements. 

However, in view of the important roles which they play to the economic well-being of the people, especially 

the rural populace, they will continue to be relevant in the lives of many Africans, most especially Nigerians. 

Therefore, there is the need to identify areas of further development and improvement of these methods as well 

as preserving them, as it is anticipated that in the very near future most of the traditional tools and processes 

may disappear (Ezeadichie, 2002). Currently, these tools and processes are being applied in various ways by the 

rural populace. A study on the use of tools and implements by women in agricultural production up to and 

including harvest was carried out by International Fund for Agricultural Development (IFAD) in five Sub-

Saharan countries, i.e. Burkina Faso, Zambia, Uganda, Senegal and Zimbabwe (FAO, 2000). It was found that 

more than 70% of food production work (planting, weeding and harvesting) was being done by women in Africa 

and when attempts had been made to introduce new tools for cultivation or other operations, they had often been 
rejected by the rural people (IFAD, 2001).This is a clear indication that introduction of new tools and methods 

may not necessarily have immediate acceptance or impact on the lives of the rural populace and hence 

improvement of existing ones may be a better option.  

Abstract: Nigeria like any other developing country is being faced by a number of developmental 

challenges, such as social, economic and technological. The country is blessed with numerous resource 

potentials one of which is the human resource, where in 1996 it was estimated to have a population of 

nearly 170 million people. This abundant human resource could effectively be harnessed for the 
technological advancement of the country through the utilization of indigenous technologies for the 

adaptation and imitation of technologies of advanced countries. This paper presents the status of 

indigenous technology and the role of blacksmithing on technological development in Bauchi State. The 

paper explores the available skills of the existing blacksmiths of Bauchi State for rural 

industrialization. Results show that production of agricultural tools is more prominent in the Northern 

zone of the state, while the Southern zone specializes in the production of industrial tools. It is 

recommended that if the enabling environment is provided this human resource potential could be 

adopted for rural industrialization through the establishment of specialized small scale industries for 

the production of high quality tools and products for use in various sectors of the economy. This will 

provide employment opportunities for the people of the state as well as contributing to industrial 

development of Nigeria.  

Key words: Blacksmithing, Indigenization, Rural Industrialization, Tools. 
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The large quantity of discarded machinery, which litters maintenance yards all over Africa and the 

huge array of inefficiently operated plants in factories and workshops, imported from advanced countries, 

cannot solve all or even most of our technological problems. Even the scarcity of foreign exchange to import 
technologies, now poses a critical problem (Okon, 1991). If the fundamental philosophical underpinnings of our 

development efforts since the attainment of independence have not advanced our cause, it ought to be changed. 

That is why the Federal Ministry of Science and Technology and all stakeholders in the Nigerian project 

particularly, must now place emphasis on the promotion of indigenous or traditional technologies for industries, 

for health services as well as for agricultural practices. Efforts should therefore be directed at upgrading such 

indigenous technologies in such a way that they represent true Nigerian home -grown technologies and capable 

of meeting the requirements of modern living. Okon (1991) further contended that for a long time foreign 

structures have continuously been imported without developing the skills necessary to ensure the sustainable 

production of similar and even better ones. Nigeria cannot continue to support the visible aspects of foreign 

technology without developing the capacity to understand and apply the associated underlying processes. An 

option open to Africa especially Nigeria, is to turn to our cultural and traditional capabilities as our evolutionary 
base for our economic development. In this direction, there are vast array of traditional skills and technologies, 

for which Nigeria is well known in history, that are still waiting to be upgraded and modernized. These include 

Benin Bronze Arts, Abuja Pottery arts, Yoruba “Aso-Oke” production technique and “Agatu Dane Gun” 

production to mention but a few (Akpomuvie, 2011).  Akpomuvie (2011) further argued that there is the need to 

revert to very simple technologies, which depend upon a variety of local conditions for their success as a basic 

foundation for advancement. Tristram (1977) described this as “barefoot technology” which is based on the 

practical improvement of local materials and the simplification of imported technology from the more 

technologically advanced nations. This internally oriented and small-scale option has its merits. It requires 

modest investment and the ability to generate considerable capital formation through small private investors 

which form the majority of the Africa‟s productive population. These tools and processes will therefore, 

continue to play important roles to the development of the country as well as economic well-being of the 

common man, hence the need to study them further.  
In general, the indigenous tools and processes are characterized by a number of problems capable of 

lowering the standard of the technology, such as low quality of the products, low productivity of the processes. 

It is as result of these that the tools and processes become incapable of meeting various demands with time, such 

as their inability to produce high precision components, inability to achieve mass production within the 

minimum production time as required by demand.  Absence of ergonomic and anthropometric considerations in 

the design of the workstation is another problem, as most of the processes are carried out in a sitting position 

thus subjecting the artisan to undue stress as well as subjecting him to risks of accidents (Dhimmar et al, 2011). 

Other major problems being faced by the indigenous technology were lack of standardization and codification 

(NACETEM, 2008) which makes both knowledge transfer and preservation of its integrity over time difficult. 

On the other hand, due to the background of the local fabricators, as majority of them are not trained 

professionally, their products do not reflect adequate engineering considerations in design, material selection 
and proficiency in the use of tools.(RMRDC, 2002).  

A typical application of indigenous technology is seen in blacksmithing, which has made a reasonable 

contribution to the economic well-being of the rural populace in Bauchi State. The contributions of Blacksmiths 

and other indigenous crafts dated as far back as 1905 during the British colonial rule. A report on Bauchi as 

quoted from Colonial Report-Annual (1907) reads thus: “The old taxes on smiths, weavers, cloth-beaters, and 

dyers amount respectively to £115 10s, £55 9s, £18 and £255”.  

Presently, blacksmithing has received wide acceptability and is practiced in almost all the 20 local 

government areas of Bauchi State. The greater impact is seen in the area of agriculture where most of the 

implements are fabricated by the blacksmiths. Investigation also revealed that spare parts of imported machinery 

are re-constructed by the Blacksmiths to meet the needs of the State. Implements and spare parts produced 

locally by the blacksmiths also include: Pistons, head-pans, Ox-ridger, Ox-plough, Ox-cultivator as well as 

tractor spare parts such as: mould board, disc plough, steering box, rotary spikes and shears (pers. discussion, 
BASAC, 25/02/2013).  In terms of job creation, nearly 2000 people are currently employed under over fifty 

registered cooperative blacksmithing societies across the twenty Local Government Areas of Bauchi State 

(BASAC, 2013). 

 

1.1 Statement of the problem 

In a survey conducted in 2007, Nigeria was ranked the 2nd poorest country in the world whereas Bauchi 

State was ranked 22 poorest State out of the 36 States of the country (Wikipedia, 2012). Of course, this situation 

has manifested itself in the various crises being faced throughout the country, particularly the North East Sub-

region which could be attributed to poverty and unemployment. Therefore, any attempt to improve the living 

conditions of the people by enhancing the tools and processes used in their various trades will translate into 
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economic growth and social stability. This paper is part of a research work aimed at studying the indigenous 

tools and processes on a more scientific basis with the aim of identifying areas of improving them for enhanced 

quality and productivity. It presents the potentials of Bauchi State in terms of human resource engaged in 
applying blacksmithing for the production of various tools and products. A lot of work has been done in the 

field of indigenous tools, mostly by archeologist (Olaoye, 1992) and anthropologist (Micheal and Baba, 2009) 

and scientific explanations were scanty.  The purpose is to explore the individual skills in the various parts of 

the Bauchi State that specialize in the production of specific tools or products for the purpose of rural 

industrialization.    

 

II. Methodology 
 

2.1 Study scope 

Bauchi State occupies a total land area of 49,119 km² representing about 5.3% of Nigeria‟s total land 

mass and is located between latitudes 9° 3' and 12° 3' north and longitudes 8° 50' and 11° east (Min. of 

Commerce  Bauchi, 2007). According to the 2006 census, the state has a population of 4,653,066 (NPC, 2006). 

It consists of 20 Local Government Areas (LGAs) divided into three senatorial zones, i.e: 

i. Central Senatorial Zone consisting of Dambam, Darazo, Ganjuwa, Misau, Ningi, and Warji Local 

Government Areas. 

ii. North Senatorial Zone consisting of Gamawa, Giade, Itas-Gadau, Jama,are, Katagum, Shira, and Zaki 

Local Government Areas,  

iii. South Senatorial Zone consisting of Alkaleri, Bauchi, Bogoro, Dass, Tafawa Balewa, Kirfi, and Toro 
Local Government areas (Fig.1). 

Blacksmith in the study area is contributing immensely to the socio-economic factors of the entire 

populace due to economic influx of people in search of agricultural tools, local weapons and kitchen utensils 

from the adjoining communities as well as sourcing raw materials to local manufacturers.  

 

2.2 Sampling procedure and data collection  

Descriptive research design was used for the study. There were two categories of data: Primary data 

and secondary data. Primary data was obtained through administration of questionnaires, interviews and 

observations of processes in the workshops. The secondary data were obtained from relevant agencies such as 

the Bauchi State Agricultural Development Project (BSADP) and literatures from RMRDC and Federal Bureau 

of Statistics. A total of 210 questionnaires were administered equally to a LGA selected from each of the three 

senatorial zones of the State using the quota non-probability sampling technique (Kumar, 2008; Khotari, 2004). 
The blacksmiths were selected from Katagum, Ganjuwa and Toro LGAs representing Northern, Central and 

Southern senatorial zones respectively of the State.  
 

 
Figure.1Map of Bauchi State showing the 20 LGAs making up the three Senatorial Zones 

 (Source: http://www.ncocusa.com/images/map.bauchi1.gif) 

http://en.wikipedia.org/wiki/11%C2%B0_east
http://en.wikipedia.org/wiki/Local_Government_Areas_of_Nigeria
http://www.ncocusa.com/images/map.bauchi1.gif
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III. Results And Discussion 
The results of the study are as shown in Figs.2 to 17.     

 

Number of blacksmiths by age in Bauchi State 

 

 
                                                 

Fig.2. number of blacksmiths by age in Bauchi State 

           

In Fig.2 is shown the age of blacksmiths where 74% were above 40 years old and were almost equally 

distributed between the zones. None was less than 18 years old, while only 26% lies between the ages of 18 and 

40 years old and 50% of this category were from the Northern zone. 

This result implies that the blacksmithing is practiced by the aged members of the community while the youths 

within the age bracket of 18 and 40 years which constitute the labour force are the fewest (26%) and mostly 

from the Northern zone (50%). 

  

Number of blacksmiths assistance by age in Bauchi State 

            
Fig.3 number of blacksmiths assistance by age in Bauchi State 

 

In Fig.3, 37% of the assistants were within the age bracket of 18 and 40 years old while 54% were 

those below 18 years old. Only 9% were above 40 years old. There was no significant difference in the number 

of assistants within the three zones, though 61% of the assistants over 40 years were found in the Northern zone. 

 

Educational qualifications of blacksmiths in Bauchi State 

 
Fig. 4 educational qualifications of blacksmiths in Bauchi State 

         

The result shows that 54% of the black smiths in Bauchi State attended only non-formal education. 

20% attended only primary school as shown in Fig.4, whereas only 15% had not attended any school at all. The 

10% that had Secondary education and 1% that had tertiary education were all found in the Northern Zone.  
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Products of the blacksmiths in Bauchi State  

 
Fig.5 category of blacksmith products in Bauchi State 

 

         Fig.5 shows that 50% of the Blacksmith produce Agricultural tools and implements such as hoes, ox 

plough, hand plough, hoes, etc while only 8% produce Industrial products such as spanners, chisels, hammers, 

etc. It also shows that 37% produce domestic products such as knives, local stoves, spoons, chairs and only 5% 

produce traditional products used by local barbers such as scissors and knives. Among the 50% that produce the 

agricultural tools and implements, the highest number was found in the Northern zone followed by the Southern 

zone and the Central zone. The Southern zone produces more of industrial and traditional products. 

 

Local tools used by blacksmiths in Bauchi State 
 

 
Fig.6 category of local tools used by blacksmiths in Bauchi State 

       
 Fig.6 indicates that 58% of blacksmiths in Bauchi State produce their own tools and 36% purchase 

tools that were produced locally. 4% of the blacksmiths improvised their tools through adaptation of spare parts 

to serve as tools, such as the conversion of automobile stem valve to serves as an anvil by the shoe cobbler and a 

broken crankshaft by some blacksmiths. 2% inherited the tools while none used imported tools.  

 

Category of production processes used by blacksmiths in Bauchi State 

 
Fig.7 category of production processes by blacksmiths in Bauchi State 

         

Fig.7 shows the application of production methods to produce the various tools and implements by the 

blacksmiths. It has been found that 56% of the blacksmiths employ heating followed by hand forging to produce 

their products. While 27% apply bending in addition to heating and hand forging, whereas 15% employ heating 

and bending and 2% use bending alone to produce their products. 
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Quality improvement processes used by blacksmiths in Bauchi state 

            
Fig.8 quality improvement processes employed by blacksmiths in Bauchi State 

         

Upon production of the products by the blacksmiths, they also employ other methods to improve their 

quality as shown in Fig.8. The study shows that 55% of the blacksmiths employ some form of heat treatment to 

improve product quality. 16% only polish their products and 3% use grinding to improve product quality. 20% 

combine heat treatment, grinding and polishing to improve the quality of their product. The process of grinding 

followed by polishing was employed by only 2% of the blacksmiths in Bauchi State. 

 

Method of heat treatment processes used by blacksmiths in Bauchi State 

     
Fig.9 method of heat treatment by blacksmiths in Bauchi State 

           

For those blacksmiths that use some form of heat treatment for improving the product quality (Fig.9), 

57.5% use normalizing and quenching in water while 25% use only normalizing. The result also shows that 1% 
used sand to normalize their products while none employ brine as a quenching medium for heat treatment.  

 

Finishing processes employed by blacksmiths in Bauchi State 

                     
Fig.10 final finishing processes employed by blacksmiths in Bauchi State 

         

The method of final finishing of the product (Fig.10) shows that over 57% of the blacksmiths employ 

polishing to finishing their product. 2.6% employ Grinding and Painting while 16.8% employ only grinding. 

4.1% employ only painting as a process of improving the appearance of their products. 
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Source of raw materials by blacksmiths in Bauchi State 

        
 Fig.11 source of raw materials by blacksmiths in Bauchi State  

        

Fig.11 indicates that majority of the blacksmiths (49.7%) used a combination of automobile scrap and 

standard metal stocks as their source of raw material   while 33.5% used scrap of domestic equipment and 

standard metal stocks bought from the market. 16.8% used only automobile scrap as a source of raw material.  

None of the blacksmiths uses standard metal stocks only as a source of raw material.  Automobile scraps mostly 

used include failed crankshafts, leaf and coiled springs and push rods. While domestic equipment used mostly 

include gas cookers, washing machines and fans. Standard metal stocks include rods, pipes, sheet metals, plates 

and angle sections.   

 

Method of identifying raw materials by blacksmiths in Bauchi State 

 
Fig.12 method of identifying raw materials by blacksmiths in Bauchi State 

          

The blacksmiths employ various methods to identify the raw material as shown in Fig.12. In this study 

31.2% apply the use of sound while 14.1% use colour. It was found that 22.1 % use the weight to identify the 
raw material. However, only 1.5% used both sound and colour to identify the raw material.    

 

Annual demand of raw material by blacksmiths in Bauchi State 

 
Fig.13 annual demand of raw material by blacksmiths in Bauchi State 
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 In Fig.13 is shown the percentage of blacksmiths demanding various quantities of raw material 

annually. 66.2% demand over 30kg of raw material annually while only 5.6% demand less than 15kg annually. 

28.2% of the blacksmiths demand between 15kg and 30kg of raw material annually. 

 

Annual production capacity of blacksmiths in Bauchi State 

 
Fig.14 annual production capacity of Blacksmiths in Bauchi State 

        

Fig.14 shows the annual production capacity of blacksmiths in Bauchi State. 32.4% produce over 

1000units of the product annually, 32.8% produce between 500units and 1000units annually whereas 34.8% 

produce less than 500units annually. 

 

Application of safety measures in the workshop by blacksmiths in Bauchi State 

 
Fig.15 application of safety measures in the workshop by blacksmiths in Bauchi State 

        

The result in Fig.15 shows that a total number of 51.8% of the blacksmiths used water as a safety 

measure. 26.5% used sand while 20.5% used both sand and water and none used fire extinguisher for safety 

purpose. However, a negligible number of 1.2% of the blacksmiths used first aid box for safety purpose. 

 

Major consumers of products of blacksmiths in Bauchi State 

 
Fig.16 major consumers of products of blacksmiths in Bauchi State 

        

Fig.16 shows that 90% of the consumers of products of blacksmiths are farmers while 7.5% and 2.5% 

are other artisans such as barbers, butchers, cobblers and households respectively. It also shows that industries 
rarely (0%) patronize the products of blacksmiths. 
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Source of initial capital by blacksmiths in Bauchi State 

 
Fig.17 source of initial capital by blacksmiths in Bauchi State 

       

 The results of Fig.17 shows that majority of the blacksmiths (64%) inherited their tools initial capital 

after the demise of their parents, whereas only 2% sourced their tools from a loan taken from the bank. This 

reveals that the low quality of their products and low productivity could be attributed to lack of access to 

sufficient funds to procure modern equipment. 28% of the blacksmiths sourced their initial capital from personal 

savings. 

 

Major developmental challenges of blacksmithing operations 

 
Fig.18 major developmental challenges of blacksmithing operations in Bauchi State 

 

Fig. 18 reveals that 61% of the blacksmiths considered lack of market as a major challenge against the 

development of blacksmithing activities in Bauchi State, while 16% considered lack of market and financial 
support as major challenges. 14% considered lack of financial support as a challenge and only 3% each 

considered lack of market and high cost of scrap, high cost of scrap, lack of technical support as major 

challenges. This implies that lack of market is the most serious challenge being faced by the blacksmiths while 

lack of technical supports and high cost of scrap are considered as less challenging.   

 

IV. Conclusions 
 From the above results, it could be concluded that: 

The elderly people in each of the three zones are those that mostly practice blacksmithing, while 

greater percentage of the assistants was within the productive age of 40years and below. This implies that the 

technology has good prospects of being sustainable for rural industrialization. This is what was expected such 

that the skills possessed by the elderly could be easily transmitted to the youths for sustainability. This debunked 

the fear of extinction of the technology in due course.   

Greater percentage of the blacksmiths attended non-formal education and the few that had tertiary 

education were found in the Northern zone only, whereas a certain significant number had not attended any 

school at all.  

Agricultural tools and implements were the most produced products then followed by domestic, 

industrial and lastly traditional tools and implements. This is in line with the findings of Oke (2007) and 

Oladimeji (2013). Northern zone mostly engage in the production of agricultural tools and implements. The 
finding that Southern zone produce more of industrial and traditional tools could be attributed to their proximity 

to Jos Plateau were a lot of solid mineral activity had been going on. This is an indication that if blacksmith 
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shop is developed its contribution will be felt by all areas of human endeavors therefore improving the economy 

of the country.  

Majority of the blacksmiths produced their own tools while a significant number by tools that were 
produced by either their colleagues or other local artisans such as the welders or wood carvers. None used 

imported tools. The Northern zone has greater number of those that only improvised their tools (47%) as well as 

only purchase locally produced tools (74%), whereas the Central zone has the highest number of those that 

combine improvised as well as purchase locally produced tools (56%) more than other zones in the State.  

This shows the capability of the blacksmiths to be self sufficient in terms of tools production. Such 

skill could be explored in the production of high quality tools for use in other sectors. The major operations used 

by the blacksmiths are heating and forging, this could be automated using simple designs of furnaces and forges 

to reduce the manual effort for enhanced quality and quantity. Majority of the blacksmiths have the skills to 

conduct heat treatment in order to improve the quality of their products. Grinding and polishing are also used by 

the blacksmiths to improve the quality of their products.  

Greater percentage of the blacksmiths population possesses the knowledge of heat treating their 
products using normalizing. Whereas none had the knowledge that brine could equally be used to heat treat 

products. Polishing process used by the blacksmiths is employed to improve the quality of the product so as to 

make it more aesthetic and qualitative.Sand and water are the most used materials for observing safety measures 

in the workshop of the blacksmiths.  

Majority of the consumers of blacksmith products are farmers while industrial products are rarely 

produced. The skills of the blacksmith could be diversified for the production of industrial products such as 

tools like spanners, hammers, pliers, jacks, clamps, etc. Households in the Southern zone patronize products of 

blacksmiths more than any other zone in the Bauchi State. 

The blacksmiths lack access to bank loan or fail to utilize the facility provided by the banks and 

majority of their tools were inherited, which is responsible for the low quality and low productivity as the tools 

or processes were not upgraded to modern ones. Majority of the blacksmiths in the Northern zone raise their 

initial capital through personal savings, which agrees with the findings of Oladimeji (2013).  
The blacksmiths consider lack of market as a major challenge, which implies that they do not have 

problem with the sale of their products and could be able to manufacture any product but that they are unable to 

meet the demand of their customers in terms of quality and quantity. This is in agreement with the findings of 

Oke (2007).It is only the Northern zone that considered lack of financial support as a major challenge while the 

Central zone considered lack of technical support as a major challenge. 

 

V. Recommendations 
Considering the skills possessed by blacksmiths in the different zones of Bauchi State, it is evident that 

with necessary support from the government rural industrialization can be achieved. The study reveals that there 

are specific products that are commonly produced in each zone. Government should support each zone 

financially and technically so as to further strengthen them for specialization in the production of high quality 

products. 

For example, the Northern can be encouraged to specialize in the production of agricultural tools and 

implements while Southern zone to specialize in the production of industrial tools and implements. 

Furthermore considering the low educational level of the blacksmiths in Bauchi State, training could 

commence by introduction of technical courses such as „Introduction to Technology‟ from the primary school 

level.  
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I. Introduction 
Water is required by man in various activities such as washing, general cleaning, laundry and in 

agricultural activities. Water is a necessity, a resource and at the same time a major contributory factor in the 

contamination/pollution problems (Sabo et al.,2013). Water has been an indispensable commodity to man, 

hence there has been extensive research and effort for its proper conservation and distribution for use.  Safe 

drinking water remains inaccessible for about 1.1 billion people in the world (Mintz et al., 2001). About 52% of 

Nigerians do not have access to improved drinking water supply (Orebiyi et al., 2010). The use of water is 

limited by its quality and this attribute of water also defines its general purpose.   

For most communities the most secure source of safe drinking water is pipe-borne water from 

municipal water treatment plants. Often, most of water treatment facilities do not deliver or fail to meet the 

water requirements of the community due to corruption, lack of maintenance or increased population. The 

scarcity of pipe borne water has made communities to find alternative sources of water - ground water sources 

being a ready source.  
Wells are a common ground water source readily explored to meet community water requirement or 

make up the short fall (Adekunle, 2008). The source of water also contributes to its quality and the chief source 

of water for various domestic and agricultural uses is groundwater.  

Groundwater is increasingly gaining significance as the main solution to the water supply problems in 

Nigeria, especially in the sub-urban and rural areas (Akoteyon,2013). Groundwater quality comprises of 

physical, chemical and biological properties.  Temperature, turbidity, colour, taste and odour make up the list of 

physical water quality parameters. The mineral ions which are divided into major, minor and trace constituent’s 

make up the chemical properties. These parameters mentioned determine the extent of contamination of 

groundwater  whether or not the water is fit and of what purpose it can find use.   

The rate of urbanization in Nigeria is alarming and the major cities areas are growing at rates between 

10-15% per annum (Yusuf, 2007) and thus, human activities including soil fertility remediation, indiscriminate 
refuse and waste disposal, and the use of septic tanks, soak-away pits and pit latrines are on the increase. 

Most inhabitants of Owerri West rely on borehole water as their chief supply of portable water supply, 

therefore it becomes imperative that not only the quality of these water sources be studied but also, their 

vulnerability to contamination be assessed and recommendation on efficient and effective protection strategy be 

given to the appropriate regulatory bodies to forestall the negative consequences of negligence to this obvious 

fact. In Nigeria, there is the challenge of lack of supply of pipe borne water hence many homes have borehole 

wells sited around the house at a distance from the septic tank.  

 

Abstract: The prediction of groundwater quality in selected locations was carried out in Owerri-West 

L.G.A. of Imo State. The Physical, chemical and biological parameters of groundwater samples from  

Nekede (Ward A), Ihiagwa (Ward B), Eziobodo (Ward C), Obinze (Ward D) and Avu (Ward E) were 

analysed using the  Atomic Absorption Spectrophotometer (AAS). A total of three replicates of fifteen 

different borehole water samples were collected based on distances from closest potential sources of 

contamination. All parameters were detected up to 61m from pollution source and most of them 

increased in concentration during the periods, pointing to infiltrations from  storm water. The results 
for Iron, pH and TVC decreased as distance increases while for nitrate and BOD increased as distance 

increases. Results also showed that most of the boreholes were polluted and not suitable for human 

consumption without adequate treatment, Regular monitoring of groundwater quality, abolishment of 

unhealthy waste disposal practices and introduction of modern techniques are recommended.   

Keywords: Groundwater, Pollution, distance, Physical, Chemical, Biological. 
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1.1 Description of Study Area 

Owerri is a rapidly growing urban centre. It became the capital of Imo State in 1976. The Imo state 

capital has three Local Government Areas - Owerri Municipal, Owerri North and Owerri West. The study area 

is Owerri West L.G.A in Imo State is in the South Eastern part of Nigeria. It is bounded by latitudes 5o34 and 5 

o34’ N and longitude 6 o52’ and   7o05’E. 

 

II. Materials And Methods 
Five wards namely Nekede, Ihiagwa, Eziobodo, Obinze and Avu  in Owerri Metropolis were chosen 

for the purpose of this investigation. The locations from which the samples were taken are given in Table 1.  

Distance from the borehole to a potential source of contamination which includes landfills, septic tank (sewers) 

and pit toilet (latrines) was measured with a standard meter rule and recorded.  The distance is also included in 

Table 1. For convenience, the water samples from the 15 different boreholes were labeled W1 – W15. Replicate 

of three samples in each of the areas were collected but from different boreholes.  

The water samples were collected in the early morning hours when freshly pumped from the ground in 

compliance with the Nigerian Standard for Drinking Water Quality (NSDQW) best practices for Water Quality 

Analysis in October, 2011. Prior to collection as part of quality control measures all the bottles used for the 
sample collection were washed and rinsed with distilled water. The bottles were rinsed three times with the 

sample water at the point of collection before the final water sampling was done. The bottles were held at the 

bottom while filling, to avoid contamination of water from the hands or fingers (Oparaocha, et al., 2011). All the 

sample containers were kept in ice boxes and brought to the laboratory for analysis. The bottles were labeled 

with masking tapes and the identification details were written on them according to sampling location as shown 

in Table 1.   

The closest sources of pollution to these boreholes sampled were noted as shown in Table1. The 

qualitative analysis was carried out at the Central Laboratories of National Root Crops Research Institute 

Umudike (NRCRI), Umuahia, Abia State.  

 

Table 1. Selected location areas within Owerri West L.G.A and their distances from  sources of contamination 

War
d 

 

Area 
 

Sample 
 

Depth to static 
water 

level (m) 

 

  Distance  
From closest         

potential 

 Sources 

contamination 

(meters) 

NAFDAC 
 

 

Closest 
contamination 

source 

          30m Septic tank 

A Nekede W1  

W2  

W3  

47 3.0 

12.6 

14.9 

 

 

 

Septic tank  

Septic tank 

Septic tank  

B Eziobodo W4  

W5 

W6  

46 11.0 

30.2 

20.5 

 

 

 

Septic tank 

Landfill  

Open site 

C Ihiagwa W7  

W8  

W9  

47 26.4 

13.6 

13.9 

 

 

 

Pit latrine  

Septic tank  

Septic tank 

D Obinze  W10  
W11  

W12 

46 48.6 
13.3 

60.4 

 
 

 

Septic tank  
Septic  

Septic tank  

E  Avu  W13  

W14  

W15  

46 50.4 

61.3  

13.4  

 

 

 

Septic tank  

Pit latrine  

Pit latrine  

 

 

 

 

 

 

 

 

 



Prediction of groundwater quality in Selected Locations in Imo State 

| IJMER | ISSN: 2249–6645 |                                 www.ijmer.com                                 | Vol. 4 | Iss. 6| June. 2014 | 43| 

2.1. Test for Biological Parameters 
The samples collected from the various boreholes were analyzed for the following biological 

parameters; Biochemical Oxygen Demand (BOD), Total Viable Count (TVC) and coliform test. The membrane 

filter (MF) technique was used for the analysis. 

 

2.2 Test for Chemical Parameters 

The samples were analyzed for the following chemical parameters: Nitrate (NO3
-), Zinc (Zn), 

Manganese (Mn), Lead (Pb),  and Iron (Fe),  according to the procedures described by APHA (2005).  

 

2.3 Test for Physical Parameters 

The samples were examined physically to determine the taste, colour, odour and temperature. Other 

physical parameters examined included the PH ,concentration of suspended and dissolved solids. 

 

2.4 Quadratic Regression Model  

The quadratic regression model was used to predict the biochemical parameters with respect to the 

distances from the source of contamination.  

Considering a polynomial of the form  

Y = ao - a1 x + a2 + x2                                                         (1) 
where x= distance from the borehole to a potential source of contamination 

Y= experimental value obtained from the laboratory 

The sum of squared deviations of the observed values of y from the predicted values is given by  

S = (y –ao – a1 x – a2x
2)2                                                                        (2)  

Minimizing Eq 3.2 by setting its partial derivatives with respect to ao, a1, a2 equal to zero, we have  

 

y = aon + a1 x + a2 x2  

Xy = aox + a1 x2 + a2 x3                                                               (3) 

x2y = aox2 + a1 x3 + a2 x4 
 

 

 

Solving the above equations give solutions to the values of ao, a1, a2  

For instance, considering a 3 x 3 matrix 

 

X Y Z  ao  I 

 C D E  a1  J 

 F G H  a2  k 
 

 

Solving for the unknown coefficient of ao, a1, a2, we have  

 

a2 =  
𝐾

𝐻
                                                                 (4) 

        

a1 = 𝐸𝐾 − 𝐽                                (5) 

ao = 𝐼 − 𝑦(𝑎₁) − 𝑍(𝑎₂)                                                                              (6)  

 

The Quadratic Regression Model equations 3, 4, 5, and 6 respectively were used to predict the biological, 
chemical and physical parameters against distances from the sources of contamination. 

      

III. Results And Discussion 
The predicted equations and values of physico-chemical and biological parameters of the water 

samples obtained from boreholes in selected locations Owerri West are presented in Table 3 to Table 9. Also the 

graphs of predicted parameters are shown from Fig. 1 to Fig.5. 

 

Figure 1.0 showed the graph of TVC against measured distances. The TVC values starts to decrease 

from at 6.4 Cfu/ml at a distance of 3 meters. At a distance of 40m, the TVC value recorded the minimum value 
of 3.6 Cfu/ml. After this distance, the TVC values increased with distances from the source of contamination.  

This implies that siting a borehole at about 40m from any source of contamination would be most appropriate 
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for location of water supply system. Fig. 1.0 further showed that at distances greater than 40meters, the TVC 

values increased. 

 

 
 

Figure 1:  Distances from sources of contamination (m) 

 

Figure 2.0 is a graph of iron (Fe) against measured distances from sources of contamination. The 

quadratic regression curve shows presence of iron (Fe) of a minimum value of 1.42mg/L at a distance of 30.2m. 

Besides, the graph further showed that Fe increases after a distance of 30.2m. This indicates that siting a 

borehole at a distance of about 30.2m could be advantageous to having low concentrations of Fe. 

 
Figure 2: Graph of Iron against measured distances 
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Fig. 3.0 shows the graph of nitrate (NO3) against measured distances from sources of contamination. 

The graph is also parabolic which has an observed NO3 value of 0.115mg/L at a distance of 3m, and a NO3 

maximum value of 10.20mg/L at further distance of 44m which gradually decreased to 9.60mg/L at a distance 

of 60.4m. Further away distances (40m and above) from sources of contamination  show a decrease in nitrate 

values. This is indicative that as distance increases, nitrate concentrations in water source 

decreased.Therefore,water supply systems should be sited at distances above 44m away from any sources of 

NO3 contamination. 

 
 

Figure 3. Graph of Nitrate against measured distances 

 

Fig.4.0 showed the graph of pH against measured distances from sources of contamination.  The pH 

values start to decrease from 6.36 at a distance of 3m.The pH value recorded a minimum value of 5.88 at a 

distance of 36m. After this distance of 36m, the pH values increased with distance from the source of 

contamination. This implies that at about a distance of 36m from any source of contamination, it would be 

appropriate for the location of water supply systems.  

 
Figure 4. Graph of pH against measured distances 

 

Fig. 5.0 shows the values of BOD against measured distances. BOD values starts to increase from 

1.39mg/L at a distance of 3m. After distances of 20m, the BOD values sharply increases as the distances from 

source of contamination.  This implies that the further away you are from BOD source contamination it would 

be appropriate in drilling a borehole water source 
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Figure 5. Graph of BOD against measured distances 

 

Table 3: The various Physical ,Bio-chemical Parameters, Equation of Curves and Regression Parameters 

Parameters  Model Equation curves for Determination of 

distances                        

Regression parameters  

TVC (cfu/mL) YTvc = 0.002x2 – 0.174 x + 6.940 GF = -0.502  

CC = -0.708 

Fe3+(mg/L) YFe
3+ = 0.001X2 – 0.112X + 3.125 GF = 0.535 

CC =  0.731 

NO3
- (mg/L) YNO3

- = -0.006x2 + 0.534x – 1.433  GF = 0.839 

CC   =0.916 

Ph YpH = 0.00x2 – 0.032x + 6.456 GF = -0.265 

CC = -0.515 

BOD(mg/L) YBOD =  𝑒 - 04x2 – 0.001x + 1.401 GF = 0.965 

CC  = 0.982 

Regression parameters:  

GF = Goodness of fit              CC = correlation coefficient,   𝑒 = starndard error. 

 

  Table 4: Total viable Count (TVC) values with measured distances from all sources of contamination 

Distance 

X 

(m) 

(TVCe)y 

      

X2 X3 X4 Xy X2y TVCp = a0 + 

a1x + a2x
2 

3 7.3 9 27 81 21.9 65.7 6.438234 

12.6 3.0 158.76 2000.376 25204.74 37.8 476.28 5.11184 

14.9 5.0 222.01 3307.949 49288.44 74.5 1110.05 4.85742 

11 4.7 121 1331 14641 51.7 568.7 5.303274 

30.2 3.3 912.04 27543.61 831817 99.66 3009.732 3.788356 

20.5 5.3 420.25 8615.125 176610.1 108.65 2227.325 4.340378 

26.4 5.0 696.96 18399.74 485753.2 132 3484.8 3.952709 

13.6 3.7 184.96 2515.456 34210.2 50.32 684.352 4.998213 

13.9 4.7 193.21 2685.619 37330.1 65.33 908.087 4.965028 

48.6 4.3 2361.96 114791.3 5578855 208.98 10156.43 3.938168 

13.3 6.0 176.89 2352.637 31290.07 79.8 1061.34 5.031815 

60.4 5.3 3648.16 220348.9 13309071 320.12 19335.25 4.859217 

50.4 3.3 2540.16 128024.1 6452413 166.32 8382.528 4.036997 

61.3 4.7 3757.69 230346.4 14120234 288.11 17661.14 4.955927 

13.4 6.0 179.56 2406.104 32241.79 80.4 1077.36 5.020568 

393.5 71.6 15582.61 764695.2 41179041 1785.59 70209.07  
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TVCe=Experimented TVC,    TVCP = Predicted TVC. 

         TVCe= experimented values.     

          TVCp  = predicted  values.       
 

 

Table 5: Values of Iron with measured distances from all sources of    contamination 

Distance 

    (X)  

(Fee)y  

   

X2 X3 X4 Xy X2y Fep = a0 + a1x 

+ a2x
2 

3 3.6 9 27 81 10.8 32.4 2.804137 

12.6 1.2 158.76 2000.376 25204.74 15.12 190.512 2.005333 

14.9 0.4 222.01 3307.949 49288.44 5.96 88.804 1.86601 

11 0.8 121 1331 14641 8.8 96.8 2.114121 

30.2 2.2 912.04 27543.61 831817 66.44 2006.488 1.451383 

20.5 2 420.25 8615.125 176610.1 41 840.5 1.610935 

26.4 1.6 696.96 18399.74 485753.2 42.24 1115.136 1.471245 

13.6 1.4 184.96 2515.456 34210.2 19.04 258.944 1.942285 

13.9 1 193.21 2685.619 37330.1 13.9 193.21 1.924112 

48.6 0.6 2361.96 114791.3 5578855 29.16 1417.176 2.132139 

13.3 3.8 176.89 2352.637 31290.07 50.54 672.182 1.9608 

60.4 3.6 3648.16 220348.9 13309071 217.44 13133.38 3.246507 

50.4 3.6 2540.16 128024.1 6452413 181.44 9144.576 2.267891 

61.3 2.9 3757.69 230346.4 14120234 177.77 10897.3 3.353241 

13.4 3.4 179.56 2406.104 32241.79 45.56 610.504 1.95459 

393.5 32.1 15582. 764695.2 41179041 925.21 40697.91  

 

Table 6: Values of Lead with measured distances from all sources of contamination 

Distance  
    (X) 

(Pbe)y  
   

X2 X3 X4 Xy X2y Pbp = a0 + a1x 
+ a2x

2 

3 0 9 27 81 0 0 0.014901 

12.6 0 158.76 2000.376 25204.74 0 0 0.017708 

14.9 0.02 222.01 3307.949 49288.44 0.298 4.4402 0.018284 

11 0 121 1331 14641 0 0 0.017285 

30.2 0.01 912.04 27543.61 831817 0.302 9.1204 0.021178 

20.5 0 420.25 8615.125 176610.1 0 0 0.019534 

26.4 0.04 696.96 18399.74 485753.2 1.056 27.8784 0.020612 

13.6 0.04 184.96 2515.456 34210.2 0.544 7.3984 0.017963 

13.9 0.02 193.21 2685.619 37330.1 0.278 3.8642 0.018038 

48.6 0 2361.96 114791.3 5578855 0 0 0.022488 

13.3 0.04 176.89 2352.637 31290.07 0.532 7.0756 0.017887 

60.4 0.06 3648.16 220348.9 13309071 3.624 218.8896 0.022081 

50.4 0.02 2540.16 128024.1 6452413 1.008 50.8032 0.022489 

61.3 0 3757.69 230346.4 14120234 0 0 0.02201 

13.4 0.04 179.56 2406.104 32241.79 0.536 7.1824 0.017912 

393.5 0.29 15582.61 764695.2 41179041 8.178 336.6524  

 
Table 7: Values of Nitrate with measured distances from all sources of contamination 

           
Distance  

    (X) 

(NO3e)y 
 

   

X2 X3 X4 Xy X2y 
NO3p = a0 + 

a1x + a2x
2 

3 0 9 27 81 0 0 0.114964 

12.6 0 158.76 2000.376 25204.74 0 0 4.334452 

14.9 12.4 222.01 3307.949 49288.44 184.76 2752.924 5.178961 

11 0 121 1331 14641 0 0 3.709028 

30.2 5.4 912.04 27543.61 831817 163.08 4925.016 9.159562 

20.5 0 420.25 8615.125 176610.1 0 0 6.966179 

26.4 16.2 696.96 18399.74 485753.2 427.68 11290.75 8.436612 

13.6 7.1 184.96 2515.456 34210.2 96.56 1313.216 4.709534 
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13.9 0 193.21 2685.619 37330.1 0 0 4.819687 

48.6 6.3 2361.96 114791.3 5578855 306.18 14880.35 10.1766 

13.3 0 176.89 2352.637 31290.07 0 0 4.598286 

60.4 5.8 3648.16 220348.9 13309071 350.32 21159.33 8.662168 

50.4 13 2540.16 128024.1 6452413 655.2 33022.08 10.05503 

61.3 11.6 3757.69 230346.4 14120234 711.08 43589.2 8.477166 

13.4 16.2 179.56 2406.104 32241.79 217.08 2908.872 4.63549 

393.5 94 15582.61 764695.2 41179041 3111.94 135841.7  

 

Table 8: Values of pH with measured distances from all sources of contamination 

Distance 

    (X)  

(pHe)y 

  

X2 X3 X4 XY X2Y pHp= a0 + 

a1x + a2x
2 

3 6.4 9 27 81 19.2 57.6 6.361927 

12.6 6.2 158.76 2000.376 25204.74 78.12 984.312 6.11551 

14.9 5.9 222.01 3307.949 49288.44 87.91 1309.859 6.069091 

11 6.1 121 1331 14641 67.1 738.1 6.150679 

30.2 5.8 912.04 27543.61 831817 175.16 5289.832 5.884436 

20.5 6.3 420.25 8615.125 176610.1 129.15 2647.575 5.976463 

26.4 5.6 696.96 18399.74 485753.2 147.84 3902.976 5.910153 

13.6 6 184.96 2515.456 34210.2 81.6 1109.76 6.094729 

13.9 6.1 193.21 2685.619 37330.1 84.79 1178.581 6.088674 

48.6 6.1 2361.96 114791.3 5578855 296.46 14407.96 5.948226 

13.3 6.5 176.89 2352.637 31290.07 86.45 1149.785 6.100866 

60.4 6.3 3648.16 220348.9 13309071 380.52 22983.41 6.153416 

50.4 6.1 2540.16 128024.1 6452413 307.44 15494.98 5.971228 

61.3 5.9 3757.69 230346.4 14120234 361.67 22170.37 6.174335 

13.4 5.8 179.56 2406.104 32241.79 77.72 1041.448 6.098811 

393.5 91.1 15582.61 764695.2 41179041 2381.13 94466.54  

 

Table 9. Values of BOD with measured distances from all sources of contamination 

Distance 

    (X)  

(BODe) 

y 

    

X2 X3 X4 XY X2y 

BODp = a0 + 

a1x + a2x
2 

3 1.3 9 27 81 3.9 11.7 1.39658 

12.6 1.4 158.76 2000.376 25204.74 17.64 222.264 1.393016 

14.9 1.4 222.01 3307.949 49288.44 20.86 310.814 1.394845 

11 1.2 121 1331 14641 13.2 145.2 1.392356 

30.2 1.6 912.04 2754.61    831817 48.32 1459.264 1.433398 

20.5 1.6 420.25 8615.125 176610.1 32.8 672.4 1.403633 

26.4 1.5 696.96 18399.74 485753.2 39.6 1045.44 1.41954 

13.6 1.4 184.96 2515.456 34210.2 19.04 258.944 1.393684 

13.9 1.3 193.21 2685.619 37330.1 18.07 251.173 1.393923 

48.6 1.1 2361.96 114791.3 5578855 53.46 2598.156 1.54053 

13.3 1.2 176.89 2352.637 31290.07 15.96 212.268 1.393463 

60.4 1.6 3648.16 220348.9 13309071 96.64 5837.056 1.644158 

50.4 1.4 2540.16 128024.1 6452413 70.56 3556.224 1.554574 

61.3 2 3757.69 230346.4 14120234 122.6 7515.38 1.653182 

13.4 1.8 179.56 2406.104 32241.79 24.12 323.208 1.393535 

393.5 21.8 15582.61 764695.2 41179041 596.77 24419.49  
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IV. Conclusion And Recommendations 
The prediction of groundwater quality in selected locations evaluated using standard analytical methods 

for testing physico-chemical and biological parameters was moderately high. The land-use activities in these 

locations which include poorly constructed pit latrines, septic tanks, landfills and open dump sites all aid in the 
vulnerability of the region to groundwater pollution. 

Based on the result obtained from the quadratic regression in the selected locations, the following 

conclusion can be made. The quadratic regression model gives a goodness of fit and correlation coefficient in 

most of the predicted parameters. The predicted parameters give best fit curves to regretted data this is evident 

from the very high positive values of goodness of fit of the curve as stated in Table 3.Most of the graph of 

Predicted parameters increased with increase in distance from the borehole well source. As a preventive 

measure to reduce the health threat associated with consumption of the nitrate, Magnesium and iron 

contaminated water as contained in the ground water in the selected locations, There is need for proper 

treatment of  water before consumption. Government through the various water resource management bodies 

should create massive public awareness programmes on the television and other mass media agencies to educate 

the populace of the health implications of groundwater pollution. 

  

REFERENCES 
[1]  Adekunle, A. S. (2008). Impacts of industrial effluent on quality of well  water within Asa Dam Industrial Estate, 

Ilorin, Nigeria. Nature and Science 6(3): 1-5. 
[2]        APHA. (2005). Standard Methods for the Examination of Water and Waste Water, 
              21st ed. American Public Health Association, Washington, DC. Pp 1-252. 

[3]   Mintz, E., Bartram, J., Lochery, P. and Wegelin M. (2001). Not just a drop in the bucket: Expanding access to point 
of use water treatment systems. American Journal of Public Health 91:1565-1570. 

[4]  NSDQW, (2007).  Nigerian Standard for Drinking Water Quality, Nigerian    Industrial Standard (NIS) 554. Standard 
Organization of Nigeria. Pp. 30-45. 

[5]  Oparaocha, E.T., Iroegbu, O.C. and Obi, R.K. (2011). Assessment of quality of drinking water sources in the Federal 
University of Technology, Owerri, Imo state, Nigeria. Journal of Applied Biosciences. 32: 1964 – 1976. 

[6]  Orebiyi, E.O., Awomeso, J. A., Idowu, O.A., Martins, O., Oguntoke, O. and Taiwo, A. M. (2010). Assessment of 
pollution hazards of shallow well water in Abeokuta and Environs, Southwest, Nigeria. American Journal of 

Environmental Sciences 6(1): 50-56 
[7]  Sabo,A.,  Adamu, H. and  Yuguda,A.U. (2013). Assessment of Wash-Borehole Water Quality in Gombe Metropolis, 

Gombe State, Nigeria. Journal of Environment and Earth Science. Vol. 3(1): 65-71. 
[8]  Yusuf, K. A. (2007). Evaluation of groundwater quality characteristics in Lagos-City. Journal of Applied Sciences 

7(13): 1780-1784. 

 



International 

OPEN      ACCESS                                                                                               Journal 
Of Modern Engineering Research (IJMER) 

 

| IJMER | ISSN: 2249–6645 |                                 www.ijmer.com                                  | Vol. 4 | Iss. 6| June. 2014 | 50| 

Flow Analysis of Butterfly Valve Using CFD 
 

Arun Azad
1
, Deepak Baranwal

2
, Rajeev Arya

3
, Nilesh Diwakar

4
 

1 PG Research scholar Department of Mechanical Engineering TIEIT, Bhopal 
2 Research scholar Department of Civil Engineering MANIT, Bhopal 

3 Professor & Dean PG Department of Mechanical Engineering TIEIT, Bhopal 
4 Professor & HOD Department of Mechanical Engineering TIEIT Bhopal 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

I. Introduction 
Butterfly valve is very versatile component for use both as shut off and throttling valve in water 

system. Butterfly valve has simple mechanical assembly, and a small flow resistance in a fully open position, 

butterfly valves provide a relatively high flow capacity. They are the best suited for relatively low pressure flow. 

Generally, the fluid friction coefficient is low and also the build up is usually minimum because of the Butterfly 

valve is operated with a quarter turn (like the ball valve). Manual Operation may be through lever or gear. The 

position of the disc is noted by an indicator on the gearbox or from the position of the handle. The first attempt 
at collecting and collating the published data concerning butterfly valves was probably made by Cohn in 1951. 

Experimental studies on butterfly valve flow characteristics have been conducted by Addy et al in 1985.The 

results of numerical simulation of flow characteristics including both velocity and pressure calculations are 

presented in literature. Study on hydrodynamic torque of the butterfly valve has been conducted by Morris and 

Dutton in 1989. 

 

II. Technical Requirements Of Butterfly Valve 
Main purpose of the valves installed ahead of turbine is to close the penstock while the turbine is not in 

operating condition. Valve must possess high degree of reliability and durable strength at closed position so that 
trouble free operation can take place. It should also ensure the possibility of carrying out repair works, revisions 

of turbines, pumps, pressure penstock and at the same time to create lowest resistance to flow. Valve must close 

at velocity of water occurring during emergency cases (rupture of penstock or runway speed of 

turbine).Maximum time for closure of the valve when it is installed before the turbine pump is 1‐3 minutes and 

depends upon the permissible time of operation of generator at run way speed and motor of the pump in 

generator regime. If the valve is installed at the beginning of the penstock, then its closure time will be in the 

range of 30‐120 seconds. Time of closing of valve on sluice and irrigation schemes is determined from the 

operational conditions of these constructions. Minimum time of emergency closure is determined as per 

permissible value of hydraulic impact on penstock. Operation of spherical and b.f. valve is depend upon the 

extreme positions of the rotating part while in case of cylindrical valve it is accomplished at any position 
including extreme positions for regulating discharge of liquid through them is zero to maximum possible 

discharge. Servomotors of various designs are used to rotate the rotating element, by mechanical or electro 

mechanical drive. 

 

 

Abstract: Butterfly valves are widely used in hydro power plants to regulate and control the flow 
through hydraulic turbines. That’s why it is important to design the valve in such a way that it can give 

best performance so that optimum efficiency can be achieved in hydraulic power plants. Conventionally 

that the models of large size valves are straight in the laboratory to determine their performance 

characteristics. This is a time consuming and costly process. High computing facility along with the use 

of numerical techniques can give the solution to any fluid flow problem in a lesser time. In this research 

work flow analysis through butterfly valve with aspect ratio 1/3 has been performed using 

computational software. For modelling the valve ICEM CFD 12 has been used. Valve characteristics 

such as flow coefficient and head loss coefficient has been determined using CFX 12 for different valve 

opening angle as 30°,60°,75°, and 90° (taking 90°as full opening of the valve) for incompressible fluid. 

Value of head loss coefficient obtained from numerical analysis has been compared with the 

experimental results. 

Key Words: Butterfly valve, CFD flow analysis, simulation, valve opening. 
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III. Objective 
Butterfly valves are required to have high performance characteristics and better precision as they are 

used as shut off valves. The characteristics of a valve i.e. head loss characteristic, torque characteristics and 

force characteristics of butterfly valve is determined conventionally through tests. If the test valve is of large 

size, scale model of valve is tested to determine its characteristics. Analysis of flow characteristic 

experimentally is a hectic and not very precise work. Exact theoretical analysis of flow through complex 

geometry is very difficult with the use of high speed computers, and the numerical techniques, the flow analysis 

can be made using CFD.That’s why flow analysis is to be performed using simulation software. Objective of 

this research work is to determine head loss coefficient and flow coefficient, for different valve opening and 

discharge value. At present almost every industry is using software for analysis, Butterfly valves are used in 

various power plants, so it has wide scope, this research work will be beneficial for all those industries that are 

using butterfly valve. Computational fluid dynamics is a tool to carry out numerical flow simulation for 
predicting the flow behaviour within a specific domain by numerical solution of governing equations to 

acceptable accuracy. Computational fluid dynamics is becoming very useful approach for engineering design 

and analysis because of improved numerical method and at the same time, it saves time and energy of 

experimental work. In this thesis, flow simulation has been carried out for double disc butterfly valve using 

Ansys ICEM CFD and CFX. The geometric modelling is done for four angular position of valve disk to assess 

the head loss and discharge coefficients Characteristics of valve. 

 

IV. Computational Fluid Dynamics 
CFD is a computational technology that enables to study the dynamics of matters that flows. CFD is 

predicting what will happen, quantitatively, when fluids flow even with the complications of simultaneous flow 

of heat, mass transfer, phase change, chemical reaction, mechanical movement, stresses in and displacement of 

immersed or surrounding solids. CFD include expressions for the conservation of mass, momentum, pressure, 

species and turbulence. Navier‐Stokes equation given by Claude Louis Marie Henry Navier and the George 

Gabriel Stokes. Which defines any single‐phase fluid flow, is the fundamental bases of all CFD problems.CFD 

software is based on sets of very complex non‐linear mathematical expressions that define the fundamental 

equations of fluid flow, heat andmaterials transport? These equations are solved iteratively using complex 

computer algorithms embedded within CFD software. Outputs from CFD software can be viewed graphically in 

colour plots of velocity vectors, contours of pressure, lines of constant flow field properties, or as "hard" 

numerical data and X‐Y plots. In CFD it is possible to directly solve the Navier‐Stokes equations for laminar 

flows and for turbulent flows when all the relevant length scales can be resolved by the grid (a direct numerical 

simulation). In general however, the range of length scales appropriate to the problem is larger than even today's 

massively parallel computers can model. In these cases, turbulent flow simulations require the introduction of a 

turbulence model. Large eddy simulations (LES) and the Reynolds‐averaged Navier‐Stokes equations (RANS) 

formulation, with the k‐ε model or the Reynolds stress model, are two techniques for dealing with these scales. 

 

V. Boundary Conditions 

Here inlet, outlet and other boundary conditions are defined. In this analysis in pipe domain inlet and 

outlet boundaries has been created and subjected to various Conditions. 

1. Inlet boundary condition 
In this location is selected as inlet of the pipe, flow is subsonic, mass flow rate has been set different for 

different opening angles. Flow direction is normal to the boundary and turbulence is set at medium (intensity 

=5%) 

2. Outlet boundary condition 
In this location is selected as outlet of the pipe, flow is subsonic, average static pressure has been taken as 1 atm. 

 

VI. Velocity Distribution 
 

 

 

 

 

 

 

 

 

Fig.1 streamlines of flow through butterfly valve at 30°opening. 
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Fig.2 streamlines of flow through butterfly valve at 60°opening. 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

Fig.3 streamline of flow through butterfly valve at 75°opening. 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

Fig.4 streamline of flow through butterfly valve at 90°opening 
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VII. Pressure Distribution 
 

 
 

 
 



Flow Analysis Of Butterfly Valve Using Cfd 

| IJMER | ISSN: 2249–6645 |                                 www.ijmer.com                                  | Vol. 4 | Iss. 6| June. 2014 | 55| 

VIII. Result 

 
 

IX. Conclusion 
During this research work, analysis of flow through Butterfly valve has been done to determine the 

performance characteristics by CFD analysis and based on the simulation results, following conclusions are 

drawn: 

 

• Velocity at upstream as well as downstream is increasing with the increase in opening angle.  

• Streamlines at the downstream side of the door is becoming uniform with the increase in opening angle. 

This indicates that the disturbances are reduced for higher valve opening angle.  

• Total pressure at upstream is decreasing while at downstream side of the door it is increasing with the 

opening angle. This indicates that the pressure imbalance is reducing on the two sides of the door with 

increase in angle of opening.  

• Streamlines at the cross section of the pipe shows that vortices are shifting towards downward direction 
and becoming clearly visible with increase in opening angle.  

• At small angle of opening, there are vortices formed behind the door. The turbulence in the flow is also 

high. These are causing large form drag and a high amount of total loss. Relative loss coefficient is 

decreasing, that’s why head loss coefficient is increasing with the increase in valve opening angle. It 

shows that head loss coefficient is a strong function of opening angle .  

• Flow coefficient is increasing with the valve opening and having maximum value 0.1630 for fully open 

condition . 

• Numerical results are matching with the experimental results very closely, thus conforming the present 

CFD analysis .  
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I. Introduction 
There are many problems in which one seeks to develop predictive models to map between a set of 

predictor variables and an outcome. Statistical tools such as multiple regression or neural networks provide 

mature methods for computing model parameters when the set of predictive covariates and the model structure 

are pre-specified. Furthermore, recent res earch is providing new tools for inferring the structural form of non-

linear predictive models, given good input and output data  [1]. However, the task of choosing which potentially 

predictive variables to study is largely a qualitative task that requires substantial domain expertise. For example, 

a survey designer must have domain expertise to choose questions that will identify predictive covariates. An 

engineer must develop substantial familiarity with a design in order to determine which variables can be 

systematically adjusted in order to optimize performance. 

The need for the involvement of domain experts can become a bottleneck to new insights. However, if 

the wisdom of crowds could be harnessed to produce insight into difficult problems, one might see exponential 

rises in the discovery  
of the causal factors of behavioral outcomes, mirroring the exponential growth on other online collaborative 

communities. Thus, the goal of this research was to test an alternative approach to modeling in which the 

wisdom of crowds is harnessed to both propose potentially predictive variables to study by asking questions, and 

respond to those questions, in order to develop a predictive model. 

 

Machine science 

Machine science  [2] is a growing trend that attempts to automate as many aspects of the scientific 

method as possible. Automated generation of models from data has a long history, but recently robot scientists 

have been demonstrated that can physically carry out experiments  [3], [4] as well as algorithms that cycle 

through hypothesis generation, experimental design, experiment execution, and hypothesis refutation  [5], [1]. 

How-ever one aspect of the scientific method that has not yet yielded to automation is the selection of variables 
for which data should be collected to evaluate hypotheses. In the case of a prediction problem, machine science 

is not yet able to select the independent variables that might predict an outcome of interest, and for which data 

collection is required. 

This paper introduces, for the first time, a method by which non domain experts can be motivated to 

Abstract: Generating models from large data sets—and deter-mining which subsets of data to 

mine—is becoming increasingly automated. However choosing what data to collect in the first place 

requires human intuition or experience, usually supplied by a domain expert. This paper describes a 

new approach to machine science which demonstrates for the first time that non-domain experts can 
collectively formulate features, and provide values for those features such that they are predictive of 

some behavioral outcome of interest. This was accomplished by building a web platform in which 

human groups interact to both respond to questions likely to help predict a behavioral outcome and 

pose new questions to their peers. This results in a dynamically-growing online survey, but the result 

of this cooperative behavior also leads to models that can predict user's outcomes based on their 

responses to the user-generated survey questions. Here we describe two web-based experiments that 

instantiate this approach: the first site led to models that can predict users' monthly electric energy 

consumption; the other led to models that can predict users' body mass index. As exponential 

increases in content are often observed in successful online collaborative communities, the proposed 

methodology may, in the future, lead to similar exponential rises in discovery and insight into the 

causal factors of behavioral outcomes. 

Index Terms: Crowdsourcing, machine science, surveys, social media, human behavior modeling 
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formulate independent variables as well as populate enough of these variables for successful modeling. In short, 

this is accomplished as follows. Users arrive at a website in which a behavioural outcome (such as household 

electricity usage or body mass index, BMI) is to be modeled. Users provide their own outcome (such as their 
own BMI) and then answer questions that may be predictive of that outcome (such as `how often per week do 

you exercise'). Periodically, models are constructed against the growing dataset that predict each user's 

behavioral outcome. Users may also pose their own questions that, when answered by other users, become new 

independent variables in the modeling process. In essence, the task of discovering and populating predictive 

independent variables is outsourced to the user community. 

 

Crowdsourcing 

The rapid growth in user-generated content on the Internet is an example of how bottom-up interactions 

can, under some circumstances, effectively solve problems that previously required explicit management by 

teams of experts  [6]. Harnessing the experience and effort of large numbers of individuals is frequently known 

as ―crowdsourcing‖ and has been used effectively in a number of research and commercial applications  [7]. For 
an example of how crowdsourcing can be useful, consider Amazon's Mechanical Turk. In this crowd-sourcing 

tool a human describes a ―Human Intelligence Task‖ such as characterizing data  [8], transcribing spoken 

language2.  [9], or creating data visualizations  [10]. By involving large groups of humans in many locations it 

is possible to complete tasks that are difficult to accomplish with computers alone, and would be prohibitively 

expensive to accomplish through traditional expert-driven processes  [11]. 

Although arguably not strictly a crowdsourced system, the rapid rise of Wikipedia illustrates how 

online collaboration can be used to solve difficult problems (the creation of an encyclopedia) without financial 

incentives. Ref.  [12] reviews several crowdsourcing tools and argues that direct motivation tasks (tasks in 

which users are motivated to perform the task because they find it useful, rather than for financial motivation) 

can produce results that are superior to financially motivated tasks. Similarly, ref.  [12] reports that competition 

is useful in improving performance on a task with either direct or indirect motivation. This paper reports on two 

tasks with direct motivation: for the household energy usage task, users are motivated to understand their home 
energy usage as a means to improve their energy efficiency; for the body mass index task, users are motivated to 

understand their lifestyle choices in order to approach a healthy body weight. Both instantiations include an 

element of competition by allowing participants to see how they compare with other participants and by ranking 

the predictive quality of questions that participants provide. 

There is substantial evidence in the literature and commer-cial applications that laypersons are more 

willing to respond to surveys and queries from peers than from authority figures or organizations. For example 

within the largest online       collaborative project, Wikipedia, article writers often broadcast a call for specialists 

to fill in details on a particular article. The response rates to such peer-generated requests are enormous, and 

have led to the overwhelming success of this particular project. In the open source community, open source 

software that crashes automatically generates a debug request from the user. Microsoft adopted this practice but 

has found that users tend not to respond to these requests, while responses to open source crashes are 
substantially higher  [13], [14]. Medpedia, a Wikipedia-styled crowdsourced system, increasingly hosts queries 

from users as to what combinations of medications work well for users on similar medication cocktails. The 

com-binatorial explosion of such cocktails is making it increasingly difficult for health providers to locate such 

similar patients for comparison without recourse to these online tools. 

Collaborative systems are generally more scalable than top-down systems. Wikipedia is now orders-of-

magnitude larger than Encyclopedia Britannica. The climateprediction.net project has produced over 124 

million hours of climate simulation, which compares favourably  with the amount of simulation time produced 

by supercomputer simulations. User-generated news content sites often host as many or more readers than 

conventional news outlets  [15]. Finally, many of the most recent and most successful crowdsourced  systems 

derive their success from their viral  [16], [17] nature: they are designed such that selective forces exerted by 

users lead to an exponential increase in content, automated elimination of inferior content, and automated 

propagation of quality content  [18]. 
Citizen  science   [19],  [20],  [21]  platforms are  a  class  of crowdsourcing systems that include non-scientists 

in the scientific process. The hope is that participants in such systems are motivated ideologically, as their 

contributions forward what they perceive as a worthy cause. In most citizen science platforms user contributions 

are `passive': they contribute computational but not cognitive resources  [19], [22]. Some platforms allow users 

to actively participate by searching for items of interest  [23] or solve problems through a game interface  [24]. 

The system proposed here falls into this latter category: users are challenged to pose new questions that, when 

answered by enough of their peers, can be used by a model to predict the outcome of interest. 

Finally, problem solving through crowdsourcing can produce novel, creative solutions that are 

substantially different from those produced by experts. An iterative, crowdsourced poem translation task 

produced translations that were both surprising and preferable to expert translations  [25]. We conjecture that 
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crowdsourcing the selection of predictive variables can reveal creative, unexpected predictors of behavioral out-

comes. For problems in which behavioral change is desirable (such as is the case with obesity or energy 

efficiency), identifying new, unexpected predictors of the outcome may be useful in identifying relatively easy 
ways for individuals to change their outcomes. 

 

II. Methodology 
The system described here wraps a human behavior mod-eling paradigm in cyber infrastructure such 

that: (1) the inves-tigator defines some human behavior-based outcome that is to be modeled; (2) data is 

collected from human volunteers; (3) models are continually generated automatically; and (4) the volunteers are 

motivated to propose new independent vari-ables. Fig. 1 illustrates how the investigator, participant group and 

modeling engine work together to produce predictive models of the outcome of interest. The investigator begins 

by constructing a web site and defining the human behavior outcome to be modeled (Fig. 1a). In this paper a 
financial and health outcome were investigated: the monthly electric energy consumption of an individual 

homeowner (Sect.  III), and their body mass index (Sect.  IV). The investigator then initializes the site by 

seeding it with a small set (one or two) of questions known to correlate with the outcome of interest (Fig. 1b). 

For example, based on the suspected link between fast food consumption and obesity  [26], [27], we seeded the 

BMI website with the question ― How many times a week do you eat fast food?‖ 

Users who visit the site first provide their individual value for the outcome of interest, such as their 

own BMI (Fig. 1g). Users may then respond to questions found on the site (Fig. 1h,i,j). Their answers are stored 

in a common data set and made available to the modeling engine. Periodically the modeling engine wakes up 

(Fig. 1m) and constructs a matrix A ∈  ℜn×k and outcome vector B of length n from the collective responses of n 

users to k questions (Fig. 1n). Each element aij in A indicates the response of user i to question j, and each 

element bi in B indicates the outcome of interest as entered by user i. In the work reported here linear regression 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Figure 2. Screenshot from the Body Mass Index (BMI) website as seen by a user who has responded to all of the 

available questions.  

The user has the option to change their response to a previous question, pose a new question, or remove 

themselves automatically from the study. 
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Figure 1. Overview of the system 

 

The investigator (a-f) is responsible for initially creating the web platform, and seeding it with a 
starting question. Then, as the experiment runs they filter new survey questions generated by the users. Users (g-

l) may elect to answer as-yet unanswered survey questions or pose some of their own. The modeling engine (m-

p) continually generates predictive models using the survey questions as candidate predictors of the outcome 

and users' responses as the training data. was used to construct models of the outcome (Fig. 1o), but any model 

form could be employed. The modeling process outputs a vector C of length k + 1 that contains the model 

parameters. It also outputs a vector D of length k that stores the predictive power of each question: dj stores the 

r2 value obtained by regressing only on column j of A against the response vector B. These two outputs are then 

placed in the data store (Fig. 1p). 

At any time a user may elect to pose a question of their own devising (Fig. 1k,l). Users could pose 

questions that required a yes/no response, a five-level Liker rating, or a number. Users were not constrained in 

what kinds of questions to pose. However, once posed, the question was filtered by the investigator as to its 

suitability (Fig. 1d). A question was deemed unsuitable if any of the following conditions were met: 
(1) the question revealed the identity of its author (e.g. ― Hi, I am John Doe. I would like to know if...‖) thereby 

contravening the Institutional Review Board approval for these experiments; 

(2) the question contained profanity or hateful text; (3) the question was inappropriately correlated with the 

outcome (e.g. ― What is your BMI?‖). If the question was deemed suitable it was added to the pool of questions 

available on the site (Fig. 1e); otherwise the question was discarded (Fig. 1f). 

Each time a user responded to a question, they were shown a new, unanswered question as well as 

additional data devised to maintain interest in the site and increase their participation in the experiment. Once a 

user had answered all available questions, they were shown a listing of the questions, their responses, and 

contextual information to indicate how their responses compared to those of their peers. Fig. 2 shows the listing 

that was shown to those users who participated in the BMI site; the individual elements are explained in more 

detail in Sect.  IV. 
The most important datum shown to each user after respond-ing to each question was the value of their 

actual outcome as they entered it (bi) as well as their outcome as predicted by the current model (ˆi). Fig. 2 

illustrates that visitors to the b BMI site were shown their actual BMI (as entered by them) and their predicted 

BMI. The models were able to predict each user's outcome before they had responded to every question by 

substituting in missing values. Thus after each response from a user 

 

+ c1ai1 + c2ai2 + ... + ckaik + ǫ i (1) 

 

bi = c0  

where aij = 0 if user i has not yet responded to question j and aij is set to the user's response otherwise. 

 

III. Energy Efficiency Instantiation And Results 
In the first instantiation of this concept, we developed a web-based social network to model residential 

electric energy consumption. Because of policy efforts to increase energy efficiency, many are working to 

provide consumers with better information about their energy consumption. Research on consumer perception 
of energy efficiency indicates that electricity customers often misjudge the relative importance of various 

activities and devices to reducing energy consumption  [28]. To provide customers with better information, 

numerous expert-driven web-based tools have been deployed  [29], [30], [31]. In some cases these tools use 

social pressure as a means of improving energy efficiency  [32], [33], however the feedback provided to 

customers typically comes from a central authority (i.e., top-down feedback) and research on risk perception  

[34] indicates that the public is often skeptical of expert opinions. A recent industry study  [35] indicates that 

customers are notably skeptical of large online service providers (e.g., Google, Microsoft) and (to a lesser 

extent) electric utilities as providers of unbiased information about energy conservation. Therefore, information 

generated largely by energy consumers themselves, in a bottom-up fashion, may have value in terms of 
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motivating energy efficient behavior. 

Thus motivated, we designed the ―EnergyMinder‖ website to predict and provide feedback about 

monthly household (residential) electricity consumption. Participants were invited to join the site through 
notices in university e-mail networks, a university news letter, and reddit, a user-generated content news site. 

The site was launched in July of 2009, and gradually accumulated a total of 58 registered users by December of 

2009. The site consisted of a simple login page and five simple , interactive pages. The Home Page (after login) 

contained a simple to-do list pointing users to tasks on the site, such as, enter bill data, answer questions, check 

their energy efficiency ranking, etc. The Energy Input Page showed a time series trend of the consumer's 

monthly electricity consumption and asked the user to enter the kilowatt hours (kWh) consumed for recent 

months. This value became the output variable (bi) in the regression model (Eq. 1) for a particular month. The 

Ask-A-Question Page allowed users to ask questions of the group, such as ―How many pets do you have?‖ 

(Question 10, Table I). When typing in a new question, users were instructed to specify the type of answer 

expected (numeric, yes/no, agree/disagree) and to provide their own response to the question. The Answer Page 

asked participants to respond to questions, and provided them with information about each answered question 
including the distribution of answers within the social network. Finally, a Ranking Page showed users their 

energy consumption, relative to that of others in the group. In addition the Ranking Page reported the predictive 

power (the percentage of explained variance) for each statistically significant question/factor. This final page 

was intended to provide information to participants that might help them in choosing behaviors that would 

reduce electricity consumption. 

In total the site attracted 58 participants, of whom 46 answered one or more questions, and 33 (57%) 

provided energy consumption data. Eight new questions were generated by the group, after the seed questions 

(Q1 and Q2 in Table I) were placed there by the investigators. The fact that only about half of the participants 

provided energy data was most likely due to the effort associated with finding one or more electric ity bills and 

entering data into the site. This low response rate emphasized that the utility of this approach depends highly on 

the ease with which the user can access the outcome data. 

Despite the small  sample  size,  this  initial  trial  resulted 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

Figure 3. Energy Minder Question Statistics Panel 
 

 (a) shows the R2 value for each question as numbered in table I. (b) shows that there is a mild 

correlation between the response rate and the R2 values. (c) shows the questions sorted by their R2 value, and (d) 

shows the number of responses for each question, sorted by the number of responses. In a statistically significant 

predictive model, and provided insight into the nature of the method. Of the 33 participants, 24 provided data for 

the months of June, July or August. Because this was the largest period for which common data were available, 

the mean outcome for these three months was used as the outcome variable bi. One participant reported kWh 

values that were far outside of the mean (46,575 kWh per month) and one did not answer any questions. These 

two data sets were discarded as outliers. The N = 22 that remained comprised the sample-set used to produce the 

results that follow. 
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Table I shows results from two predictive models. Model 1 included all questions that had 18 or more 

answers (Q1-Q7). The total explained variance for Model 1 was r2 = 0.63. Model 1 indicated that the number of 

adults in the home (Q3) significantly increased monthly electricity consumption ( P < 0.05) and the ownership of 
a natural gas hot water heater (Q6) significantly decreased electricity consumption ( P < 0.05). Note that this 

second result is not consistent with the fact that owning an electric hot water heater increases electricity 

consumption. It appears either that this correlation was due to chance, or that ownership of a gas hot water 

heater correlates to some other factor, such as (for example) home ownership. Model 2 tested the removal of the 

least significant predictor s, and included only Q3, Q5, and Q6. Model 2 showed the same pair of statistically 

significant predictors ( Q3 and Q6). 

Figure 3 shows the relative predictive power of the 10 questions. The results show that the most highly 

correlated factors (Q3, Q5, and Q6) were posed after the initial two seed questions (Fig. 3a) and a weak 

correlation between the response rate and the r2 values, indicating that more answers to questions would have 

likely produced improved results. Panels (c) and (d) show the distributions of r2 values and the number of 

responses, to facilitate comparison with the BMI 
Table I 

QUESTIONS ENTERED INTO THE ENERGYMINDER WEB SITE. 

 

 
 

While the small sample size in this study limits the  generality of these results, this initial trial provided 

useful information about the crowdsourced modeling approach. Firstly, we found that participants were reluctant 

or unable to provide accurate outcome data due to the challenge of finding one's electric bills. Our second 

experiment corrects this problem by focusing on an outcome that is readily accessible to the general public. 

Secondly, we found that participants were quite willing to answer questions posed by others in the group. 
Questions 1-4 were answered by over 70% of participants. This indicated that it is possible to produce user-

generated questions and answers, and that a trial with a larger sample size might provide more valuable insight. 

Finally, questions that were posed early in the trial gained a higher response rate, largely because many users 

did not return to the site after one or two visits. This emphasizes the importance of attracting users back to the 

site to answer questions in order to produce a statistically useful model. 

 

IV. Body Mass Index Instantiation And Results 
In order to test this approach with an outcome that was more readily available to participants a second 

website was deployed in which models attempted to predict the body mass index of each participant. Body mass 

index (BMI) is calculated as mass (kg) / (height(m))2 and, although it is known to have several limitations  [36], 

is still the most common measure for determining a patient's level of obesity. Each user's BMI could readily be 

calculated as all users know and are thus able to immediately enter their height and weight. A second motivator 

for investigating this behavioral outcome is that obesity has been cited  [37] as one of the major global public 

health challenges to date, it is known to have myriad causes  [38],  [39], and people with extreme BMI values 

are likely to have intuitions as to why they deviate so far from the norm. 

Participants arriving for the first time at the BMI site were asked to enter their height and weight in 

feet, inches and pounds respectively, as most of the visitors to the site resided in the U.S. Participants were then 

free to respond to and pose new questions. 
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In order to further motivate the participants, in addition to displaying their predicted outcome, users 

were also shown how their responses compared to two peer groups. For each user the peer groups were 

constructed as follows. The first peer group was composed of 10 other users who had BMI values as close to but 
below that of the user; the second group was composed of 10 other users who had BMI values as close to but 

above that of the user. If N < 10 users could be found the peer group was composed of those N users. The 

average BMI for each of the two peer groups, as well as the user's own BMI, were displayed (see Fig. 2). Also, 

the responses to each question, within each peer group, were averaged and shown alongside the user's response 

to that question. Finally, the `predictive power' of each question was shown. Predictive power was set equal to 

the r2 obtained when the responses to that question alone were regressed against the outcome. 

The peer group data were meant to help users compare how their lifestyle choices measured up to their 

most similar peers who were slightly more healthy than themselves, and slightly less healthy than themselves. 

This approach in effect provides individualized suggestions to each user as to how slight changes in lifestyle 

choices may lead to improvements in the health indicator being measured. Presenting the user with the 

predictive power of each question was designed to help them learn what questions tend to be predictive, and 
thus motivate them to formulate new or better questions that might be even more predictive. For example one 

user posed the question ― How many, if any, of your parents are obese?‖. Another user may realize that the 

`predictive power' of this question (which achieved an r2 in the actual experiment of 0.23 and became the sixth-

most predictive question out of a total of 57) may be due to it serving as an indirect measure of the hereditary 

component of obesity. This may cause the user to pose a new question better tailored to eliciting this 

information, such as ― How many, if any, of your biological parents are obese?‖ (a question of this form was not 

posed during the actual experiment). 

The BMI site went live at 3:00pm EST on Friday, November 12, 2010, stayed live for slightly less than 

a week, and was discontinued at 10:20am EST on Thursday, November 18, 2010. During that time it attracted 

64 users who supplied at least one response. Those users proposed 56 questions (in addition to the original seed 

question), and together provided 2021 responses to those questions. 

 
Table II 

LISTING OF THE 20 MOST PREDICTIVE QUESTIONS FROM THE BMI SITE. 

Index Question R2 Responses 

1 Do you think of yourself as overweight? 0.5524 43 
2 How often do you masturbate a month? 0.3887 32 

3 What percentage of your job involves sitting? 0.3369 57 

4 How many nights a week do you have a meal after midnight? 0.2670 67 

5 

You would consider your partner/boyfriend/girlfriend/spouse etc to be 

overweight? 0.2655 24 

6 How many, if any, of your parents are obese? 0.2311 57 

7 Are you male? 0.2212 32 

8 I am happy with my life 0.2062 31 

9 How many times do you cook dinner in an average week? 0.2005 44 

10 How many miles do you run a week? 0.1865 28 

11 Do you have a college degree? 0.1699 12 
12 Do you have a Ph.D. 0.1699 12 

13 Would you describe yourself as an emotional person? 0.1648 30 

14 How often do you eat (meals + snacks) during a day 0.1491 33 

15 How many hours do you work per week? 0.1478 46 

16 Do you practice a martial art? 0.1450 31 

17 What is your income? 0.1419 55 

18 I was popular in high school 0.1386 31 

19 Do you ride a bike to work? 0.1383 64 

20 

What hour expressed in 1-24 on average do you eat your last meal before 

going to bed? 0.1364 30 
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Figure 4. User behavior on the BMI site 

 

The BMI site was maintained for slightly less than seven days. During that time it attracted 64 users 

((a)) who together posted a total of 57 questions (b) and 2021 responses to those questions (c). Every five 

minutes a regression model was constructed again st the site's data: The quality of these models are shown as a 

function of their R2 value (f). 

 
Figure 5. Participation Rate by User of the BMI site 

 

Each row corresponds to a user of the BMI site, sorted by time of registration. Each column 

corresponds to one of the questions, sorted by time of posting. A black pixel at row I column J indicates that 

user I responded to question J; a white pixel indicates they did not. 

Users were recruited from reddit.com and the social net-works of the principal investigators. Fig. 4a 

shows an initial burst of new users followed by a plateau during the weekend, and then a steady rise thereafter 

until the termination of the experiment. Fig. 4b shows a similar, initially rapid increase in the number of 

questions, and no significant increase until one user submits 8 new questions on day 6. Fig. 4c shows a 

relatively steady rise in the number of responses collected per day. This can be explained by the fact that 

although fewer users visit the site from the third day onward, there are more questions available when they do 
and thus, on average, more responses are supplied by later users than earlier users. 
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This increase is supplemented by a few early users who return to the site and respond to new questions, 

as shown in Fig. 5. It shows that of the 100 users who registered, only 57 supplied at least one response. The 

triangular form of the matrix is due to the fact that for the majority of users, they only visited the site once and 
answered the questions that were available at that time. This led to a situation in which questions posted early 

received disproportionally more responses than those questions posted later. 

For the first several hours of the experiment the modeling engine (Fig. 1m-p) was run once every 

minute. At 5:30pm on November 12 the modeling engine was set to run once every five minutes. With the 

decrease in site activity the modeling engine was set to run once an hour starting at 2:20pm on November 16 

until the termination of the experiment. Fig. 4d reports the r2 value of the regression models as the experiment 

proceeded. During the first few hours of the experiment when there were more users than questions (see Fig. 

4a,b), the early models had an r2 near 1.0, suggesting that over fitting 

 
Figure 6. BMI Question Statistics. (a,b) 

 
No relationship was found between questions' time of posting, response rate or predictive power. 

However a power law relationship was discovered among questions' predictive power (c,d) but not for their 

response rate (e,f). of the data was occurring. However at the termination of the experiment when there were 

more users (64) than questions (57)—and many users had not responded to those questions— the models were 

still performing well with an r2 near 0.9. There is still a possibility though that the models overfit the data as the 

site was not instrumented with the ability to create a testing set composed of users whose responses were not 

regressed against. 

Fig. 6 reports statistics about the user-posed questions. Fig. 6a shows that there is no correlation 

between when a question was posed and how predictive it became: the second- and fifth-most predictive 

question were posed as the 35th and 42nd question, respectively. Similarly, Fig. 6b reports the lack of 
correlation between the number of responses a question receives and its final predictive power. Although a 

slight positive correlation may exist, several of the most predictive questions (including the second- and fifth-

most) received less than half of all possible responses. 

Fig. 6c reports the questions sorted in order of decreasing r2, and reveals that this distribution has a long 

tail: a large number of questions have low, but non-zero r2 when regressed alone against the outcome. This 

distribution is replotted in Fig. 6c on a log-log scale. Linear regression was performed on the 20 most predictive 

questions (indicated by the line), and the resulting fit was found to be highly correlated, with r2 = 0.994. This 
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finding suggests that a power law relationship is highly likely that it correlates with the outcome: people who 

perceive themselves as overweight are likely to be overweight. However, it is known that for those suffering 

from body image disorders the opposite is often the case: those that perceive themselves incorrectly as 
overweight can become extremely underweight  [47]. Separating the auto- and anti-correlated components of 

this broad question could be accomplished by supplementing it with more targeted questions (eg., ― Do you 

think you are overweight but everyone else tells you the 

opposite?‖). 

Despite the lack of filtering on the site there were only a few cases of clearly dishonest responses. Fig. 

2 indicates that at least one member of this user's peer group answered the fast food question dishonestly. It is 

interesting to note that  this  dishonest  answer  (or  answers)  was  supplied for the seed question, and this 

question—despite collecting the most responses (70)—had nearly no individual correlation (r2 = 0.054) and thus 

contributed negligibly to the predictions of the models. Questions 3, 4, 6, 9, 15, and 20 as shown in Table II 

have maximum possible values (qs. 3 max=100; qs. 4 and 9 max=7; qs. 6 max=2; qs. 15 max=168; qs. 20 

max=24), and together collected 301 responses. Of those responses, none were above the maximum or below 
the minimum (min=0 for all qs.) indicating that all responses were not theoretically impossible. This suggests 

that clear dishonesty (defined as supplying a response below or above the theoretical minimum or maximum, 

respectively) was quite rare for this experiment. Conversely, unlike the popular yet corrupted seed question, 

these questions became significantly predictive as the experiment progressed. Further investigation into whether 

or how the 

The close linear fit for these questions does not guarantee th at a power law exists among these 

questions, however  [40]. Subsequent work and a larger data set will be required to confirm if power law 

relationship s do indeed exist among user-generated questions predictive of a behavioral outcome. Rare cases of 

clear dishonesty (and the possibly larger amount of hidden dishonesty) affect modeling in such systems remains 

to be investigated. 

 

V. Discussion/Conclusions 
This paper introduced a new approach to social science modeling in which the participants themselves 

are motivated to uncover the correlates of some human behavior outcome, such as homeowner electricity usage 

or body mass index. In both cases participants successfully uncovered at least one statistically significant 

predictor of the outcome variable. For the body mass index outcome, the participants successfully formulated 

many of the correlates known to predict BMI, and provided sufficiently honest values for those correlates to 

become predictive during the experiment. While, our instantiations focus on energy and BMI, the proposed 

method is general, and might, as the method improves, be useful to answer many difficult questions regarding 

why some outcomes are different than others. For example, future instantiations might provide new insight into 

difficult questions like: "Why do grade point averages or test scores differ so greatly among students?", "Why 
do certain drugs work with some populations, but not others?", "Why do some people with similar skills and 

experience, and doing similar work, earn more than others?" 

Despite this initial success, much work remains to be done to improve the functioning of the system, 

and to validate its performance. The first major challenge is that the number of questions approached the 

number of participants on the BMI website. This raises the possibility that the models may have over fit the data 

as can occur when the number of observable features approaches the number of observations of those features. 

Nevertheless the main goal of this paper was to demonstrate a system that enables non domain experts to 

collectively formulate many of the known (and possibly unknown) predictors of a behavioral outcome, and that 

this system is independent of the outcome of interest. One method to combat overfitting in future instantiations 

of the method would be to dynamically filter the number of questions a user may respond to: as the number of 

questions approaches the number of users this filter would be strengthened such that a new user is only exposed 
on a small subset of the possible questions. 

 

A.  User Fatigue 

Another challenge for this approach is user fatigue: Fig. 5 indicates that many of the later users only 

answered a small fraction of the available questions. Thus it is imperative that users be presented with questions 

that most require additional responses first. This raises the issue of how to order the presentation of questions. In 

the two instantiations presented here, questions were simply presented to all users in the same order: the order in 

which they were posted to the site. It was possible that this ordering could have caused a `winner take all' 

problem in that questions that accrue more responses compared to other questions would achieve a higher 

predictive power, and users would thus be attracted to respond 8 to these more predictive questions more than 

the less predictive questions. However, the observed lack of correlation between response rate and predictive 

power (Fig. 6b) dispelled this concern. 
In future instantiations of the method, question ordering will be approached in a principled way. 
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Instead of training a single model m, an ensemble of methods m1, ..., mk will be trained on different subsets of 

the data  [48], [49]. Then, query by committee  [50] will be employed to determine question order: The question 

that induces maximal disagreement among the k models as to its predictive power will be presented first, 
followed by the question that induces the second largest amount of disagreement, and so on. In this way 

questions that may be predictive would be validated more rapidly than if question ordering is fixed, or random. 

 

B.  User Motivation 

Typically, human subjects play a passive role in social science studies, regardless of whether that study 

is conducted offline (pen-and-paper questionnaire) or online (web-base d survey): They contribute responses to 

survey questions, but play no role in crafting the questions. This work demonstrates that users can also 

contribute to the hypothesis-generation component of the discovery process: Users can collectively contribute—

and populate—predictors of a behavioral out-come. 

It has been shown here that users can be motivated to do this without requiring an explicit reward: The 

subjects were unpaid for both studies. Much work remains to be done to clarify under what conditions subjects 
will be willing and able to contribute predictors. 

We hypothesize that willingness to generate candidate    predictors of a behavioral outcome may be 

stimulated under several conditions. First, if subjects are incurring a health or financial cost as a result of the 

outcome under study, they may be motivated to contribute. For example a user that has an above average 

electricity bill or body mass index, yet has similar lifestyle attributes as his fellow users, may wish to generate 

additional attributes to explain the discrepancy. Conversely, a user that posts a superior outcome (i.e. a low 

electricity bill or very healthy body mass index) may wish to uncover the predictor that contributes to their 

superior outcome (i.e. a well-insulated house or good exercise regimen) and thus advertise it to their peers. This 

may act as a form of online `boasting', a well known motivator among online communities. 

In the current studies, some participants may have been motivated to contribute because they were part 

of the authors' social networks. However, a substantial number of users were recruited from online communities 

outside of the authors' social networks, indicating that some online users are  motivated to contribute to such 
studies even if they do not know those responsible for the study. The exact number of users in these two groups 

is not clear on account of the anonymity requirements stipulated for these human subject studies. Similarly, a 

non domain expert's ability to contribute a previously unknown yet explanatory predictor of a behavioural 

outcome may rely on them suffering or benefiting from a far-from-average outcome. For example consider 

someone who is extremely underweight yet their outcome is not predicted by the common predictors of diet and 

exercise: this user has a high caloric intake and does not exercise. This user may be able to generate a predictor 

that a domain expert may not have thought of, yet is predictive for a certain underweight demographic: this user 

may ask her peers: ―Are you in an abusive relationship?‖ 

Users may also be motivated to contribute to such studies because it provides entertainment value: 

users may view the website as a competitive game in which the `goal' is to propose the best questions. In a 

future version we plan to create a dynamically sorted list of user-generated questions: questions bubble up to the 
top of the list if (1) it is a question that many other users wish to respond to, (2) it is orthogonal to the other 

questions, and (3) it is found to be predictive of the outcome under study. Users may then compete by 

generating questions that climb the leader board and thus advertise the user's understanding of the outcome 

under study. 

 

C.  Rare Outcomes 

Obesity and electricity usage are well-studied behavioral outcomes. It remains to be seen though how 

the proposed methodology would work for outcomes that affect a small minority of online users, or for which 

predictors are not well known.  

We hypothesize that for rare outcomes, online users who have experience with this outcome, could be 

encouraged to participate, and would be intrinsically motivated to contribute. For example if the outcome to be 

studied were a rare disease, users who suffer from the disease would be attracted to the site. Once there, they 
may be in a unique position to suggest and collectively discover previously unknown predictors of that disease. 

Moreover, a user who suffers from the disease is likely to know more people who suffer from that disease and 

would be motivated to advertise the site to them. Finally, even if a user discovers the site and does not suffer 

from the disease, he may know someone who does and thus introduce the site to that person. Such a person may 

serve as a caregiver for someone suffering from the disease, such as a family member. A caregiver may be able 

to contribute novel predictors that are different from those proposed by the sufferer himself. 

Thus, a website that hosts such a rare outcome may serve as a `magnet' for people who exhibit the 

outcome or know people that do. In future we will study the 'attractive force' of such websites: if such a website 

experiences increased user traffic as the study goes forward, and the average outcome of users on the site drifts 

away from the global population's mean value for this outcome, that would indicate that a growing number of 
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people with such an outcome are being attracted to the site. In closing, this paper has presented a novel 

contribution to the growing field of machine science in which the formulation of observables for a modeling 

task—and the populating of those observables with values—can be offloaded to the human group being 
modeled. 
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I. INTRODUCTION 
Adaptive filters are the core contributor in the digital signal processing applications. The most 

popular adaptive algorithms are Least Mean Square (LMS) and Recursive Least Square (RLS) algorithm. 

Because of simplicity of LMS algorithm it has been productively applied in many areas. Least mean square 

(LMS) based finite impulse response (FIR) adaptive filter is the most prevalent because it is simple and 

provides satisfactory convergence performance. FIR filters have many advantages such as FIR filters are linear 

in phase, coefficients are easy and simple to calculate, the design methods are generally linear, are always 

stable, and can be realized efficiently in hardware. The adaptive algorithm for FIR filters is broadly used in 

different applications such as biomedical, communication and control. Because of its simplicity it has been 

used in many applications where to minimize computational requirements is essential. It is rational to choose 

the adaptive algorithm in the design of adaptive filter and LMS algorithm can be selected for the designing 

purpose. Least mean squares algorithms are a class of adaptive filter that find the filter coefficients and relate 

that coefficients to produce the least mean squares of the error signal to provide the desired filter. 

In Recursive least squares algorithm filter coefficients are found recursively. The filter coefficients 

minimize a weighted linear least squares cost function involving the input signals. The LMS algorithm aims to 

reduce the mean square error. In the beginning of RLS algorithm, the input signals are considered 

deterministic. In LMS the input signals are considered stochastic. As compared to other algorithms RLS 

exhibits faster convergence performance. However the fast convergence is achieved by giving high 

computational complexity. A distributed arithmetic (DA) can be formed for the application of block least mean 

square (BLMS) algorithm. DA forms an inner product or dot product of a pair of vectors in a one step by bit 

serial computation operation. Efficiency of mechanization is the main advantage of DA. DA based techniques 

uses look up table (LUT) sharing method for the for the calculation of filter outputs and weight-increment 

terms in BLMS algorithm. Using this technique significant saving of adders is achieved which constitute a 

main component of DA based structures. DA based BLMS algorithm performs convolution and correlation 

operation using same LUT. This will reduce the number of LUT words required to be updated per output. 

Hence saves power consumption and the external logic required. 

 

II. Literature Review 
Adaptive digital filters have tremendous applications in signal processing. According to the LMS 

algorithm, there is a delay in the feedback error for updating the weights which does not favor the pipeline 

implementation, when the sampling rate is high. [2] have proposed the delayed LMS algorithm for pipeline 

application of LMS based ADF. In LMS algorithm, the adaptation step can be performed after a fixed delay 

only, in some practical situations. In such a cases the implemented algorithm is a modified version of LMS 

Abstract: Adaptive filters play very important role in signal processing application. There are several 

algorithms for implementation of filters such as Least mean square (LMS), Recursive least square (RLS), 

etc. The LMS algorithm is the most efficient algorithm for implementation of FIR adaptive filters. RLS 

algorithm gives faster convergence as compared to LMS but the computational complexity is high in case 

of RLS. An effective distributed arithmetic can be used to implement the block least mean square 

algorithm (BLMS). The DA based structure uses a LUT sharing scheme to calculate the filter output and 

weight increment terms of BLMS algorithm. The structure can save a number of adders. This paper 

presents a literature review on the different algorithms used for implementation of FIR adaptive filters 

and implementation of filters using distributed arithmetic and block LMS algorithm. 

Keywords: LMS, BLMS, DA, RLS, ADF. 
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algorithm known as the delayed LMS (DLMS) algorithm. In DLMS the coefficient adaptation is performed 

after a delay.  The work shows the conditions for convergence and estimates of convergence rate, both for the 

mean of the DLMS filter coefficients and for its excess mean square error. The only difference between the 

LMS and DLMS algorithm is that the correction term for updating the filter weights of the current iteration are 

computed from error corresponding to the past iteration. Many methods have been proposed to implement 

BLMS based adaptive digital filters efficiently in systolic VLSI with minimum adaptation delay [2] [17] [11] 

[12]. In order to avoid adaptation delay [3] has proposed a modified DLMS algorithm. In some of the 

applications of the adaptive finite impulse response filtering, the adaptation algorithm can be applied with a 

delay only in the coefficient update.  This has a dissimilar effect on the convergence behavior of the algorithm. 

In this work it is shown how the delayed LMS algorithm can be converted into the typical LMS algorithm at 

simply slight increase in the computational expense. The modified DLMS is used by [4] to derive a systolic 

architecture but it requires large amount of hardware resources as compared to the earlier one. BLMS is useful 

for fast and computationally-efficient implementation of adaptive digital filters. The convergence performance 

of BLMS ADFs and LMS ADFs are similar, but for block length L BLMS ADFs offers L fold higher 

throughput. Considering this , many BLMS algorithms like time and frequency domain block filtered-X LMS 

(BFXLMS) has been proposed by [19] for specific applications. Computationally more efficient BFXLMS 

using FFT and fast Hartley transform (FHT). A delayed block LMS algorithm and a concurrent multiplier-

based design for high throughput pipeline execution of BLMS ADFs have been proposed [13].  

In [13] a block LMS algorithm with delayed weight adaptation for hardware execution of FIR 

adaptive filters has been proposed. The delayed block least mean square algorithm take a block of L input 

samples and produces block of L output, in every training cycle. The simulation result in [13] shows that the 

DBLMS algorithm has convergence performance same as that of the DLMS algorithm. A highly synchronized 

systolic architecture for FIR adaptive filters has been derived. The suggested architecture can support L time 

higher sampling rate when compared with the other pipelined designs and hence include less samples of 

adaptation delays and would provide a more effective execution of LMS-based adaptive filters. [9], [10] have 

suggested structure for FPGA implementation of BLMS ADFs based on distributed arithmetic. [9] derived a 

design and implement a high throughput ADF using Fast Block Least Mean Squares (FBLMS) adaptive 

algorithm. The structure of filter is built on Distributed Arithmetic. The structure calculate the inner product 

as: (i) shifting (ii) accumulating (iii) storing in look-up table. The desired adaptive digital filter obtained will 

be multiplier less. Hence a DA based execution of adaptive filter is area efficient. FPGA implementation 

results imitates that the proposed DA based adaptive filter in [9] can implement with meaningfully smaller 

area usage, (about 45%) less than that of the remaining FBLMS algorithm based adaptive filter. The structure 

in [10] replaces multiply-and accumulates operations with a series of look-up-tables (LUT). FPGA 

implementation results in [10] conforms that the suggested DA based adaptive filter can implement with 

expressively smaller area usage about 52% less than that of the existing FBLMS algorithm based adaptive 

filter applications. The structure in [8] for block LMS ADFs supports a very low sampling rate because it uses 

single multiply-accumulate cell for the computation of filter output and the weight increment term. 

DA in [18] uses bit-serial operations and LUTs to implement high throughput filters which uses 

simply about one cycle per bit of resolution irrespective of filter length. Though, building adaptive DA filters 

requires recalculation of the LUTs for every adaptation which can deny any performance advantages of DA 

filtering. With the help of an auxiliary LUT with distinctive addressing, the efficiency and throughput of DA 

adaptive filters can be made as same order as fixed DA filters. In this paper, a new hardware adaptive filter 

structure has been suggested for very high throughput LMS adaptive filters. [18] have described the 

development of DA adaptive filters and showed that practical executions of DA adaptive filters have very high 

throughput comparative to multiply and accumulate architectures. [18] also showed that DA adaptive filters 

have a potential area. The power consumption advantage over digital signal processing microprocessor 

architectures is also achieved. 

 

III. Review On Fir Filters Implementation Using BLMS And DA 
 

3. 1. THE LMS ALGORITHM 

The least-mean-square (LMS) is a search algorithm in which a generalization of the gradient vector 

calculation is made possible by properly modifying the objective function. in order to establish a range for the 

convergence factor that will guarantee stability, the convergence characteristics of the LMS algorithm are 

inspected. 
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The LMS algorithm can be calculated as: 

w (k + 1) = w(k) + μe(k)x(k)                                                                   (1) 

e(n) = d(n)-y(n)                                                                               (2) 

        y(n) = w
T
(n)x(n)                                                                              (3) 

x(n) and w(n) can be defined as 

x(n)=[x(n), x(n-1), . . . . , x(n-M+1)]T                                                           (4) 

w(n)=[w(0), w(1), . . . . , w(M-1)]T                                                             (5) 

where, 

x(n) is input vector. 

w(n) is the weight vector . 

y(n) is the filter output. 

d(n) is the desired response. 

µ is the convergence factor. 

 

3. 2. Block LMS algorithm 

It uses block processing technique in which block of output is calculated from a block of input samples 

during each iteration. The processing of the LMS ADFs can be increased L fold using BLMS algorithm, where 

L is the block size. For (k+1)-th input block, BLMS algorithm for updating the filter weights can be given by: 

 

wk+1(n) = wk(n)+µ                                              (6) 

y(kL+l)=wk
T(n)xk(n+l)                                                                    (7) 

wk(n)=[wk(0), wk(1), . . . . , wk(N-1)]T                                                         (8) 

input vector xk(n+l) consists of N input samples 

xk(n+l)=[x(kL+l), x(kL+l-1), . . . . x(kL+l-N+1)]T                                             (9) 

The k-th block of errors can be calculated using the relation 

ek(l)=dk(l)-yk(l)                                                                                 (10) 

where 

yk(l)=[y(kL), y(kL+1), . . . . . , y((k+1)L-1)]T                                                    (11) 

ek(l)=[e(kL), e(kL+1), . . . . . , e((k+1)L-1)]T                                                   (12) 

dk(l)=[d(kL), d(kL+1), . . . . . , d((k+1)L-1)]T                                                   (13) 

for l = 0, 1, . . . . . ,L-1 and n = 0, 1, . . . . . ,N-1 

 

3.3. Distributed Arithmetic (DA): 

Distributed arithmetic plays key role in digital signal processing functions. DA is an efficient 

technique for calculation of sum of product or vector dot product or multiply and accumulate. The basic DA 

technique is bit serial in nature. It is basically a bit level rearrangement of MAC operation. It efficiently 

implements MAC using basic building blocks i.e. look up tables in FPGA. Area saving by using DA is 50-

80%. DA can be applied to BLMS and also to the other algorithms to reduce computations and also the area 

usage. 

The DA-BLMS structure consist of one error bit-slice generator (EBSG), one DA-module and one 

weight-update cum bit-slice generator (WBSG). WBSG updates the filter weights and produces the essential 

bit-vectors in accordance with the DA-formulation. EBSG computes the error block according to (10) and 

generates its bit-vectors. The DA-module updates the LUTs and makes use of the bit-vectors created by WBSG 

and EBSG to compute the filter output and weight-increment terms according to (19) and (20). 

Let Xk is the input matrix having size (LxN), L is input block size, N is a filter length and it is decayed into M 

square matrices Sj
k having size (LxL). The weight vector is decomposed into M short weight vectors Cj

k. the 

output yk can be written as 

yk = j
k.C

j
k                                                                         (14) 

 

Let ck
j(r) and ek(r), be the (r + 1)-th components of the L-point vectors ck

j and ek, and assumed to be B-bit 

numbers in 2’s complement representation: 

ck
j(r) = ( ck

j(r) )0 + k
j

l                                                    (15) 

ek (r) = ( ek (r) )0 + k l                                                    (16) 

 

(ck
j(r))l and (ek(r))l are the l-th bit of ck

j(r) and ek(r).  Substituting (15) in (14), we have  
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u( i , j )= ( ck
j(r) )l]  +  x(Lj’ – i - r)( ck

j(r) )0]                                 (17) 

Reorganizing the order of summation, (13) may otherwise be expressed as: 

  u( i , j ) = (ck
j(r )l]                                         (18)  

where j’ = k - j, signl = 1 for 1 ≤ l ≤ B-1 , and signl = -1 for l = 0. where j’ = k - j, signl = 1 for 1 ≤ l ≤ B-1 , and 

signl = -1 for l = 0. Every term in (17) represents the inner-product of sk
ij. All possible inner-products are pre-

computed and stored in an LUT and when the l-th bit-vector of weight vector (ck
j)l=[wk(jL)l  wk(jL + 1)l ..  

wk(jL+L-1)l] for l= 0, 1, …., B-1, is fed to the LUT as address, its inner-product is read from the LUT with sk
ij. 

The computation of inner sum of (18) in the form of memory read operation could be expressed as: 

u(i, j) = l [ F (( ck
j )l)] 2

-l                                                        (19) 

where F(.) is a memory-read operation, (ck
j)l for l = 0,1, …..,B - 1, is used as LUT-address. The inner-product 

may be expressed in the form of memory-read operation as 

v (i, j) = l [ F (( ek)l)] 2
-l                                                       (20) 

where ek is the l-th bit-vector of error-vector ek defined as:( ek)l = [e(kL), e(kL-1), ……, e(kL-L-1)l], which is 

used as address of an LUT to read its inner-products with sk
ij. LUT contents for the computation of u(i , j) and 

v(i, j) are just the same. When the bit-vector (ck
j)l  is used as address, the partial results of u(i , j) are read from 

the LUT, and when (ek)l is used as address, then partial results of v(i , j) are read from the same LUT. 

Therefore, by using the suggested scheme, a common set of LUTs could be used for the calculation weight-

increment terms and filter output. Since, a block of input samples changes after each iteration, the LUTs are 

necessary to be updated to accommodate the new input-block in each iteration. 
 

 
Fig. 2.  DA based structure for implementation of BLMS adaptive FIR filters for N = 16 and L = 4. The 

subscript l varies from 0 to B-1 in B cycles. 

 

IV. Conclusion 
In this paper, the review of FIR Adaptive Filter Using Distributed Arithmetic and Block LMS 

Algorithm is presented. In this, the different algorithms and the use of distributed arithmetic is discussed. In 

section II, the work done by different researcher in implementation of adaptive filters is summarized. In section 

III, the LMS algorithm, BLMS algorithm and FIR filter implementation with the help of BLMS and 

distributed arithmetic is discussed in brief. 
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I. INTRODUCTION 
In the recent time optimization methods using on PSO have received great interest from the 

researchers and design engineers for dealing with problems objectives that have been shown to be 

unaccomplished by using conventional solving techniques. Some researchers have used hybrid optimization 

algorithm approaches [1] are also proposed for many design problems. In this method combined reasoning 

takes place by use of fuzzy aggregation functions, capable of combining information by compensatory 

connectives that replicates the human reasoning process, employed in traditional set theories. The optimum 

value of parameters of the connectives is evaluated by genetic algorithms. 

Similarly the use of different methods from the fuzzy logic for classification was proposed [3] with the 

potential of their application in providing better classification results. This method considered the integration 

of techniques with an initial rule generation step and a following rule tuning approach using different 

evolutionary algorithms. Lee and Lee [4] introduced a hybrid search algorithm combining the  genetic 

algorithms and ant colony optimization (ACO) that can help in exploring the search space and exploit the best 

solutions. 

The methodology related to natural selection works with the eliminations of animals with poor 

foraging strategies through methods of locating, handling, and ingesting food, and supports the propagation of 

genes in animals that have successful foraging strategies, because they have more likely to obtain reproductive 

success [7, 8]. In this way after many generations, poor foraging strategies are either eliminated or converted 

into better strategies. Since a foraging organism/animal takes actions to maximize the energy utilized per unit 

time spent foraging, considering all the constraints presented by its own physiology, such as sensing and 

cognitive capabilities and environmental parameters (e.g., density of prey, risks from predators, physical 

characteristics of the search area), natural evolution could lead to optimization. This is the  main theory idea 

that are applied in the complex optimization problems. The optimization problem search space could be 

modeled as a social foraging environment where groups of parameters communicate cooperatively for finding 

solutions to difficult engineering problems [9]. 

 

Abstract: The foraging behavior of E. Coli is used for optimization problems. This paper is based on a 

hybrid method that combines particle swarm optimization and bacterial foraging (BF) algorithm for 

solution of optimization results. We applied this proposed algorithm  on different closed loop transfer 

functions and the performance of the system using time response for the optimum value of PID 

parameters is studied with incorporating PSO method on mutation, crossover, step sizes, and chemotactic 

of the bacteria during the foraging. The bacterial foraging particle swarm optimization (BFPSO) 

algorithm is applied to tune the PID controller of type 2, 3 and 4 systems with consideration of minimum 

peak overshoot and steady state error objective function. The performance of the time response is 

evaluated for the designed PID controller as the integral of time weighted squared error. The results 

illustrate that the proposed approach is more efficient and provides better results as compared to the 

conventional PSO algorithm. 

Keywords:  PSO, Bacterial foraging, PID tuning, Evolutionary Algorithm, Optimum Control.   
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II. RELATED WORK 
As a result of extensive investigation to devise methods of choosing optimum controller setting for the 

PID controller, Ziegler and Niclhols showed how they could be estimated using open and closed loop tests on 

the plants. The method is referred to as ZN rules. The ZN setting usually experiences excessive overshoot of 

the plant response. With the ease of computation, numerical optimization methods become significant in 

devising formula for PI and PID controller parameter tuning. The squared error integral criteria are the most 

common for such optimization. 

Several optimization techniques using the swarming principle have been adopted to solve a variety of 

engineering problems in the past decade. Ant Colony Optimization (ACO) was introduced around 1991-1992 

by M. Dorigo and colleagues as a novel nature-inspired metaheuristic for the solution of hard combinatorial 

optimization problems. Farooq et al developed a bee inspired algorithm for routing in telecommunication 

network. The work is inspired by the way these insects communicate. Swarming strategies in bird flocking and 

fish schooling are used in the Particle Swarm Optimization (PSO) introduced by Eberhart and Kennedy [5]. A 

relatively newer evolutionary computation algorithm, called Bacterial Foraging scheme has been proposed and 

introduced recently by K.M.Passino [2]. In this paper, the use of both PSO and (E coli) based optimization for 

PID parameter tuning is investigated. A new algorithm bacterial foraging oriented by particle swarm 

optimization (BF-PSO) is proposed that combine the above mentioned optimization algorithms. 

 

III. METHODOLOGY 
 

3.1Bacterial foraging algorithm: 

Recently, search and optimal foraging of bacteria have been used for solving optimization problems 

[6].To perform social foraging, an animal needs communication capabilities and over a period of time it gains 

advantages that can exploit the sensing capabilities of the group. This helps the group to predate on a larger 

prey, or alternatively, individuals could obtain better protection from predators while in a group. 

Overview of chemo tactic behavior of Escherichia coli: In our research, we considered the foraging 

behavior of E. coli, which is a common type of bacteria. 

Its behavior and movement comes from a set of six rigid spinning (100–200 r.p.s) flagella, each 

driven as a biological motor. An E. coli bacterium alternates through running and tumbling. Running speed is 

10–20 lm/s, but they cannot swim straight. The chemo tactic actions of the bacteria are modeled as follows: 

  In a neutral medium, if the bacterium alternatively tumbles and runs, its action could be similar to 

search. 

  If swimming up a nutrient gradient (or out of noxious substances) or if the bacterium swims longer 

(climb 

  up nutrient gradient or down noxious gradient), its behavior seeks increasingly favorable 

environments. 

  If swimming down a nutrient gradient (or up noxious substance gradient), then search action is like 

avoiding unfavorable environments. 

 

Therefore, it follows that the bacterium can climb up nutrient hills and at the same time avoids 

noxious substances. The sensors it needs for optimal resolution are receptor proteins which are very sensitive 

and possess high gain. That is, a small change in the concentration of nutrients can cause a significant change 

in behavior. This is probably the best-understood sensory and decision-making system in biology [6]. 

Mutations in E. coli affect the reproductive efficiency at different temperatures, and occur at a rate of 

about 10_7 per gene per generation. E. coli occasionally engages in a conjugation that affects the 

characteristics of the population. There are many types of taxis that are used in bacteria such as, aerotaxis 

(attracted to oxygen), phototaxis (light), thermotaxis (temperature), magnetotaxis (magnetic lines of flux) and 

some bacteria can change their shape and number of flagella (based on the medium) to reconfigure in order to 

ensure efficient foraging in a variety of media. Bacteria could form intricate stable spatio-temporal patterns in 

certain semisolid nutrient substances and they can survive through a medium if placed together initially at its 

center. 

Moreover, under certain conditions, they will secrete cell-to-cell attractant signals so that they will 

group and protect each other. 
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3.2Particle swarm optimization (PSO): 

The Particle Swarm Optimization (PSO) model [5] consists of a swarm of particles, which are 

initialized with a population of random candidate solutions. They move iteratively through the d-dimension 

problem space to search the new solutions. Each particle has a position represented by a position-vector Xik 

where (i is the index of the particle), and a velocity represented by a velocity-vector V Ik . Each particle 

remembers its own best position PiLbest. The best position vector among the swarm then stored in a vector 

PiGlobal. During the iteration time k, the update of the velocity from the previous velocity to the new velocity 

is determined by. 

V ik+1 = V ik +C1R1(PiLbest −Xik)+C2R2(PiGlobal −Xik) (1) 

The new position is then determined by the sum of the previous position and the new velocity. 

 

Xik+1 = Xik+ V ik+1 (2) 

Where R1 and R2 are random numbers. A particle decides where to move next, considering its own 

experience, which is the memory of its best past position, and the experience of the most successful particle in 

the swarm . 

 

Double click here to initialize plant data and optimization parameters.

Tunable Variables are  PID gains, Kp, Ki, and Kd.
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Fig 1: Block Diagram of Tunable closed loop PID controller system. 

 

IV. RESULTS AND DISCUSSION  
In this section we will discuss the results of our developed hybrid Bacterial Foraging and PSO 

optimization algorithm for determining optimize solution of tuned values of the PID controller parameters. 

The results consist of time response of the system having tuned PID values at which we get minimum steady 

state error and peak over shoot in the step response for a plant. We have drive the values of PID parameters 

using PSO and Bacterial Swarm Optimization hybrid method (BSO) on a systems of different types and order 

system as a plant transfer function. The cost function is considered as the sum of peak over shoot and squared 

of the integral error. Each iteration algorithm selected the parameter which gives minimum cost. The Block 

diagram of our control system is designed by simulink model as shown in fig 1 for different transfer functions 

of plant. Results are calculated using PSO and Hybrid BFO-PSO algorithm implemented in MATLAB 10. The 

optimization alogorithm is written that runs the close loop control system (fig 1) design iteratively under the 

formulation of respective optimization technique.  

The transfer functions considered for the plants are given are: 

Table 1: List of Transfer Function Considered for PID Tunning 

 

  

S.No. 

Transfer Function 

Name 

Equation 

(a)   TF1 
 

(b) TF2 
 

(c) TF3 

 

(d) TF4 
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Fig 2 shows the best response out of responses obtained by the BSO algorithm(dashed line) with the 

step response having minimum steady state error and error in the peak overshoot for all the transfer functions 

TF1 to TF4. In same figures in fig 2 we demonstrate the step response obtained by running PSO 

algorithm(solid line) for best optimum values of PID gain with minimum steady state error and peak over 

shoot out of these five responses  from both PSO and BSO. Below the figures we have also given the peak over 

shoot (MPBSO and MPPSO)of all the four cases of both algorithms for TF1 to TF4 in the table .It is giving a 

clear idea about the variation in peak values from steady state response that cannot be easily observed from the 

fig 2 plots. From the tabulated values we can conclude that BSO is giving minimum peak over shoot. 

 

  

MPBSO 

MPPSO 

0.024897113162271   

0.020736526713352  

0.823320191  x10 -4  

0.210999901082420 x10-4  

 (a)TF1 step response for BSO and PSO. (b) TF2 step response for BSO and PSO. 

  

MPBSO 

MPPSO 

0.1256  

-0.0494  

0.351458065311533  

0.014747796747556  

 (c) TF3 step response for BSO and 

PSO. 

(d) TF4 step response for BSO and PSO. 

Fig 2 : Time Response of Different Transfer functions. 

 

V. CONCLUSION 
In this article a new hybdrib optimization approach is proposed by combining benefits of Particle 

swarm and Bacterial Foraging technique in order to get better optimization valueswith higher accuracy and in 

less time. The proposed hybrid optimization BSO method is utilized to the problem of tuning of PID controller 

at the minimum cost of peak over shoot and steady state error and is compared with conveniently Particle 

swarm optimization. 
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The cost function here is the square of integral error. The closed loop PID controller cascaded with 

the process is tuned for values Kp, Ki and Kd. Results obtained by using (BSO) algorithm are presented in 

terms of step response and peak overshoot values. Figure 2 presents the tuning results using PSO and BSO. 

The parametric value of Kp,Ki and Kd  are randomly initialized in the same range for all methods.The result 

founded by the both  algorithms nearly gives the the same conclusion i.e in each algorithm peak overshoot in 

case of BSO is less than PSO. 
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I. Introduction 

Earth is the only planet in this entire universe, to have a suitable atmosphere to support life. It would 

not be an exaggeration to say that Earth’s climate has shaped the history of mankind biologically, socially, 
culturally and geographically. Climate of the Earth and mankind are in a dynamic interrelationship. Earth 

receives energy from the sun and it emits back the same to the space.  Any variation in this balance results in 

variations in climate. In the past also climatic variability occurred due to natural processes but it was gradual. At 

present, climate change become rapid due to the twin of activities of man namely urbanization and 

industrialization. The gases such as carbon dioxide, methane, nitrous oxide and Chloro Fluro Carbons emitted 

into the atmosphere in larger quantities by human activities and trapping the outgoing energy like glass panels of 

a greenhouse and responsible for global warming. Hence, these gases are known as greenhouse gases. The 

Concentration of these gases have increased in the atmosphere since 19th century (subhodh Sarma et al, 2006). 

This increase is by 29 percent, 150 percent and 29 percent of carbon dioxide, methane and nitrous oxide 

respectively (Intergovernmental Panel on Climate Change, 2001). Initially, the annual average concentration of 

CO2  measured at Mauna Loa  of 315 ppm in 1958 has increased to  338 ppm in 1980 (Jager,1983). By 2006 the 

CO2 concentration is ~ 380 ppm (Sarma and Rama Krishna, 2007). As a result, mean surface temperature 
globally risen by 0.4 to 0.8 °C (Oliver and Hidore, 2002). IPCC report (2001) s indicated that, the global 

average temperatures increased by 0.6 ± 0.2 ˚C since 1900.  Some predictive models suggested that there will be 

increase of temperature of about 4 °C by 2100 (Dash and Hunt, 2007; Oliver and Hidore, 2002). In addition, 

concentration of Chloro Fluro Carbons gases is responsible for the depletion of ozone which enable the free 

entry of the UV radiation directly to reach the surface of the Earth. With the thinning of protective ozone layer, 

more UV radiation reaches the earth (Orval et al, 2007).   

Exposure to high temperatures and intense Ultraviolet radiation together may responsible for the 

increase in the incidence of acute and chronic health effects on the skin, eye, and immune system of the body.  

The eye diseases include  age-related cataract, Pterygium, ocular surface squamous  neoplasia (OSSN), 

photokeratitis, corneal degenerative changes, dry eyes and photo conjunctivitis (which manifests as redness , 

grittiness, foreign body sensation of the eyes). Sometimes these eye diseases lead to blindness. The three 
diseases namely cataract, pterygium and ocular surface squamous neoplasia (OSSN) are   directly attributed to 

the exposure to UV radiation. Solar radiation exposes the eye to UV radiation-B rays, UV- A radiation and 

visible rays.  UV – B induces the formation cataracts in the eyes (Joan, 2011). Cataract is one of the major 

causes of blindness in the world. Pterygium is another eye related disease and its prevalence is attributed to 

Abstract: Eyes are the utmost significant organs in human life.  Ocular deterioration is mainly caused 
by three elements namely oxygen, heat and solar radiation. Out of which, exposure to heat and radiation 

are more dangerous. Incidences of ocular diseases are on increase due to global warming and ozone 

depletion all over the world. The major causes for global warming and ozone depletion are 

concentration of greenhouse gases and Chloro Fluro Carbons in the atmosphere as a result of urban 

and industrial activities of man.  These gases have a tendency to trap the outgoing radiation creating 

green house effect and destruct ozone molecules. As a consequence, harmful ultraviolet solar radiation 

(UVR) which is supposed to be filtered out by the ozone layer directly reaches the earth surface in 

larger quantities. Though, smaller amounts of UV radiation are essential for gaining Vitamin D, longer 

exposure to larger quantities of UV radiation harmful and cause health risks of skin, eye and immune 

system. In the present study, an attempt has been made to understand the trends in the incidence of eye 

related diseases i.e. cataracts, extra growths on the surface of the eye and carcinomas of the surface of 

the eye in the scenario of warming  and high incidence of UV radiation that taking place in 
Visakhapatnam district.  The study revealed a significant increase in the occurrence of these disorders 

in recent years, in all the age groups.  
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exposure to UV radiation and suspended particulate matter.  Ocular surface squamous neoplasia (OSSN) also 

results from excess exposure to UV radiation particularly in the regions closer to equator. For the present study, 

the trends in the incidence of these three diseases in Visakhapatnam district were considered.  

 

II. Study Area 
Visakhapatnam district is one of the north coastal districts of Andhra Pradesh located and lies between 

17° 1’18.16”N latitudes and 83°13’07.53”E longitudes. The district is bound in the northwest by Odisha State, 

in the northeast by Vizianagaram district, in the southwest by East Godavari district and in the east by Bay of 

Bengal. The district covers an area of 11,161 km2 and exhibits heterogeneity in its physiographic characteristics. 

Based on the nature of physiography, the district can be broadly recognized as eastern coastal plains and western 

hilly area. The total population of the district is 3.83 million as per the 2001 Census out of about 3.25 million 

(~85%) people live in the Coastal plain while the Hilly area accounts for the remaining 0.58 million. Half of the 
district’s population lives in rural and tribal areas and most of their earning is based on outdoor activities like 

farming, gathering and fishing, thus are exposing themselves to excessive sun. The district experiences semi arid 

climatic conditions in the coastal plains and dry sub humid climates in the hilly tract. The temperature of the 

district ranges from 18°C to 34°C throughout the year. In view of the above facts, a study was undertaken to 

assess the prevalence of eye related in the district of Visakhapatnam. 

 

III. Data Collection And Analysis 

Data on the  incidence of ocular diseases namely cataract, pterygium and OSSN   of Visakhapatnam 

district were collected from the records maintained by the Government Regional eye hospital, Department of 
Ophthalmology, Andhra medical College, Visakhapatnam, for a period of ten years  ( 2002 to 2012). The data 

were analyzed and results discussed and represented in the form of graphs.  

 

IV. Results And Discussion 
The human eye is constantly exposed to sunlight and artificial lighting. However, exposure to the 

intense ambient solar radiation can pose a hazard particularly if the recipient is over 40 years of age (Joan, 

2011). This radiation exposure can lead to impaired vision and transient or permanent blindness.  

Cataract is “opacification or cloudiness of the lens inside the eye which obstructs the light rays and 

causing decrease in vision (Fig.1). Cataract is mostly responsible for visual impairment and blindness 
worldwide especially in middle age. Approximately 12 to 15 million people are becoming blind annually around 

the world, of which around 20 % may be due to exposure to sun (http://www.who.int/uv/health/en) induced 

cataract formation. Higher prevalence of cataract in India was observed among females (Sharma,1962). 

Epidemiological studies revealed that many workers including doctors are known to have developed premature 

cataracts while exposed to X-rays, Ultraviolet-A and Ultraviolet-B radiation and heat waves (Park and Park, 

1977). But more incidence is due to UV-B radiation. Absorption of UV-B radiation leads to damage of tissues 

of cornea and lens of the eye (American optometric Association, 1993). Data on the incidence of cataracts in 

Visakhapatnam district were analyzed and graphically represented for the period between 2002 and 2012. 

(Fig.2). There were about 37 cases per 100 hospital based population, reported in the Regional eye hospital in 

Visakhapatnam in the year 2002-2003. Since then the cases were increased each year without any decline. By 

2011-2012, the incidences reported were 51 per 100 population i.e. (51%). Pterygium is another ocular disease 
with the manifestation of triangular growth of the bulbar conjunctival tissue on white part of the eye that may 

extend onto the clear cornea where it can block the vision (Fig.3). Incidence of Pterygium has its geographical 

extent and occurs in between 37° N and 37° S latitudes (Fig.4). In these latitudes the prevalence rate of 

Pterygium is 2 percent to 29 percent. In India, its prevalence rate is 9.5 to 10.8 percent.  It mostly occurs in the 

population who work in the sun and windy outdoors. And its prevalence is attributed to exposure to UV 

radiation and suspended particulate matter.  This disorder can be cured surgically but sometime recurs. If not 

treated, it may lead to blindness. Incidence of Pterygium is increasing at alarming rates in Visakhapatnam 

district (Fig. 5). The analysis of data indicated that in the year 2002-2003 around 46 cases per 1000 hospital 

based population, were reported. Since then there is continuous rise in the incidence in each year. By 2011-2012 

the cases of incidence were increased almost 5 times more than that of 2002-2003.  

Ocular surface squamous neoplasia (OSSN) represents a rare spectrum of disease involving the 

conjunctiva and the cornea. Ocular surface squamous neoplasia (OSSN) comprises a wide spectrum of 
dysplastic changes in surface of the eye, e.g. the cornea and the conjunctiva causing “precancerous” lesions or   

invasive carcinoma of the ocular surface (Fig.6). World prevalence of OSSN varies between 0.03 and 1.9 per 

million population. OSSN incidence is high in the countries of located in the lower latitudes where excessive 

exposure to UV radiation is more common. UV-B radiation has shown to cause p53 gene mutation, which is 

associated with the incidence of OSSN (Mohamed, 2002).   The rate of risk depends up on the type of UV rays, 

the intensity of exposure, total cumulative exposure and the amount of light absorption by the protective mantle 
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of the melanin. Out of UVA (320–400 nm), UVB (280–320 nm) and UVC (200– 280 nm), Ultraviolet- B (UVB) 

radiation is believed to be responsible for the incidence of various cutaneous and ocular surface cancers (Ng J et 

al, 2008). Histological evidence of solar injury, which is identified as a major contributory factor for 
conjunctival OSSN, has been reported in 50-100% cases of OSSN (Noopur et al, 2010). Apart from the 

exposure to UV radiation  incidence of OSSN disease is associated with  advanced age, male gender, fair skin, 

smoking, infection with human papilloma infection (HPV), immunosuppression and infection with human 

immunodeficiency virus (HIV) ( Ruchi Mittal et al, 2013).   The incidence of OSSN indicated changing trends 

with the upsurge of HIV infection (Karcioglu, 2009).  

Figure 7 shows the increasing occurrence of Ocular Surface Squamous Neoplasia in the population of 

Visakhapatnam district. In Visakhapatnam district OSSN ocular diseases was a rare disease in the past, but at 

present its rate of incidence is increasing year by year in the study area. During 2002-2003 only one case 

recorded. However, since 2008-2009 the number of incidences has increased. During 2011-2012 around 22 

cases per 10,000 hospital based population were reported.  

 

V. Conclusions 
The study of three eye diseases, the incidence of which are directly related with exposure to sun’s 

radiation intensity are on increase on par with the warming of temperatures in Visakhapatnam district.   

Research on ocular hazards of sunlight is essential as it helpful for the improvement of visual health through 

implementing preventive medicine strategies. 
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Fig. 1. Showing eye affected with cataract 
 

 

Fig.2. Trends in cataract incidence in Visakhapatnam district during 2002-2012 

 

 
Fig.3. Eye affected with Pterygium disorder 
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Fig.4. Geographic areas mostly affected with Pterygium in the world 

 

Figure 5.Trends in the  incidence of  Pterygium in  Visakhapatnam district. 

 

 
Fig. 6. Eye  showing Ocular  surface squamous neoplasia disorder 



Impact Of Climate Change On Eye Health In Visakhapatnam District Of Andhra Pradesh – A Case  

| IJMER | ISSN: 2249–6645 |                                 www.ijmer.com                                  | Vol. 4 | Iss. 6| June. 2014 | 6| 

 
 

Fig.7. Trends in the incidence of OSSN in Visakhapatnam District 
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I. Introduction 
The basic functions of an aircraft’s structure are to transmit and resist the applied loads; to provide an 

aerodynamic shape and to protect passengers, payload systems, etc., from the environmental conditions 
encountered in flight. These requirements, in most aircraft, result in thin shell structures where the outer surface 

or skin of the shell is usually supported by longitudinal stiffening members and transverse frames to enable it to 

resist bending, compressive and torsional loads without buckling. Such structures are known as semi-

monocoque, while thin shells which rely entirely on their skins for their capacity to resist loads are referred to as 

monocoque. 

The load-bearing members of these main sections, those subjected to major forces, are called the 

airframe. The airframe is what remains if all equipment and systems are stripped away. In most modern aircrafts, 

the skin plays an important role in carrying loads. Sheet metals can usually only support tension. But if the sheet 

is folded, it suddenly does have the ability to carry compressive loads. Stiffeners are used for that. A section of 

skin, combined with stiffeners, called stringers, is termed a thin-walled structure. 

The main body structure is the fuselage to which all other components are attached. The fuselage 

contains the cockpit or flight deck, passenger compartment and cargo compartment. While wings produce most 
of the lift, the fuselage also produces a little lift.  

A bulky fuselage can also produce a lot of drag. For this reason, a fuselage is streamlined to decrease 

the drag. We usually think of a streamlined car as being sleek and compact - it does not present a bulky obstacle 

to the oncoming wind. A streamlined fuselage has the same attributes. It has a sharp or rounded nose with sleek, 

tapered body so that the air can flow smoothly around it. 

As a result of the investigations into the accidents in the 1950’s, aircraft manufacturers began to 

incorporate into their fuselage designs features which would increase the ability of the aircraft to sustain damage 

caused by fatigue cracking; i.e., a damage tolerant design philosophy. A reinforced doubler on the inside of the 

fuselage skin, termed tear strap, crack stopper strap, or fail-safe strap, is commonly employed. Tear straps are 

simply strips of material attached circumferentially to the skin of the fuselage which capitalize on the advantage 

of flapping. A tear strap locally reduces the hoop stress thus causing the bulge stress to become greater than the 
hoop stress for an axial crack length that is less than the axial crack length for flapping the un-stiffened cylinder. 

Properly designed tear straps are able to induce flapping and contain the damage between two tear straps. 

 These tear straps are made up of aluminum alloy and are placed between the bulkhead and skin and 

they run below the bulkhead as shown in the figure1 

Abstract:  One of the fail-safe design features is the two-bay crack arrest capability of the airframe. In 

particular two-bay longitudinal and two-bay circumferential crack arrest feature is the main aspect of 

design for damage tolerance of the pressurized fuselage cabin. Under fuselage pressurization load cycles 

fatigue cracks develop at location of maximum tensile stress. There are locations on the airframe which 

are favorable for the initiation of longitudinal cracks and other locations for circumferential cracks.This 

investigation identifies one such location from where a longitudinal crack can initiate and studies the fast 

fracture and crack arrest features under the action of uni-axial hoop stress. The main crack arresting 

features are the bulkheads and crack stopper straps.A finite element modeling and analysis approach will 

be used for a realistic consideration of bulkheads and crack stopper straps and their role in the two-bay 
crack arrest capability of the aircraft.In particular through a stress analysis at a hoop stress 

corresponding to the design limit load, the load carrying ability of the bulkheads and the crack stopper 

straps will be assessed.For a realistic representation of two-bay cracking scenario it will be examined 

under what condition a two-bay crack can be arrested.   

Keywords: Damage tolerance, circumferential crack, fracture, bulkhead, tear strap, Finite element 

analysis, fail-safe design. 
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                                                         ref: H. Vlieger, 

Figure.1 (a) Frame with Crack stopper 

         (b) Frame without Crack stopper 

 

1.1 The problem 

Stiffened panels are the most generic structural elements in an airframe. Currently large transport 
airplanes are being developed with “Large damage tolerance capability” as a design goal. An important concept 

in the design of the pressurized fuselage of large transport aircraft is the provision of crack stopper straps to 

arrest the fast fracturing of a crack.  

 

1.2 Objective of the present work 

In this project the role of the crack stopper strap in the fail-safe design of the fuselage is investigated. As 

a first approximation a stiffened flat panel with a center longitudinal crack is considered. The strength of this 

cracked panel is investigated as a function of crack length in the absence of crack stopper straps. Crack stopper 

straps is then  introduced at the locations of stiffeners perpendicular to the crack line and strength of the cracked 

flat panel is investigated as a function of crack length in the presence of crack stopper straps. 

The failure criteria that is used in this study are 

The skin crack will have a fast fracture when the maximum stress intensity factor becomes equal to the fracture 
toughness of the skin material at that thickness 

1. There is no rivet failure 

2. There is no failure of the stiffener normal to the crack Line 

 

 

 

 

 

 

 

 
 

 

 

A Finite element analysis approach is followed in this investigation. Industry relevant data is used in 

this investigation .Geometrical dimensions representative of actual aircraft in service is considered. The material 

is taken as 2024-T3 sheet aluminum alloy.  

A panel strength diagram is derived from the stress analysis of this cracked stiffened panel. This 

diagram illustrates the strength of the skin and the stiffener as function of crack length 
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II. Material Properties 
The material considered for the structure is Aluminum Alloy – 2024-T351, with the following 

properties. 

Young’s Modulus, E = 70,000 N/mm2 
Poison's Ratio, μ = 0.3 

Ultimate Tensile Strength, σu  =   420 N/mm2 

Yield Stress, σy  = 350 N/mm2 

The following table shows the composition of the material considered. 

Table.1 Chemical composition of AA 2024-T351 aluminum alloy 

 

M Wt. %           M Wt. % 

Al 90.7-94.7      Mn 0.3-0.9 

Cr max. 0.1      Si max. 0.5 

Cu 3.8-4.9     Ti max. 0.15 

Fe max. 0.5      Zn max. 0.25 

Mg 5.2-5.8           Others max. 0.15 
 
A small part of fuselage is taken, which is rectangular stiffened panel as shown in the Figure 2 and relevant loads 

and boundary conditions are applied and analyzed. The stiffened panel consists of, Skin, Bulkhead, Crack 

stopper strap (tear strap), Longerons (stringer) Fasteners (rivets). 

Figure.2 Detailed view of fuselage part 

All the components of the stiffened panel are assembled together by riveting with the rivet pitch 25mm 

and diameter of the rivet is 5mm.  

The following Figure.4 show the details about the finite element mesh generated on each part of the 

structure using MSC PATRAN. 

Fig 3: Close up view of stiffened panel 

 
Figure.4Complete finite element mesh on stiffened panel 

 
Figure.5 Geometric dimensions of tear strap (crack stopper) 

 

In the Finite element meshing of tear strap nodes are placed at calculated distance so that the riveting 

could be carried out in a proper way. The tear straps are placed on the skin and the rivet nodes are aligned so that 

the riveting could be carried out once the rest of the components are ready. These tear straps are placed in 

between the skin and bulkhead and runs below the bulkhead in the circumferential direction and perpendicular to 

the longitudinal crack. The close up view of the meshed tear strap is shown in  

 

                                                    

  

TEAR STRAP 
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Figure.6 Finite element mesh on Tear strap 

 

Loads and boundary conditions 

  A differential pressure of 9 psi (0.062066MPa) is considered for the current load case. Due to this 

internal pressurization of fuselage (passenger cabin) the hoop stress will be developed in the fuselage structure. 

The tensile loads at the edge of the panel corresponding to pressurization will be considered for the linear static 
analysis of the panel. 

Hoop stress is given by  

    σ hoop =         

Where 

Wh                 Cabin pressure (p) = 9 psi= 0.062066MPa 

                       Radius of fuselage(r) = 1500 mm 

    Thickness of skin (t) = 1.5mm 

After substitution of these values in (Eq6.1) we will get  

                  σ hoop =6.327 N/mm2 
We know that 

                  σ hoop =  

Above equation can be written as   

      P = σ hoop *A ------ Eq.1  
 

Load on Tear strap 

Here 

 Pts=Load on skin  

 σ hoop =6.327 Kg/mm2 

  A=Cross sectional area of each Tear strap in mm2  

 i.e. Width *Thickness(30*1.5) 

Substituting these values in the Eq.1 

we get      

Pts=1423Kg   On each Tear strap 

Uniformly distributed load on Tear strap will be    

                Pts =9.4905Kg/mm 

 
Fig 7.Stress counter for tear strap 
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Figure shows the stress contour on the tear strap from global analysis results. It is clear that the 

maximum stress on tear strap is at the rivet location where the rivets are used to fasten tear strap, bulkhead and 

longeron on skin. 

 

Stress intensity factor (SIF) approach 

There are different methods used in the numerical fracture mechanics to calculate stress intensity factors 

(SIF). The Virtual Crack Closure Technique (VCCT) originally proposed in 1977 by Rybicki and Kanninen, is a 
very attractive SIF extraction technique because of its good accuracy, a relatively easy algorithm of application 

capability to calculate SIF for all three fracture modes. The VCCT has a significant advantage over other 

methods, it has not yet been implemented into most of the large commercial general-purpose finite element 

codes. 

 

The detail calculation of the energy release rate is, 

       G=    ------Eq.2 

Where  

    G=Strain energy release rate  

    F=Forces at the crack tip in kg or N 

  𝜟c=change in virtual crack length in mm  
   t= thickness of skin in mm 

Then the SIF is calculated by FEM method by substituting Eq.2  in below Eq.3 

  KI=      --MPa    -----Eq.3      

  Where, 

     KI= stress intensity factor (SIF) 

      E =young’s modulus =7000Kg/mm2   

                    = 68670 Mpa          
           G=Strain energy release rate 

Theoretically SIF value is calculated by  

     KI =  * f (         ---MPa  --- (Eq.4) 

 And 

                   f (    =           ---(Eq.5) 

Where  

                     = Crack length in mm 

                    f (  =Correction factor 
                    b=Width of the plate (1500mm) 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

SIF (stress intensity factor) has been calculated by FEM (by using VCCT technique). SIF values are 

obtained analytically(FEM) by using EQUATIONS 2 AND 3 for un-stiffened panel having same dimension as 

skin in stiffened panel by applying boundary conditions which are discussed earlier. SIF values are also obtained 

for stiffened panel using FEM. 
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Crack 

length  mm 

SIF by Theoretical in                                                

MPa√m 

SIF by FEM  

Analytical in  

MPa√m 

50 26.1     26.53 

100 36.92 37.59 

150 45.25 46.13 

200 52.30 53.39 

250 58.54 59.85 

300 64.23 65.75 

350 69.50 71.25 

400 74.46 76.45 

450 79.16 81.39 

500 83.68 86.16 

550 88.04 90.78 

600 92.28 95.28 

Table 2. comparison between theoritical and fem 

 

From the table 2 it is clear that SIF values obtained by using  FEM (by using VCCT technique) for un-

stiffened panel agrees with the SIF values calculated theoretically.Therefore FEM (by using VCCT method)  for 

finding SIF value is valid. For the evaluation of effect of tear strap (crack stopper strap) for crack arrest 
capability, as a first approximation a stiffened flat panel with a center longitudinal crack is considered. The SIF 

value of this cracked panel is investigated as a function of crack length in the absence of crack stopper straps. 

Crack stopper straps are then introduced at the locations of stiffeners perpendicular to the crack line. The SIF 

Values of the cracked flat panel is investigated as a function of crack length in the presence of crack stopper 

straps. In the parametric study the thickness is varied. The SIF values obtained for stiffened panel without tear 

strap and stiffened panel with tear strap are compared with the critical stress intensity factor KIc (Fracture 

toughness of the material) If SIF (K) at the crack tip approaches or exceeds an upper limit of stress intensity 

factor (KIc), then the crack will zip through leading to catastrophic failure of the structure. The upper limit is 

known as critical stress intensity factor (Fracture toughness of the material) which is the material property and is 

usually denoted by KIc. Graph 1. sif vs cracklength 

The stress intensity factor is a parameter to measure severity of stress at the crack tip but critical stress 
intensity factor is the limit on SIF such that if SIF exceeds beyond the critical stress intensity factor, the crack 

will grow rapidly leading to the final failure. 

  When the crack stress intensity factor due to remote loading reduces below the fracture toughness of the 

material then a crack will get arrested. We know that aluminum maximum yield strength is 35 kg/mm2. The 

structure is normally designed in such a way that the maximum stress developed at design limit load will be 

equal to the yield strength of the material. By using incremental ratio, which is ratio of aluminum yield strength 

to the obtained maximum stress. 

=         = 1.35 

So we can increase the stress to 1.35 times the originally obtained values. Those values are calculated and 

tabulated below.  

 

Crack 

length 

(a) in mm 

KI FEA   

without Tear 

strap 

(MPa√m) 

KI FEA with 

Tear strap 

(MPa√m) 

 

100 56.06 82.35 

200 68.58 69.57 

300 78.92 79.21 

400 88.74 88.12 

500 96.43 95.40 

600 103.63 101.97 

700 108.37 104.71 

800 102.80 94.44 

Table 3.   Comparison of KI FEA values with tear strap and without tear strap of stiffened panel for actual loads 

and boundary conditions 
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S.I.F as a function of crack length without tear strap 

 

 

                

 

 

 

 

 

 

 

 

 

 

 

 

Graph 2.  S.I.F as a function of crack length with tear strap 

 
From the results it is clear that the SIF value increases as crack length increases, as the crack approaches 

near to the stiffening member (bulkhead and tear strap) SIF decreases because near the stiffener region the load 

gets transferred from skin to the stiffener. Therefore the SIF in the skin reduces. When the crack is propagated 

beyond the bulkhead position, there will be an increase in SIF because the load shared by the skin increases 

gradually. The increasing trend in the curve is observed as the crack moves away from the bulkhead position. So 

by using the tear strap we can control the crack growth rate (kI) within the two-bay structure. 

 

III. Conclusion 
1.  A stiffened panel which is generic structural element of the fuselage structure is evaluated analytically for its 

crack arrest capability. 

2.  Finite element analysis (FEA) approach is used for structural analysis of the stiffened panel. 

3.  Stress analysis is carried out to identify the maximum tensile stress location in the stiffened panel. The 

magnitude of maximum tensile stress in loading direction is 23.3 Kg/mm2 (228.59 MPa) which is in the 

bulkhead at the stringer cut-out. The maximum stress locations are the probable locations for crack 

initiation. Invariably these locations will be at stringer cut-out locations in the bulkhead. 

4.  There are other possibilities of crack initiation at different locations in the stiffened panel due to discrete 

source of damage. It may be due to bird hit, foreign object hit. For the analysis centre cracked stiffened 

panel with central broken bulkhead and tear strap is considered which is due to discrete source of damage. 

5.  Modified virtual crack closure technique (VCCT) along with FEA analysis results are used for calculation of 

stress intensity factor (SIF). The effect of tear strap in arresting two-bay crack is studied. 

6.  Tear straps (crack stopper straps) with thickness 1.5 mm shows that a two bay crack is arrested it the 
stiffened panel. 

7.  These results were obtained for the rivet pitch of 25mm in the bulkheads by varying the pitch of the rivet 

may alter the crack arrest capability of the stiffened panel. 
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I.   Introduction 
MEDIUM voltage (MV) microgrids will play a major role in controlling of distribution network in the 

future smart grids. The role of MV microgrids is more important when considering the environmental issues and 

economical, social, and political interests. The recently presented concept of multi-microgrids is a motivation 

for proposing the concept of the higher voltage level structure of microgrids, e.g., MV level A multi-microgrid 

consists of low voltage (LV) microgrids and distributed generation (DG) units connected to several adjacent MV 

feeders. Many innovative control techniques have been used for power quality enhanced operation as well as for 

load sharing. A microgrid that supplies to a rural area is widely spread and connected to many loads and DGs at 

different locations. In general, a DG may have local loads that are very close to it. There may be loads that are 

not near to any of the DGs and they must be shared by the DGs and the utility. These are termed as common 

load in this paper. The most common method of local load sharing is the droop characteristics. Parallel 

converters have been controlled to deliver desired real and reactive power to the system. Local signals are used 

as feedback to control the converters, since in a real system, the distance between the converters may make an 

inter-communication impractical. The real and reactive power sharing can be achieved by controlling two 

independent quantities – the power angle and the fundamental voltage magnitude This paper presents a new 

control strategy for an islanded microgrid consisting of several dispatchable electronically-interfaced three-wire 

DG units. The microgrid consists of several buses and operates in an MV level. Each DG unit supplies the local 

and nonlocal loads which can be unbalanced. The overall microgrid is controlled based on the decentralized 

control strategy, i.e., each DG unit is considered as a subsystem equipped with the proposed control strategy. 

However, it is assumed that each nonlocal bus (feeder) is equipped with a phase measurement unit (PMU) 

which transmits the phasor information of the feeder to the adjacent DG units. The proposed control strategy of 

each DG comprises a voltage control loop, a droop controller and a negative-sequence output impedance 

controller. The voltage controller adaptively regulates the load voltage using a PR controller. The average power 

sharing between the DG units is carried out by the droop controller. However, the droop controller is not able to 

share the negative-sequence current resulting from the unbalanced loads. Thus, a new control strategy is 

proposed in this paper to efficiently share the negative-sequence current among the DG units. The proposed 

Abstract: Distributed generation has attracted great attention in recent years, thanks to the progress 

in new-generation technologies and advanced power electronics. The Microgrid has been a successful 

example by integrating various generation sources with the existing power distribution network 

through power electronic converters. This paper proposes a PV, Fuel cell based microgrid and a new 

control strategy for the islanded operation of a multi-bus medium voltage (MV) microgrid. The 

proposed control strategy of each DG comprises a proportional resonance (PR) controller with an 

adjustable resonance frequency, a droop control strategy, and a negative-sequence impedance 

controller (NSIC). The PR and droop controllers are, respectively, used to regulate the load voltage 

and share the average power components among the DG units. The NSIC is used to effectively 

compensate the negative-sequence currents of the unbalanced loads and to improve the performance 

of the overall microgrid system. Moreover, the NSIC minimizes the negative-sequence currents in the 

MV lines and thus, improving the power quality of the microgrid. The performance of the proposed 

control strategy is verified with PV, Fuel cell inputs by using digital time-domain simulation studies in 

the MATLAB/SIMULINK software environment 

Key words: Distributed generation, medium voltage (MV) microgrid, negative-sequence current, 

power sharing, unbalance load, voltage control. 
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negative-sequence current controller adjusts the negative-sequence output impedance of its own DG such that 

the negative-sequence currents of the MV lines will be minimized. 

 

II.   Modeling of PV and Fuel Cell System 

The strategy of modeling a PV module is no different from modeling a PV cell. It uses the same PV 

cell model (Odeh I, et al., 2006). The parameters are the all same, but only a voltage parameter (such as the 

open circuit voltage) is different and must be divided by the number of cells. The model consists of a current 

source (IPh), a diode (D), and a series resistance (Rse). The effect of parallel resistance (RPa) is very small in a 

single module, thus the model does not include it. To make a better model, it also includes temperature effects 

on the short-circuit current (Isc) and the reverse saturation current of diode (Mezghanni D, et al., 2007). It uses a 

single diode with the diode ideality factor (n) set to achieve the best I-V curve match. 

 
FIG 2.1Equivalent circuit of PV cell 

 

The below figure shows the I-V characteristics for the PV cell modeled in MATLAB. The curves are 

ploted with different radiations of sun from 0.25 to 1 

 

 
Fig.2.2 I-V characteristics of PV cell 

 

The below figure shows the characteristics of PV module at different temperatures ranging from 25
o
to 

100
o
c.These curves match the practical characteristics of  PV cells which shows that simulated model is truly 

working. 

 
Fig.2.3  I-V characteristics with varying temperature 
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III.    Multi-Bus MV Microgrid Structure 

Fig. 1 shows a single-line diagram of a multi-bus MV microgrid which is composed of a 20-kV three-

feeder distribution system and two electronically-coupled three-wire DG units. A combination of balanced and 

unbalanced loads are supplied through three radial  

 

 
Fig.1. MV multi-bus microgrid consisting of two DG Unit 

 

Feeders,F1,F2,F3. The DG units are connected to feeders F1,F2 through step-up transformers and are 

assumed to be dispatchable. Thus, each DG unit can supply any amount of the real/reactive power within the 

pre-specified limits. Moreover, each DG must control its own power in a decentralized control manner. The 

loads are connected to the MV feeders via Y/Δ transformers, and therefore, the loads do not absorb any zero-

sequence current from the MV feeders. Nevertheless, the load current can assume the negative-sequence 

component. In this paper, it is assumed that the microgrid system operates in the islanded mode. Therefore, the 

DG units are responsible for compensating the negative-sequence current of the unbalanced loads. The 

microgrid parameters are given in Table I. 

 

IV.   Dynamic Model of a Three-Wire Dg Unit 
Each DG unit including its series and capacitive (LC) filters can be considered as a subsystem of the 

microgird. To control the microgrid using the a decentralized control strategy, it is required that the dynamic 

model of each subsystem be derived first. Thus, in this section, the dynamic model of a three-wire DG unit, as a 

subsystem of the overall microgrid, is presented. Fig. 2 shows the circuit diagram of a three-wire DG subsystem. 

The objective is to design a feedback control system to robustly regulate the load voltages in the presence of 

disturbances. It should be noted that since the microgrid system is a three-phase three-wire system, the zero-

sequence of the currents become zero. Thus, using the Clarke transformation, the state space equation of the 

system in the stationary reference frame is obtained as follows [16]: 

 

TABLE I 

Microgrid System Parameters 
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Fig. 2. Circuit diagram of a three-phase, three-wire DG unit. 

 

 
 

 
 

The (1) in the Laplace domain is 

 
 

Equation (4) shows that the matrix transfer function of the DG subsystem is diagonal (completely 

decoupled) and can be viewed as two SISO control systems. 

 

V.   Operation Principles of the Proposed Control Strategy 

The proposed control strategy comprises 1) a voltage control, 2) a power sharing control loop, and 3) a 

negative-sequence current controller. The purpose of the voltage control loop is to keep the voltage of each bus 

of the microgrid within the acceptable limits. To eliminate the impact of the unknown dynamics (load 

dynamics), a feed forward controller is incorporated in the voltage control loop. In the αβ -frame, the reference 

signals are sinusoidal, and therefore, a PR controller is designed to ensure the excellent reference tracking [17], 

[18]. Moreover, since the frequency is determined by the droop control strategy and may deviate from its rated 

value, the proposed PR controller should adaptively adjust its parameters. 

When the load is unbalanced, its power components will b oscillatory [19]. In this case, the 

conventional droop controller is used for sharing the average power components of the loads and a negative-

sequence output impedance control strategy is proposed to effectively share the oscillatory portions of the load 

power. It should be noted that each DG unit mainly compensates the oscillatory power of its local load. 

However, the oscillatory power components of the nonlocal loads are shared among all DG units. Therefore, the 

proposed control strategy improves the power quality of the overall microgrid. In the following sections, the 

control design procedure is explained in detail. 
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A .Proportional Resonance Controller with Non-Fixed Resonance Frequency 

Since the matrix transfer function of the DG subsystem in the αβ- frame is diagonal, two identical SISO 

controllers can be independently designed for the quadrature axes and. Fig. 3 shows the block diagram of the 

voltage controller for α or β which is used to increase the internal stability and to protect the voltage source 

converter (VSC) of the DG unit. The gain of the proportional controller is set such that the damping factor of the 

dominant poles of the inner loop system becomes 0.7. In this case, the gain is set to 2.9. The reference signal for 

the inner Loop is generated by the PR controller as shown in Fig. 3.The PR controller is designed using the 

SISO tools of MATLAB software. The designed controller provides goo robust stability margins for the overall 

closed loop system, i.e., the phase and gain margins are 46 and 8 dB. The PR controller can be considered as a 

series connection of a fixed part C(s) and a parameter dependent part CAD(s) as 

 

 
Based on the internal model control (IMC) theory, zero steady State tracking error for a sinusoidal 

reference signal is achieved if the parameter equals the frequency of the reference signal Vref. The frequency of 

the reference signal is determined by the droop controller and may slightly drift from its nominal value Thus, the 

transfer function CAD(s) is implemented such that  the parameter can adaptively be adjusted, as shown in Fig. 4. 

 
Fig. 3. Voltage controller structure in the or axis. 

 

 
Fig. 4. Block diagram of the proposed PR controller. 

 

 
Fig. 5. Output impedance of the closed-loop DG system 
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Fig. 6. Structure of the proposed control system 

 

In this case, an excellent tracking is achieved even if the frequency of the reference signal deviates 

from its rated value. The damping factor ωcut > 0 is a very small number whose role will be explained in Section 

V-D. The output impedance of the DG is defined as 

 

 
Where Iout and Vout  are the terminal current and output voltage of the DG, respectively. Fig. 5 shows 

the frequency response of Zout for the frequency interval [49 Hz, 51 Hz]. Note that the output impedance is 

computed for the closed-loop system according to Fig. 3 and (6). As shown in Fig. 5, the variation of  Zout is 

significant around 50 Hz. Thus, if the conventional PR controller with a fixed central frequency ω is used, the 

output impedance will be increased due to the frequency drift imposed by the droop controller. However, the 

proposed PR controller with an adjustable resonance frequency dynamically sets its central frequency to keep 

the output impedance at its minimum value. 

 

B . Proposed Control System 

Fig. 6 shows the block diagram of the proposed control system. The voltage controllers consist of two 

identical PR controllers whose reference signals are The averaged power components are then applied to the 

droop controller to calculate frequency and voltage magnitude of the reference signals. The reference generator 

unit generates the reference signals for the PR controller. The outputs of the voltage controllers are considered 

as the reference signals for the current controllers. These signals are compared with the Currents of the series 

filter and are added with the feed forward signals ioα and ioβ the resultant signals are then applied to the current 

controllers to generate the control signals Uα and Uβ. To share the negative-sequence currents among the DG 

units, the signals Uα and Uβ are are decomposed into the symmetrical Components using the unified three-

phase signal processor (UTSP) proposed in [21]. The instantaneous negative-sequence components of the 

control signals are multiplied by a DC gain Kn which is generated by the NSIC. In this case, the negative-

sequence output impedance of each DG is adjusted by manipulating the gain Kn. The positive- and negative-

sequence components of the control signals are finally summed up to generate the control signals for the gating 

signal generator of the VSC. 

 

C. Positive- and Negative-Sequence Models of Microgrid 

To obtain the positive- and negative-sequence models of the overall microgrid, the dynamic model of 

each DG unit is obtained in the positive- and negative-sequence frames using Fig. 6. The positive-sequence 

voltages of the closed-loop system in the αβ-frame can be expressed as 

 

 
 

The negative-sequence voltages of the closed-loop system is expressed as 
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Fig. 7. (a) Positive- and (b) negative-sequence models of the two DG microgrid of Fig. 1. 

 

Based on (7) and (8), the positive- and negative sequenc models of the DG units of Fig. 1 are obtained, 

as shown in Fig. 7 The line and transformer parameters of both positive- and negative-sequence models are 

identical, and each load is modeled by a current source. 

 

C. Negative-Sequence Current Sharing Strategy 

To optimally share the negative-sequence currents between the DG units, the negative-sequence output 

impedance of each DG is adjusted by the parameter Kn [Figs. 6 and 7(b)]. The studies show that the                             

negative-sequence output impedance is inversely proportional to Kn and increases as ωcut is increased (Fig. 8). 

The magnitude of the negative-sequence output impedance at the system frequency. With respect to the 

parameter Kn for three values of ωcut is shown in Fig. 8. The maximum value of the parameter Kn is determined 

such that the stability margins of the closed-loop system are not degraded. The maximum value for Zout(s) , or 

equivalently, the minimum permissible value for Kn can be calculated based on the IEEE standards [3], [4], i.e., 

 

Moreover, the capability of a VSC in injecting the negativesequence current is a limiting factor which, together 

with (9), 

 
Fig. 8. Effect of Kn the negative-sequence output impedance of the inverter. 

 

 
Fig. 9. NSIC structure 
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determine the maximum value of the negative-sequence output impedance. Fig. 9 shows the block diagram of 

the NSIC whose reference signal is 

 

 
Where Iloc, is the negative-sequence current of the local load, is the phase difference between Iloc and Inonioc: 

 

In(11),Imaxdg, is the maximum negative-sequence current that the th DG can inject, and is the 

amplitude of the negative-sequence current of the feeder supplying the nonlocal loads. It should be noted that if 

the impedances of the MV lines from the nonlocal loads to the adjacent feeders supplied by the DGs are known, 

the negative-sequence of output impedance can be adjusted by parameter in an offline manner. However, to 

achieve optimal sharing of the negative-sequence current, it is required that the phasor of the negative-sequence 

current of each nonlocal load is measured and transmitted to all DG units. This can be performed by a low 

bandwidth communication link. In the context of the smart microgrids, the phase measurement units (PMUs) are 

used for this purpose. In the study system of Fig. 1, the PMUs are located at the 20-kV side of load transformers. 

One of the main advantages of the proposed method over the existing control strategies, i.e., [12]–[15], is that 

the phase-angle of the negative-sequence currents of the feeders are considered in the control loop. In some 

cases, therefore, the negative- sequence currents of the loads may cancel the effect of each other. In such cases, 

the DG units remain under balanced conditions. It should be noted that the NSIC is not always in service. When 

the NSIC is disabled, the negative-sequence output impedance of the DG is kept at its minimum, , as indicated 

in Fig. 10. The flowchart of Fig. 10 determines when to activate the NSIC. According to this flowchart, the 

controller is enabled when 1) the capacity of a DG unit for injecting the negative-sequence current is reached, or 

2) the local feeder with 

 
Fig. 10. Flowchart of negative-sequence current sharing strategy 

 

Unbalanced load is not in an electrical proximity of a DG unit. Otherwise, the NSIC is disabled and the 

negative sequence of output impedance is kept constant at its minimum value. When the proposed NSIC is 

enabled, a PI controller adjusts the parameter to a desirable value. The PI controller is designed such that the 

NSIC closed-loop system has a low bandwidth. In this case, the coupling between the NSIC and other control 

loops will be minimized. Moreover, the NSIC is significantly slower than the droop and voltage controllers 

which prevents the undesirable transients in the microgrid. 
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VI.   Simulation Results 

 

 
Fig :-MATLAB/SIMULINK MODEL OF FEEDER 1 

 

 
Fig :-MATLAB/SIMULINK MODEL OF FEEDER 2 

 

The real and reactive power of the three feeders for these changes are shown in the below figure. Since 

feeder becomes unbalanced, a double-frequency ripple is appeared in the instantaneous power components of 

this feeder. As it is observed, the double-frequency ripple is increased at due to the inclusion of the unbalanced 

three-phase load. The figure below shows: Wave form for the Instantaneous Active power For Unbalanced Load 

Changes at Feeder F1 

 

 
(a) Fig:- Wave form for the 3-phase instantaneous Active power For Unbalanced Load changes at feeder f1. 

 

The figure below shows: Wave form for the Instantaneous Reactive power For Unbalanced Load 

Changes at Feeder F1 
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(b) Fig:- Wave form for the 3-phase instantaneous Reactive power For Unbalanced Load changes at feeder f1. 

 

The figure below shows the positive- and negative-sequence components of the currents of all feeders. 

It is observed that the positive- and negative-sequence components step up at t=2s and t=5s. The figure below 

shows: Wave form for the Positive sequence currents for All feeders. 
 

 
 (a)Fig:- Wave form for the positive sequence currents for all feeders. 

 

The figure below shows: Wave form for the Negative sequence currents for All feeders. 
 

 
(b)Fig:- Wave form for the negative sequence currents for All feeders. 

 

The figure below shows the instantaneous real and reactive power components of the DG units during 

the load switchings. The double-frequency ripple component of each DG is proportional to its negative-

sequence currents. The simulation studies show that if the PR controller does not maintain the output impedance 

of the positive-sequence of each DG at the minimum value, the average power of the DG shows low frequency 

oscillatory transients.The figure below shows: Wave form for the Instantaneous Active power Of DG Units at 

feeder. 
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(a)Fig:- 3-phase Instantaneous Active Powers of  DG Units at feeder f1. 

 

The figure below shows: Wave form for the Instantaneous Reactive powers Of DG Units at feeder f1.  
 

 
(b)Fig:- Wave form for the 3-phase Instantaneous Reactive Power Of DG Units at feeder f1. 

 

Figs. 3(a&b) and 4(a&b) shows the instantaneous power components and the positive- and negative-

sequence current components of the three feeders, respectively. Subsequent to the load switching event at 

t=2s,theDG units activate their NSICs to share the demanded negative-sequence current by feeder f3 after 0.9 s. 

In this case, the phasor f3 is measured by a PMU and transmitted to the adjacent DG units. The reference signal 

of the NSIC of each DG unit is calculated.The figure below shows: Wave form for the Instantaneous Active 

power at feeder f1,f2 and f3.  
 

 
Fig 3(a):- Wave form for the 3-phase instantaneous Active power at f1,f2 and f3. 

The figure below shows: Wave form for the Instantaneous Reactive power at feeder f1,f2 and f3.  
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Fig 3(b) :- Wave form for the 3-phase instantaneous Reactive power at feeder f1, f2 and f3. 

 

The figure below shows: Wave form for Positive sequence currents at feeder f1, f2 and f3 
 

 
Fig 4(a):- Wave form for positive sequence currents at feeder f1, f2 and f3. 

T 

he figure below shows: Wave form for Negative Sequence currents at feeder f1, f2 and f3 
 

 
Fig4(b):- Wave form for negative sequence currents at feeder f1, f2 and f3 

 

VII.   Conclusion 

This paper presents a new control strategy for a multi-bus MV microgrid consisting of the dispatchable 

electronically-coupled DG units and unbalanced loads. The sources for the proposed system are selected as PV 

and Fuel cell. The negative-sequence current of a local load is completely compensated by its dedicated DG. 

However, the negative-sequence current of the nonlocal loads is shared among the adjacent DGs. The active and 

reactive powers are controlled efficiently by using the proposed control strategy. The simulation results 

conclude that the proposed strategy: 
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•  robustly regulates voltage and frequency of the microgrid; 

•  is able to share the average power among the DGs; 

• effectively compensates the negative-sequence currents of local loads; and 

•  shares the negative-sequence current of the nonlocal loads such that the power quality of the overall 

microgrid is not degraded. 

 

REFERENCES 
[1]  N. Hatziargyriou, H. Asano, R. Iravani, and C. Marnay, “Microgrids,” IEEE Power Energy Mag., vol. 5, pp. 78–94, 

Jul.–Aug. 2007. 

[2]  A. G. Madureira and J. A. P. Lopes, “Coordinated voltage support in distribution networks with distributed 

generation and microgrids,” IET Renew. Power Gener., vol. 3, pp. 439–454, Sep. 2009. 

[3]  IEEE Recommended Practice for Monitoring Electric Power Quality, IEEE Std. 1159, 2009. 

[4]  IEEE Recommended Practice for Electric Power Distribution for Industrial Plants, ANSI/IEEE Std. 141, 1993. 

[5]  R. Lasseter, “Microgrids,” in Proc. IEEE Power Eng. Soc. Winter Meeting, 2002, pp. 305–308. 

[6]  M. H. J. Bollen and A. Sannino, “Voltage control with inverter-based distributed generation,” IEEE Trans. Power 

Del., vol. 20, no. 1, pp. 519–520, Jan. 2005. 

[7]  M. C. Chandrokar, D. M. Divan, and B. Banerjee, “Control of distributed ups systems,” in Proc. 25th Annu. IEEE 

PESC, 1994, pp. 197–204. 

[8]  E. A. A. Coelho, P. C. Cortizo, and P. F. D. Garcia, “Small signal stability for parallel-connected inverters in stand-

alone ac supply systems,” IEEE Trans. Ind. Appl., vol. 38, pp. 33–542, Mar./Apr. 2002. 

[9]  N. L. Soultanis, A. I. Tsouchnikas, N. D. Hatziargyriou, and J. Mahseredjian, “Dynamic analysis of inverter 

dominated unbalanced lv micro-grids,” IEEE Trans. Power Syst., vol. 22, no. 1, pp. 294–304, Feb. 2007. 

[10]  Y. Li, D. M. Vilathgamuwa, and P. C. Loh, “Design, analysis, and realtime testing of a controller for multibus 

microgrid system,” IEEE Trans. Power Electron., vol. 19, pp. 1195–1204, Sep. 2004. 

[11]  T. L. Lee and P. T. Cheng, “Design of a new cooperative harmonic filtering strategy for distributed generation 

interface converters in an islanding network,” IEEE Trans. Power Electron., vol. 22, pp. 1919–1927, Sep. 2007. 

[12]  P. Cheng, C. Chen, T. Lee, and S. Kuo, “A cooperative imbalance compensation method for distributed-generation 

interface converters,” 

[13]  M. B. Delghavi and A. Yazdani, “Islanded-mode control of electronically coupled distributed-resource units under 

unbalanced and nonlinear load conditions,” IEEE Trans. Power Del., vol. 26, no. 2, pp. 661–673, Apr. 2011. 

[14]  D. De and V. Ramanarayanan, “Decentralized parallel operation of inverters sharing unbalanced and non-linear 

loads,” IEEE Trans. Power Electron., vol. 25, pp. 3015–3025, Aug. 2010. 

[15]  R. Majumder, A. Ghosh, G. Ledwich, and F. Zare, “Load sharing and power quality enhanced operation of a 

distributed microgrid,” IET Renew. Power Gener., vol. 3, no. 2, pp. 109–119, 2009. 

[16]  M. N. Marwali and A. Keyhani, “Control of distributed generation systems- part i: Voltages and currents control,” 

IEEE Trans. Power Electron., vol. 19, pp. 1541–1550, Nov. 2004. 

[17]  A. Timbus, M. Liserre, R. Teodorescu, P. Rodriguez, and F. Blaabjerg, “Evaluation of current controllers for 

distributed power generation systems,” IEEE Trans. Power Electron., vol. 24, pp. 654–664, Mar. 2009. 

[18]  H. Karimi, A. Yazdani, and R. Iravani, “Robust control of an autonomous four-wire electronically-coupled 

distributed generation unit,” IEEE Trans. Power Del., vol. 26, no. 1, pp. 455–466, Jan. 2011. 

[19]  H. Akagi, E. H. Watanabe, and M. Aredes, Instantaneous Power Theory and Applications to Power Conditioning. 

New York: Wiley, 2007. 

[20]  M. C. Chandorkar, D. M. Divan, and R. Adapa, “Control of parallel connected inverters in standalone ac supply 

systems,” IEEE Trans. Ind. Appl., vol. 29, no. 1, pp. 136–143, Jan.–Feb. 1993. 

[21]  M. Karimi-Ghartemani and H. Karimi, “Processing of symmetrical components in time-domain,” IEEE Trans. Power 

Syst., vol. 22, no. 2, pp. 572–579, May 2007. 

 

Mr.T.Venugopal iscurrently Associate Professor in the Department of Electrical 

and Electronics Engineering,Vaagdevi college of engineering ,warangal, India. 

He graduated and also persued M.Tech from JNTUH his area of intrests include 

Energy management , Distributed Generation, power electronics in 

volvemachine drives and power systems etc, 

 

 

 

 

 

 

 

 

 

 



Modeling And simulation for PV, Fuel cell Based Microgrid Under Unbalanced Loading Conditions 

| IJMER | ISSN: 2249–6645 |                          www.ijmer.com                              | Vol. 4 | Iss. 6| June. 2014 | 28| 

Mr.B.Bhavsingh is currently assistant professor in the Departmentof Electrical 

and Electronics Engineering,Jayamukhi institute of technological sciences 

,Warangal. He received the M.tech Degree in Power Electronics From vaagdevi 

college of engineering,Warangal,in2012. He has teaching Experience Of 3 yrs 

in SRR and  Jayamukhi Institute Of Technological Sciences(JNTUH) , 

Warangal A.P His Interests Include DG’s , Microgrids And Renewable energy 

resources. 

 

 

 

 

 

 

D.Vani received the B.Tech Degree in Electrical And Electronics Engineering 

From NIGAMA Engineering college (JNTUH),Karimnagar, A.P in 2012.He is 

currently perusing the M.Tech Degree in Power Electronics in vaagdevi 

college of engineering (JNTUH) , Warangal A.P and Interests Include DG’s , 

Microgrids And Power electronics Operation And Control 

 

 



International 

OPEN      ACCESS                                                                                                 Journal 

Of Modern Engineering Research (IJMER) 

 

| IJMER | ISSN: 2249–6645 |                                 www.ijmer.com                                  | Vol. 4 | Iss. 6| June. 2014 | 29| 

Fuzzy Rule Based Model for Optimal Reservoir Releases 
 

  Dr. T. M. V. Suryanarayana
1
, Mihir Kemkar

2
 

1
 (Associate professor, Water Resources Engineering and Management Institute, Faculty of Technology and 

Engineering, The Maharaja Sayajirao University of Baroda, Samiala-391410, Vadodara, Gujarat, India 
2 
(P.G. Student, Water Resources Engineering and Management Institute, Faculty of Technology and 

Engineering, The Maharaja Sayajirao University of Baroda, Samiala-391410, Vadodara, Gujarat, India 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

I. INTRODUCTION  
Risk and uncertainty always remain as one of important issues due to lack of future knowledge 

information that leads to achieve the planning goals precisely, therefore, recognizing future uncertainty helps to 

decrease the risks and increase the benefits, however, even with development of mathematical and 

computational techniques, finding an exact deterministic solutions still skeptical. Reservoir operation is not 

exception, hence any reservoir operation problem contains some degree of uncertainty and ambiguity due to 

several involved components, Reservoirs are built usually to serve multiple purposes for example irrigation, 

municipal and industrial water supply, hydro-power and flood control. Fuzzy systems are an alternative to 

traditional notions of set membership and logic that has its origins in ancient Greek philosophy, and applications 

at the leading edge of Artificial Intelligence. Optimal operation of reservoir has been an active area of research 

for many years The fuzzy logic approach may provide a promising alternative to the methods used for reservoir 

operation modeling, The uncertainty of water resources systems due to parameters inputs randomness can be 

handled adequately using probability theory in case of sufficient data availability, while the uncertainty that 

attributed to imprecision can be solved appropriately using the capability of fuzzy set theory that allowing to 

translate the human experience in mathematical forms taking the shape of memberships functions. Panigrahi and 

Majumdar [1] developed a fuzzy rule based model for the operation of a single purpose reservoir. The model 

operates on an „if – then‟ principle, where the „if‟ is a vector of fuzzy premises and the „then‟ is a vector of 

fuzzy consequences. Mousavi et al. [2] developed a dynamic programming fuzzy rule–based (DPFRB) model 

for optimal operation of reservoirs system. This method results in deriving the operating policies, which are 

robust against the uncertainty of inflows. These policies are derived by using long-term synthetic inflows and an 

objective function that minimizes its variance. The DPFRB performance is tested and compared to a model, 

which uses the commonly used, multiple regression–based operating rules. Results show that the DPFRB 

performs well in terms of satisfying the system target performances and computational requirements. Bai and 

Tamjis [3] developed a fuzzy logic model for deriving optimal operational rules at the macro level for better 

performance and control of hydro-power generation. Mohan and Sivakumar [4] developed a heuristic Dynamic 

Programming based Neuro-Fuzzy Model (DPNF to optimize the operation of a multi-reservoir using dynamic 

programming and Adaptive Neuro Fuzzy Inference Systems (ANFIS) techniques. The demonstrations of 

developed models are carried out through application of Parambikulam AliyarProject (PAP) systems in India. 

Abdullah and Stamm [5] developed a Fuzzy Rule Based (FRB) membership functions depending on statistical 

parameters of time series analysis accompanied with different future climate change perspectives for inflow 

Abstract: The aim of this paper is to develop a Fuzzy Rule Based(FRB) model for obtaining  the 

optimal reservoir releases. The area considered for the study is ukai reservoir project. The data 

considered are for the months of July, August, September and October for the years 2007 and 2011. 

The inputs considered are inflow (MCM), Storage (MCM), Demand (MCM) and the Release (MCM) is 

considered as output. Fuzzy logic, analysis is based on designing of if and then rules. Fuzzy logic 

model can handle with various kinds of data regulations implication and defuzzification. The steps 

involved in the development of the model include the construction of membership functions, creating 

the Fuzzy rules, implication and deffuzification. The results obtained shows that the releases obtained 

from the FRB model are satisfying the demand completely in all the four months, i.e. July, August, 

September and October for the year 2007 and the same is observed for the year 2011. Also, a 

significant amount of water is being saved, when the actual releases are compared with the releases 

obtained from the FRB model. 

Keywords: Fuzzy rules, Membership functions, Optimal release, Optimization, Reservoir operation, 

Ukai reservoir project. 
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scenarios at the Eastern Nile region, while a statistical analysis and expert opinions have been used to shape the 

different storage, releases, and demands membership functions in order to obtain the optimum release. 

 

II. MODEL FORMULATION  
Fuzzy logic starts with the concept of a fuzzy set. A fuzzy set is a set without crisp or clearly defined    

boundary. It can contain elements with only a partial degree of membership. The fuzzy inference process 

known as Mamdani‟s fuzzy inference method is used in this study. It‟s the most commonly seen fuzzy 

methodology.  All output membership functions are singleton spikes, and the implication and aggregation 

method are fixed and cannot be edited. 

A fuzzy rule based model operates on “IF-THEN” principle, where “IF” represents the vector of fuzzy 

explanatory variable, and “THEN” the fuzzy consequences, to apply this principles efficiently, a Fuzzy 

Inference System (FIS) is a control system built using fuzzy set theory based on combining the fuzzy sets from 

each rule through aggregation operator to get a fuzzy set result, then defuzzify the fuzzy set for each output 

variable. Two types of (FIS) can be applied in fuzzy logic, the most commonly and widely used Mamdani type 

(1977) and Takagi Sugeno type (1985); both methods are similar in many aspects; however the main difference 

between them is the output membership functions (MF) in Sugeno type are linear or constant. Since the output 

membership functions in this paper (namely reservoir release) are not necessarily linear, the FIS Mamdani has 

been adopted as it represents the output (release) more realistically.  

1.  Input and output variables fuzzification using convenient linguistics subsets such as high, medium, low, etc. 

2.  Based on expert knowledge and available information, IF-Then rules constructed to combine the linguistic 

inputs subsets to the output fuzzy sets using the logical conjunction such as “and”. 

3.  The implication part of fuzzy system is defined as the shape of the consequent based on the premise 

(antecedent) part.  

4. Finally, to have a crisp value, the resulted fuzzy set is defuzzified using the appropriate defuzzification 

method such as centroid. 

The inputs to the fuzzy system are inflow (MCM), storage (MCM) and demand (MCM) for the 

reservoir. The output is the optimal release from the reservoir. The model is developed in the MATLAB. 

The main objective of the study is to compute the quantity of the water that should be released to meet the 

monthly irrigation demand and also an attempt has been made in developing the model that obtained optimal 

releases from the FRB model should be less than actual releases of the reservoir while satisfying the demand 

completely. 

To apply Fuzzy Rules to the above formulated model, the data used are inflow, demand, actual release, 

and storage in MCM. In modeling of reservoir operation with fuzzy logic, the following distinct steps are 

followed: (a) Fuzzification of inputs, where the crisp inputs such as the inflow, reservoir storage and release, are 

transformed into fuzzy variables, (b) Formulation of the fuzzy rule set, based on an expert knowledge base, (c) 

Application of a fuzzy operator, to obtain one number representing the premise of each rule, (d) Shaping of the 

consequence of the rule by implication, and (e) Defuzzification. The study area considered for developing the 

FRB model is ukai Reservoir project, Gujarat, India. The data comprises for the months of July, August, 

September and October for the years 2007 and 2011. 

 

III.   Results and Discussion 

The developed Fuzzy Rule Based (FRB) model gives the optimal releases for the data considered for 

the study. 

Table 1: Actual release, Demand and Releases from FRB 2007 
 

Year Month 
Actual Release 

(MCM) 

Demand 

(MCM) 
Releases from 

FRB model 

2007 

July 3135.12 2508.09 2510 

August 2912.65 1336.84 1500 

September 1696.92 1720.84 1790 

October 499.46 505.79 529 

Table 1 shows the obtained optimal releases from FRB model for the months of July, August, September and 

October respectively for the year 2007, it is also given in Fig.1. 
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Fig. 1: Actual release, Demand and Releases from the FRB model for the year 2007 

 

From Fig. 1, it is observed that releases obtained from FRB model are satisfying 100% demand in all 

the four months i.eJuly, August, September and October for the year 2007. Also a significant amount of water is 

being saved when actual releases are compared with the releases from the FRB model. In case of September and 

October although releases obtained from the FRB model are greater than the actual releases, but the actual 

releases were not satisfying demand for those two months. 

 

The results obtained for the year 2011 are shown in Table 2 

 

Table 2: Actual release, Demand and Release from FRB 2011 
 

Year Month 
Actual Release 

(MCM) 

Demand 

(MCM) 
Releases from 

FRB model 

2011 

July 151.93 335.69 340 

August 1754.43 1403.54 1500 

September 1770.86 1530.89 1540 

October 353.00 200.7 293 

Table 2 shows the obtained optimal releases from FRB model for the months of July, August, September and 

October respectively for the year 2011, it is also given in Fig. 2. 

 

 
Fig. 1: Actual release, Demand and Releases from the FRB model for the year 2007 
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From Fig. 2, it is observed that releases obtained from FRB model are satisfying 100% demand in all 

the four months i.e. July, August, September and October for the year 2011. Even though in the month of July 

releases from FRB model are greater than actual releases, but actual releases were not satisfying demand. Also it 

is observed that in all four months model developed is saving significant amount of water and at the same time 

care has been taken for satisfying the demand completely. 

 

IV.   CONCLUSION  

It can be concluded that the FRB model yields the optimal releases for all the four months considered 

for the study i.e. July, August, September and October for the years 2007 and 2011. It has been found out that 

the obtained optimal release from the FRB model for the year 2007, in case of September and October and for 

the year 2011, in case of July FRB releases are greater than the actual releases but the care has been taken to 

satisfy the demand and in some cases, a significant amount of water is being saved when the actual releases are 

compared to the FRB releases. 
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I. INTRODUCTION 
 A valve is a mechanical device that controls the flow of fluid and pressure within a system or process. 

A valve controls system or process fluid flow and pressure by performing any of the following functions: 

- Stopping and starting fluid flow 

- Varying (throttling) the amount of fluid flow 

- Controlling the direction of fluid flow 

- Regulating downstream system or process pressure 

There are many valve designs and types that satisfy one or more of the functions identified above. A 

multitude of valve types and designs safely accommodate a wide variety of industrial applications. Regardless of 

type, all valves have the following basic parts: the body, bonnet, trim (internal elements), actuator and packing.  

II. OBJECTIVE OF PROJECT 
Design and development for the 4’’ X 150# Butterfly Valve with Double Eccentricity 
 

TABLE I.  DESIGN INPUT DATA SHEET 
Sr. No. Input Details 

1 Product Butterfly Valve 

2 Size 4” 

3 Pressure Rating/ Class 150 # 

4 Maximum Operating Pressure 20 Bar 

 

TABLE II.  ALLOWABLE DESIGN STRESS VALUE 

Allowable design stress value for various materials as per ASME Boiler and Pressure Vessel code Section VII 

division I is as below, 

Sr. No. 1 2 3 4 5 

Material WCB WC6 WC9 CF3 CF8 

Ref. Table UCS-23 UCS-23 UCS-23 UHA-23 UHA-23 

Ref. Page 286 294 294 400 400 

Min. Yield Strength ksi 36 40 40 30 30 

Spec. Min. Yield Strength ksi 70 70 70 70 70 

Allowable Stress ksi 17.5 17.5 20.5 17.5 17.5 

Maximum ksi 14 14 16.4 14 14 

Abstract: Valves are mechanical devices specially designed to direct, start, stop, mix or regulating the 

flow, pressure of a process fluid. A butterfly valve typically consists of a metal disk formed around a 

central shaft, which acts as its axis of rotation. As the valve's opening angle is increased from 0 degrees 

(fully closed) to 90 degrees (fully open), fluid is able to more readily flow past the valve. These valves are 

commonly used to control fluid flow inside of piping systems. The main objective of this study is to find out 

stresses developed in butterfly valve Shell and Disk.  

This report contains the information about design and development for the 4’’ X 150# Butterfly 

Valve with Double Eccentricity using ANSYS. It comprises the calculations which are required for design 

of Butterfly Valve such as Shell Thickness, Disc Thickness, Stem Diameter and Calculation of Torque using 

ASME, IBR. Also includes the modeling and assembly of butterfly valve using Pro-E. 

During project, we will discuss Finite Element Analysis of Butterfly valve Shell, Disc stem and 

their assembly. The solid model will discretized into finite elements and logical constrains will applied in 

boundary conditions. The stress results obtained in finite element analysis will have to check whether, is 

there a chance for optimization of design. 

Keywords: Valves, Butterfly Valve, Double offset Butterfly Valve, ASME, IBR. 
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Sr. No. 1 2 3 4 5 

Material WCB WC6 WC9 CF3 CF8 

Allowable 

Stress 
MPa 96.5 96.5 113 96.5 96.5 

Kg/ cm2 984 984 1153 984 984 

 

III. DESIGN CALCULATIONS 
3.1 Calculation for Shell Thickness of Valve Body 

3.1.1 Thick Cylinder (As per IBR 290(d)) 

 
Where,  

 WP = Maximum Working Pressure, Kgf/mm2  

D    = External Diameter of Chest, mm 

 F     = Allowable Stress, Kg/mm2   

             Lower of the two expression i.e.   &  

C = Minimum Positive Tolerance, mm  

(5 mm for Carbon Steel and 2.5 mm for Stainless Steel) 

 

3.1.2 Thin Cylinder    

      

 
Where, 

  t = Shell thickness mm 

 P = Maximum Working Pressure, MPa 

 D = Maximum Internal Diameter of Body, mm 

 S = Maximum Allowable Working Stress. MPa 

 

3.1.3 From Valve Design Book by Pearson [7] 

  

Where,  

P = Working Pressure, MPa 

D = Inside Diameter or Port Opening, mm 

f = Maximum Allowable Working Stress, MPa 

t = Shell Thickness, mm  

C = Constant (8 mm for CI and 6.5 mm for Carbon Steel) 

 

3.1.4 By Formula ASME see VIII Div-1 

   

Where,  

 P = Design Pressure, Kg/cm2 
R = Inside Radius of Shell, cm 

S = Maximum Allowable Stress Value Kg/cm2  

E = Joint Efficiency = 1 

 
TABLE III.  SHELL THICKNESS ACCORDING TO DIFFERENT FORMULAE 

Sr. No. As per Formulae 
Shell Thickness 

(mm) 

1 Thick Cylinder (As per IBR 290 (d)) 5.24 

2 Thin Cylinder 1.04 

3 Valve Design Book by Pearson 6.72 

4 ASME (VIII Div. 1) 1.04 

 Provided Shell Thickness 9.0 



Design and Development of Double Offset Butterfly Valve 

| IJMER | ISSN: 2249–6645 |                                 www.ijmer.com                                 | Vol. 4 | Iss. 6| June. 2014 | 35| 

3.2  Calculation of Disc Thickness 

By using following formula, we can calculate the thickness of Disc. In this calculation, we consider a 

disc as a simply supported flat plate with a uniform distributed load. 

           
Where,  w = Total Load acting on Disc     

 M = Reciprocal of Poisson’s ratio = 3.4 

 f = Maximum Allowable Working Stress 

 r = Distance at which thickness to be determine 

After putting the values for all variable used in the above formulae, we got thickness value of Disc at 

various distance from center of Disc which are noted in following table. 
 

TABLE IV.  DISC THICKNESS AT  VARIOUS DISTANCE FROM CENTER OF DISC 

Sr. No. Radius (mm) from center 
Thickness 

(mm) 

1 0 (at center) 8.92 

2 14.25 8.64 

3 28.5 7.89 

4 42.75 6.24 

 
Provided Disc Thickness at 

Center 
9.00 

 

IV. D MODELING 
4.1 Body 

 
4.2 Disc 

 
4.3 Assembly 
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V. STRESS ANALYSIS USING ANSYS R10 
5.1 Introduction 

The stress analysis can be linear/elastic or nonlinear/plastic depending on the addressed failure mode 

and on the applied code rule. In this analysis, the scope is concerned with the calculation of Displacement and 

Von Mises Stress using FEA numerical solver. Finite element analysis is carried out on the various parts of 

butterfly valve.  

The parts are listed as given below, 

1) Body 

2) Disc 

3) Assembly 

 Finite element analysis is carried out using different material Grade in Carbon Steel and Stainless Steel 

such as WCB and CF8 for Body and Disc. For Stem material, we considered ASTM A276-Type 410. 

 

5.2 Material Properties 

The elements are attributed with the material properties as shown in the table below, 

 

TABLE V.  MATERIAL PROPERTIES OF DIFFERENT MATERIALS 
Sr. No. 1 2 3 

MATERIAL NAME ASTM A216 Gr WCB ASTM A351 Gr CF8 ASTM A276 Type 410 

YOUNG’S  MODULUS 210 GPa 194 GPa 199.982 GPa 

POISSION’S RATIO 0.3 0.265 0.285 

YIELD STRENGTH 249.2  MPa 206 MPa 275.76 MPa 

ULTIMATE STRENGTH 482.6 MPa 483 MPa 483 MPa 

 

5.3 Result of Analysis 

5.3.1 Body 

5.3.1.1 Von Mises Stress 

 
Fig 5.3.1.1 Von Mises Stress for WCB Material (Max. Value 5.594 MPa) 

 

5.3.1.2. Displacement Sum 



Design and Development of Double Offset Butterfly Valve 

| IJMER | ISSN: 2249–6645 |                                 www.ijmer.com                                 | Vol. 4 | Iss. 6| June. 2014 | 37| 

 
Fig 5.3.1.2 Displacement Vector Sum for WCB Material (Max. Value 0.000258 mm) 

 
TABLE VI.  SUMMARY OF VON MISES STRESS AND DISPLACEMENT VECTOR SUM OF BODY 

Material Maximum Von Mises Stress (MPa) Maximum Displacement (mm) 

ASTM A216 Gr WCB 5.594 0.000258 

ASTM A351Gr CF8 5.728 0.000276 

 

5.3.2 DISC 

5.3.2.1 Von Mises Stress 

 
Fig 5.3.2.1 Von Mises Stress for CF8 Material (Max. Value 58.928 MPa) 

 

5.3.2.2. Displacement Sum 
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Fig 5.3.2.2 Displacement Vector Sum for CF8 Material (Max. Value 0.011143mm) 

 
TABLE VII.  SUMMARY OF VON MISES STRESS AND DISPLACEMENT VECTOR SUM OF DISC 

Material Maximum Von Mises Stress (MPa) Maximum Displacement (mm) 

ASTM A351Gr CF8 58.928 0.011143 

 

5.3.3 Assembly 

 

5.3.3.1 Von Mises Stress 

 
Fig 5.3.3.1 Von Mises Stress for WCB Material (Max. Value 83.877 MPa) 
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5.3.3.2. Displacement Sum 

 
Fig 5.3.3.2 Displacement Vector Sum for WCB Material (Max. Value 0.015521mm) 

 
TABLE VIII.  SUMMARY OF VON MISES STRESS AND DISPLACEMENT VECTOR SUM OF ASSEMBLY 

Material Maximum Von Mises Stress (MPa) Maximum Displacement (mm) 

ASTM A216 Gr WCB 83.877 0.015521 

ASTM A351Gr CF8 85.896 0.015514 

 

5.4 Summary of Result 
TABLE IX.  SUMMARY OF ANSYS ANALYSIS 

Part / 

 Material (Yield 

Strength) 

Body Disc Assembly 

VM 

(MPa) 

DISP 

(mm) 

VM 

(MPa) 

DISP 

(mm) 

VM 

(MPa) 

DISP 

(mm) 

WCB 

(249.2 MPa) 

 

5.594 

 

0.000258 

 

NA 

 

NA 

 

83.877 

 

0.01552 

CF8 

(206 MPa) 

 

5.728 

 

0.000276 

 

58.928 

 

0.011143 

 

85.896 

 

0.01551 

 

VI. CONCLUSION 
As from the summary of the result, we see that, the Von Mises Stress induced in the parts of Butterfly 

Valve because of applied pressure of 20 bars, are less than the yield strength of the material. Hence we conclude 

that, Design of Butterfly Valve for Chosen Material is safe. 
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I. INTRODUCTION 
A Nanomaterial is a material where some controllable relevant dimension is of the order of 100nm or 

less. The simple presence of nanoscale structure alone is not sufficient to define a nanomaterial, since most if 

not all materials have structure in this range. The ability to control the structure at this scale is essential. One 

could argue, in this sense, that many of the classical alloys and structural materials that contained nanoscale 

components by design could be called nanomaterials. In modern usage, nanomaterials are newly developed 

materials where the nanoscale structure that is being controlled has a dominant effect on the desired behavior of 

the material or device. There are three different classes of nanomaterials: discrete nanomaterials, nanoscale 
device materials, and bulk nanomaterials. In a broad sense, the approaches used to make materials can be put 

into two categories: top-down approaches, in which one begins with a bulk material that is then processed to 

make a nanomaterial, and bottom-up approaches, in which the nanomaterial is built up from finer scales (in the 

limit, building the nanomaterial up one atom at a time). 

 It is evident that bottom-up approaches require control of processes at very fine scales, but this is not 

as difficult as it sounds, since chemical reactions essentially occur molecule by molecule. Depend upon the 

application one has to select the appropriate approach for the production of nano materials. The electron beam 

lithography is the one of the best top down approach for the synthesis of nano materials. EBL is well known for 

its maskless lithography for a better control over line width i.e less than 5 nm. Only one disadvantage of using 

this technique is it takes too much time for writing the pattern onto the resist material. After transferring the 

pattern onto the PMMA resist, the desired material can be synthesized with the help of sputtering (electron beam 
evaporation or thermal evaporation). Sputtering means ejecting material from a target and depositing it on a 

substrate such as a silicon wafer. The target is the source material. 

 

II. Experimental Procedure 

2.1 Materials used 

Alumina (Al2O3) is very hard material and its hardness is exceeded only by diamond and a few 

synthetic substances such as carborundum, and silicon carbide. This property of alumina lends itself for use as 

an abrasive material. Another useful property of the material is its high melting point, i.e., above 2000°C 

(3632°F), which makes it useful as a refractory and as linings of special furnaces. 
 

 

 

 

 
 

Abstract: Nanoscience and nanotechnology primarily deal with the synthesis, characterization, 

exploration, and exploitation of nanostructures materials. These materials are characterized by at least 

one dimension in the nanometer (1nm = 10−9 m) range. In this research project nano materials are 

synthesized or deposited by sputtering process. Prior to this sputtering process, the desired specimen and 

its pattern is prepared with one of the mask less lithographic techniques such as electron beam 

lithography (EBL). In this process, EBL machine is used with 220 KV of power and it is used to write the 

pattern with raster scan method. After co-deposition of Al2O3 and SiO2 with the help of sputtering then 
finally characterization has taken place. In this characterization, Scanning electron microscope (SEM) 

images are taken and then finally atomic force microscope (AFM) images are taken in order to know the 

deflection error, adhesiveness, and DMT modulus 

Keywords: About five key words in alphabetical order, separated by comma. 
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Property* Value 

General 

Chemical Formula Al2O3 

Mechanical 

Density 3.88 gm/cc 

Hardness 2000 Knoop 

Tensile Strength 35 kpsi 

Modulus of Elasticity 48 - 54 x 106 psi 

Flexural Strength 57 kpsi 

Compressive Strength 368 kpsi 

Poisson's Ratio 0.23 - 0.26 

Fracture Toughness 4.3 MPa m½ 

Electrical 

Dielectric Strength 210 - 220 ac V/mil 

Dielectric Constant 9.7 (@ 1 MHz) 

Volume Resistivity > 1014 ohm-cm 

Thermal 

Coefficient of Thermal 
Expansion 

5.1 - 7.2 x 10-6/°C 

Thermal Conductivity 30.3 - 35.0 W/mK 

Specific Heat 0.20 cal/g °C 

Maximum Working 
Temperature 

1750 °C 

Shock Resistance 200 °C Diff. 
 

The pure form of Silica (SiO2) is Quartz and the impure form is sand. Mainly it is used with aluminium 

in car manufacturing industries. Used in waterproofing treatments, moulding compounds and mould-release 

agents, mechanical seals, high temperature greases and waxes, caulking compounds and even in applications as 

diverse as breast implants and explosives. 

 

Material Quartz Fused silica 

Density (g/cm
3
) 2.65 2.2 

Thermal conductivity (Wm
-1

 K) 1.3 1.4 

Thermal expansion coeff. (10
-6

 K
-1

) 12.3 0.4 

Tensile strength (MPa) 55 110 

Compressive strength (MPa) 2070 690-1380 

Fracture toughness (MPa) - 0.79 

Melting point (C) 1830 1830 

Modulus of elasticity (GPa) 70 73 

Thermal shock resistance Excellent Excellent 

 

 

 

 

2.2 Process flow 

The first step in the first stage is sample preparation where SiN wafer is cleaned with Piranha solution. 

After cleaning of this substrate it is dipped into dil. HF. Then dehydration process will takes place with a 

prebake temperature of 150 0C for about 5 minutes. Then Spin the PMMA resist at 6000 rpm in order to get 200 

nm thickness for 60 seconds.  
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Figure 1: process Flow diagram 

 

The spin off stage takes place for approximately 10 seconds after spin up. After obtaining 200 nm 

thickness of PMMA resist then it is used for soft bake at 95 0C for 45 seconds. 
 

 
Figure 2: Raith EBL at IISc, Bangalore 

 

In this experiment Raith EBL equipment (shown in above figure) is used to produce the desired pattern 

and the wafer along with PMMA deposition is kept in the sample loading unit of EBL. Raith uses NPGS (Nano 

pattern Generation System) software to design the layout of the pattern and the generated pattern is as shown in 

figure 3. Each cube consists of 30 nm x 30 nm x 30 nm. 
 

 
Fig 3: Pattern of an EBL (side view) 

 

In this process, it is proposed to synthesis 50nm cubes of 7*7 matrix. The diameter of the wafer is 4 

inch and whereas the thickness is 525 µm. The film of resist are exposed to line dose of 1-2 nC/cm and area 

dose of 200 mC/cm2 at 30 kV of energy beam depending on the pattern. Then finally allow the electrons from 

the electron gun from electron source towards PMMA resist in order to deposit the desired pattern which was 

designed. It took 7 hours of time to deposit the desired pattern. Then finally lift-off process is conducted on the 

specimen in order to remove the unwanted PMMA resist and to get the final desired pattern which will be ready 

for next process i.e, sputtering process. In this process the material to be deposited is taken for co-deposition and 

is kept in sample holder. Then allow high voltage current in order to evaporate from the sample holder and 

allow it to deposit on to the silicon nitride wafer i.e on to the holes as well as on the PMMA resist. Then allow it 
for solidification. The lift-off process is used in order to chip-off or remove the unwanted PMMA resist as well 

as to remove the unwanted deposited material with the help of sputtering process. The final specimen will look 

like as shown in the figure 4. This specimen is further is used for characterization for SEM and AFM. 
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III. Results And Discussions 
 

3.1 SEM Analysis 

 
Fig 4: 1 µm level at a magnification of 25 KX 

 

The above figure shows the SEM image of nano sillimanite cubes. It is seen at 1 µm level at a 

magnification of 25 KX. From this it is clearly visible that the presence of nano sillimanite is available. The 

white dots indicate the co-deposition of alumina and silica materials. Whereas the remaining dark area indicates 

the silicon nitride wafer. 
 

3.2 AFM Analysis 
3.2.1 3D image analysis 

 
Figure 5: 3D image of nano sillimanite 

 

The figure 7 shows the 3D image of sillimanite cube. The golden yellowish color shows the presence 

of silicon dioxide and whereas the white color indicates the presence of aluminium dioxide. The valleys present 

in the image indicate the presence of any voids. 
 

3.2.2 Adhesiveness 
 

 
Fig 6: Adhesive property of nano sillimanite cube 

 

The above figure shows the adhesive property and from the figure it is very clear that this image is 
taken from 0 – 5 µm range. There are various colors on the plot. The yellowish color indicates that the material 

have more adhesive towards the tip of the cantilever beam. That means there is a frictional force behind this 

phenomenon. Whereas the dark brown color indicates that there is a less adhesiveness when we move from 

center of the material towards the edge of the material. And this value again very less when we move towards 

the edges of the specimen.  

3.2.3 Deflection error 

 
Fig 7: deflection error of cantilever beam 
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The above figure is plotted between deflection error (nm) and height sensor (nm). When the tip of the 

cantilever beam is far away from the surface of the material then the deflection error is more and is as shown in 

figure. When the cantilever beam is started to bring near to the surface of the material then the deflection error is 

gradually reducing. This zero deflection can also be considered as adhesiveness of the material. 

 

3.2.5 DMT modulus 

 
Fig 8: DMT modulus of the scanned area 

 

The above figure shows the DMT (Derjaguin, Muller and Toporov) modulus values across the scanned 

area. Usually the tip of the cantilever beam is of spherical shape. The radius of curvature of spherical tip will be 

in contact with the surface of the material. The surface energy or adhesive force will have impact on outer side 

of the radius of the tip. This adhesive force or DMT modulus (dark brown color) at the contact area will be very 

less because of the presence of porosity at contact area. The yellowish color shows that DMT modulus value is 

more and this is because of more adhesive force present over there. And it is average at the rest of the scanned 
area. 

 

IV. CONCLUSION 
1) It seen from the SEM images that the distribution of the nano sillimanite tiles of 50 nm is uniform 

throughout the scanned surface area. 

2) It is seen from the image that 50nm cubes are clearly visible. 

3) The white spotted areas indicate that the presence of nano sillimanite tiles whereas the dark area indicate 

silicon nitride wafer. 

4) From the AFM images it is seen almost a flat surface except with some valleys. 
5) It has very good adhesiveness property with the tip of the cantilever beam of the atomic force microscope 

and this is because of the surface roughness present between the surface of the material and the tip of the 

cantilever beam. 

6) The combination and presence of two ceramic materials will give almost zero surface roughness i.e 1.21 nm 

which is almost negligible. The maximum surface roughness at ever be peaks and valleys is 12.4 n 
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I.   Introduction 
Surface roughness has received serious attention for many years. It has formulated an important design 

feature in many situations such as parts subject to fatigue loads, precision fits, fastener holes, and aesthetic 

requirements. In addition to tolerances, surface roughness imposes one of the most critical constraints for the 

selection of machines and cutting parameters in process planning. A considerable number of studies have 

investigated the general effects of the speed, feed, and depth of cut on the surface roughness.  

To improve the efficiency of these turning processes, it is necessary to have a complete process 

understanding and model. To this end, a great deal of research has been performed in order to quantify the effect 

of various hard turning process parameters to surface quality. These factors can be divided into a) setup 

variables, b) tool variables, and c) work piece variables. In order to gain a greater understanding of the turning 

process it is necessary to understand the impact of the each of the variables, but also the interactions between 

them. It is impossible to find all the variables that impact surface roughness in turning operations. In addition, it 

is costly and time consuming to discern the effect of the every variable on the output. In order to simplify the 

problem, one needs to eliminate or select specific variables that correspond to practical applications. 

 

II. Literature Survey
Parametric Analysis and Optimization of Cutting Parameters for Turning Operations based on Taguchi 

Method by  Dr. S.S.Mahapatra Amar Patnaik Prabina Ku. Patnaik (1) in this paper they have conducted 

experiment work and done on Genetic Algorithm to optimization the experimental values. On-line optimization 

of the turning using an inverse process neurocontroller, Transactions of ASME, Journal of Manufacturing 

Science and Engineering by R. Azouzi, M. Guillot,(2) Process modeling and optimization are the two important 

issues in manufacturing products. The manufacturing processes are characterized by a multiplicity of 

dynamically interacting process variables  

Surface roughness prediction models for fine turning; International Journal of Production Research by 

A. Mital, M. Mehta (3) a greater attention is given to accuracy and surface roughness of product by the 

Abstract: In machining operations, achieving desired surface quality features of the machined product, 

is really a challenging job. Because, these quality features are highly correlated and are expected to be 

influenced directly or indirectly by the direct effect of process parameters or their interactive effects 

(i.e. on process environment). However, the extents of significant influence of the process parameters 

are different for different responses. Therefore, optimization of surface roughness is a multi-factor, 

multi-objective optimization problem. Therefore, to solve such a multi-objective optimization problem, it 

is felt necessary to identify the optimal parametric combination, following which all objectives could be 

optimized simultaneously. In this context, it is essential to convert all the objective functions into an 

equivalent single objective function or overall representative function to meet desired multi-quality 

features of the machined surface. The required multi-quality features may or may not be conflicting in 

nature. The representative single objective function, thus calculated, would be optimized finally. In the 

present work, Design of Experiment (DOE) with Design of Expect software, Mini Tab & optimized 

using genetic algorithm by MAT Lab and Particle Swarm Optimization (PSO) by “C” program in 

straight turning operation. Collected data related to surface roughness have been utilized for 

optimization. Due to complexity of this machining optimization problem, a genetic algorithm (GA) and 

Particle Swarm Optimization (PSO) are applied to resolve the problem and the results obtained from 

GA and PSO are compared. 

Keywords: Turning Operation; Surface Roughness; Genetic Algorithm; Particle Swarm Optimization. 
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industry these days. Surface finish has been one of the most important considerations in determining the 

machinability of materials. Surface roughness and dimensional accuracy are the important factors required to 

predict machining performances of any machining operations.  

 Present situation and future trends in modeling of machining operations. Progress Report of the CIRP 

working group on ‗Modeling of machining operations by C.A. Van Luttervelt, T.H.C. Childs, I.S. Jawahir, 

F. Klocke, P.K.Venuvinod.(4) The predictive modeling of machining operations requires detailed prediction of 

the boundary conditions for stable machining. The number of surface roughness prediction models available in 

literature is very limited. Most surface roughness prediction models are empirical and are generally based on 

experiments in the laboratory. In addition it is very difficult in practice, to keep all factors under control as 

required to obtain reproducible results. Generally these models have a complex relationship between surface 

roughness and operational parameters, work materials and chip-breaker types.  

 Multi machining output—multi independent variable turning research by response surface 

methodology, International Journal of Production Research by K.Taraman(5) used Response Surface 

Methodology (RSM) for predicting surface roughness of different materials. A family of mathematical models 

for tool life, surface roughness and cutting forces were developed in terms of cutting speed, feed, and depth of 

cut.  Comparison of a full factorial experiment to fractional and taguchi designs in a lathe dry turning operation 

by  Youssef a. Youssef, yves beauchamp and marc Thomas(6) F~cole de technologie superieure 4750, ave 

henri-julien, montr6al, Canada . This paper presents a comparison of three different Experimental designs aimed 

at  studying the effects of cutting Parameters variations on surface finish. The results revealed That the effects 

obtained by analyzing both fractional and Taguchi designs (16 trials each) were comparable to the main Effects 

and tow-level interactions obtained by the full factorial Design (288 trials). Thus, we conclude that screening 

designs Appear to be reliable and more economical since they permit to Reduce by a factor 18 the amount of 

time and effort required to Conduct the experimental design without losing valuable Information. 

Investigation Of Cutting Parameter Effects On Surface Roughness In Lathe* Boring Operation By Use 

Of A Full Factorial Design Yves Beauchamp,ext (7) The main objective of this study is to investigate cutting 

parameter effects of surface roughness in a lathe dry boring operation. A full factorial design was used to 

evaluate the effect of six (6) independent variables (cutting speed, feed rate, depth of cut, tool nose radius, tool 

length and type of boring bar) and their corresponding two-level interactions. In this experiment, the dependant 

variable was the resulting first cut surface roughness (Ra). 

 Determination of optimal cutting conditions using design of experiments and optimization Techniques 

M. S. CHUAT (8) In process planning or NC part programming, optimal cutting conditions are to be 

determined using reliable mathematical models representing the machining conditions of a particular work-tool 

combination. The development of such mathematical models requires detailed planning and proper analysis of 

experiments. In this paper, the mathematical models for TiN-coated carbide tools and RSchling T4 

mediumcarbon steel were developed based on the design and analysis of machining experiments. The models 

developed were then used in the formulation of objective and constraint functions for the optimization of a 

multipass turning operation with such work-tool combinations 

 

III. Problem Description 
To find the optimum machining parameters in order to get the minimum surface roughness. Particle 

Swarm Optimization (PSO) and Genetic Algorithm (GA) are used to do this and the results are compared. 

We have taken 14 samples of turning operation in finishing cut the values of the speed, feed and depth 

of cut and their respective surface roughness. The value obtained in this by varying three parameter are taken in 

design of expect V-8 software to obtain an equation. In the response surface methodology the linear and second 

order polynomials were fitted to the experimental data for obtaining regression equations. 

And then using Particle Swarm Optimization (PSO) algorithm we can obtain the optimization value by 

using C-program and similarly optimized using genetic algorithm by MAT Lab   

In this paper the optimal machining parameters for continuous profile machining are determined with 

respect to the minimum production time, subject to a set of practical constraints, cutting force, power and 

dimensional accuracy and surface finish. Due to complexity of this machining optimization problem, a genetic 

algorithm (GA) and Particle Swarm Optimization (PSO) are applied to resolve the problem and the results 

obtained from GA and PSO are compared.        

          

3.1Objective Function: 

The full development of machining process planning is based on optimization of the economic criteria 

subject to technical and managerial constraints. The economic criteria are the objectives of machining 

operations in terms of quality. 

The objectives considered in this paper are surface roughness to be minimized 
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IV. Experimental Part 
The present study has been done through the following plan of experiment.  

a)  Checking and preparing the Centre Lathe ready for performing the machining operation.  

b)  Cutting S45C bars by power saw and performing initial turning operation in Lathe to get desired dimension 

(of diameter 59 mm and length 100mm) of the work pieces.  

c)  Performing straight turning operation on specimens in various cutting environments involving various 

combinations of process control parameters like: spindle speed, feed and depth of cut.  

d)  Measuring surface roughness and surface profile with the help of a portable stylus-type profilometer, 

Talysurf (Taylor Hobson, Surtronic 3+, UK) 

 

Experimental Details 

Turning is one of the most common of metal cutting operations. In turning, a work piece is rotated 

about its axis as single-point cutting tools are fed into it, shearing away unwanted material and creating the 

desired part. Turning can occur on both external and internal surfaces to produce an axially-symmetrical 

contoured part. 

 Parts ranging from pocket watch components to large diameter marine propeller shafts can be turned on 

a lathe. The capacity of a lathe is expressed in two dimensions. The maximum part diameter, or "swing," and the 

maximum part length, or "distance between centers." 

 The general-purpose engine lathe is the most basic turning machine tool. As with all lathes, the two 

basic requirements for turning are a means of holding the work while it rotates and a means of holding cutting 

tools and moving them to the work. The work may be held on one or by both its ends. Holding the work by one 

end involves gripping the work in one of several types of chucks or collets. Chucks are mounted on the spindle 

nose of the lathe, while collets usually seat in the spindle. The spindle is mounted in the lathe's "headstock," 

which contains the motor and gear train that makes rotation possible. Directly across from the headstock on the 

lathe is the "tailstock." The tailstock can hold the work by either alive or dead center. Work that is held at both 

ends is said to be "between centers." Additionally, longer work pieces may have a "steady rest" mounted 

between the headstock and tailstock to support the work. Typically work pieces are cylindrical, but square and 

odd shaped stock can also be turned using special chucks or fixtures. Lathe cutting tools brought to the work 

may move in one or more directions. Tool movement on the engine lathe is accomplished using a combination 

of the lathe's "carriage", "cross slide", and "compound rest". 

 The carriage travels along the machine‘s bed ways, parallel to the work piece axis. This axis is known 

as the "Z" axis. Motion perpendicular to the work is called the "X" axis. On an engine lathe this motion is 

provided by the cross slide mounted on the carriage. 

 Atop the cross slide is the "compound rest," which can be rotated to any angle and secured. The 

compound rest also holds the "tool post," where tools are mounted. Tools may also be mounted in the tailstock 

for end-working operations. 

 

Cutting Tool 
Tungsten carbide with the grade of P-10 Tungsten carbide also called cemented carbide, hard metal. There are 2 

compounds of tungsten and carbon, WC and tungsten semi carbide. 

 

Work piece Material 

S45C OR Equivalent Alloy (1045) 

COMPOSITION: 

 

 

 

 

 

 

 

 

 

Typical Applications:    

Axles, bolts, connecting rods, studs, rams, pins, rolls, spindles, ratchets, crankshafts, torsion bars, 

sockets, worms, light gears, guide rods etc. 

 The working ranges of the parameters for subsequent design of experiment, based on Taguchi‘s L27 

Orthogonal Array (OA) design have been selected. In the present experimental study, spindle speed, feed rate 

METALS 
COMPOSITION 

MIN MAX 

Carbon 0.42 0.48 

Silicon 0.15 0.35 

Manganese 0.60 0.90 

Phosphorus max0.03 

Sulphur max0.035 

IRON REMAINING 
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and depth of cut have been considered as process variables. The process variables with their units (and 

notations) are listed in Table 4.1 

 

Table 4.1: Process variables and their limits 

Variables Values of different levels 

Designation Description 
Low 

( -1 ) 

Medium 

(0) 

High  

( +1 ) 

D 
Depth of 

cut (mm) 
0.6 1.00 1.60 

F 
Feed rate 

(mm/rev) 
.08 0.2 0.32 

V 

Cutting 

speed 

(m/min ) 
135 210 285 

 

Measuring Surface Roughness:- 

 Roughness measurement has been done using a portable stylus-type profilometer, Talysurf (Taylor 

Hobson, Surtronic 3+, UK). 

 Experiments have been carried out using Taguchi‘s L27 Orthogonal Array (OA) experimental design 

which consists of 27 combinations of spindle speed, longitudinal feed rate and depth of cut. According to the 

design catalogue prepared by Taguchi, L 27 Orthogonal Array design of experiment has been found suitable in 

the present work. It considers three process parameters (without interaction) to be varied in three discrete levels. 

The experimental design has been shown in Table 4 (all factors are in coded form). The coded number for 

variables used in Table 4.3 and 4.4 are obtained from the following transformation equations: 

By obtain Taguchi‘s L27 Orthogonal Array the experiment have be conducted and the value of the 

particular feed, speed and depth of cut are given below 

 

Std 
Cutting 

speed 

Feed 

rate 

Depth 

of cut 

Surface 

Roughness 

 
m/min mm/rev mm µm 

1 135 .08 0.6 2.086 

2 135 .08 1 2.338 

3 135 .08 1.6 2.522 

4 135 .2 0.6 4.326 

5 135 .2 1 4.714 

6 135 .2 1.6 5.044 

7 135 .32 0.6 6.887 

8 135 .32 1 7.2362 

9 135 .32 1.6 7.788 

10 210 .08 0.6 3.414 

11 210 .08 1 3.618 

12 210 .08 1.6 3.773 

13 210 .2 0.6 5.966 

14 210 .2 1 6.1983 

15 210 .2 1.6 6.363 

16 210 .32 0.6 8.041 

17 210 .32 1 8.197 

18 210 .32 1.6 8.303 

19 285 .08 0.6 4.391 

20 285 .08 1 4.521 

21 285 .08 1.6 4.608 

22 285 .2 0.6 6.868 

23 285 .2 1 6.994 

24 285 .2 1.6 7.071 

25 285 .32 0.6 8.536 

26 285 .32 1 8.304 

27 285 .32 1.6 8.653 
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V. Experimental Results And Analysis 
The experimental results are presented in Table given below For the purpose of developing the 

mathematical model; both the data for the machining responses and factors were logarithmically transformed. 

Using these sets of data, the parameters for the mathematical models were determined using the multiple 

regression method and the significance of the models and the parameters were then analyses using analysis of 

variance. In this work, a commercially available statistical software package DOE was used for the computation 

of regression and statistical analysis of the constants and parameters. The procedure PROC REG from this 

package was used to compute values of the mathematical models and to carry out the analysis of variance for the 

models developed. In the following sections, the significance of each model developed will be discussed. The 

experimental value were obtain form the experiment is given the following table 5.1 and 5.2 and by using above 

software‘s the mathematical equation is obtain in term of speed, feed and depth of cut for the surface roughness. 

 

Using Design-Expect Software  

SURFACE ROUGHNESS (Ra) 

 

TABLE 5.1 ANOVA for Response Surface Quadratic Model 

Analysis of variance table [Partial sum of squares - Type III] 

  Sum of 

Squares 
DoF Mean 

F p-value   

Source Value Prob > F   

Model 110.4894389 9 12.2766 561.2594 < 0.0001 Significant 

A-A 15.68472238 1 15.68472 717.0711 < 0.0001   

B-B 18.69230265 1 18.6923 854.571 < 0.0001   

C-C 0.724005556 1 0.724006 33.09994 < 0.0001   

AB 0.889549653 1 0.88955 40.66826 < 0.0001   

AC 0.182698201 1 0.182698 8.352561 0.0102   

BC 4.18E-05 1 4.18E-05 0.001911 0.9656   

A^2 0.437292007 1 0.437292 19.99203 0.0003   

B^2 73.37755104 1 73.37755 3354.661 < 0.0001   

C^2 0.001906597 1 0.001907 0.087165 0.7714   

Residual 0.37184638 17 0.021873       

Cor Total 110.8612852 26         

 

TABLE 5.2 Analysis of variance (ANOVA) for Surface Roughness 

Actor 

Coefficient 

Df 

Standard 95% CI 

95% 

CI   

Estimate Error Low High VIF 

Intercept 3.6806 1 0.077 3.518111 3.84   

A-A 0.9365 1 0.035 0.862751 1.01 1.007 

B-B -1.0224 1 0.035 -1.09618 -0.9 1.007 

C-C 0.2006 1 0.035 0.127008 0.27 1.013 

AB 0.2723 1 0.043 0.18219 0.36 1 

AC -0.1226 1 0.042 -0.21206 -0 1.007 

BC -0.0019 1 0.042 -0.09134 0.09 1.007 

A^2 -0.27 1 0.06 -0.39735 -0.1 1 

B^2 3.4971 1 0.06 3.369696 3.62 1 

C^2 -0.0187 1 0.063 -0.15227 0.11 1.013 
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Final Equation in Terms of Coded Factors: 
                            Ra =+ 6.184 + 0.9711* A + 2.2593* B + 0.1811* C- 0.1991* A * B - 0.0989 * A * C - 

0.0018* B * C - 0.2677 * A2 - 0.21277 * B2- 0.06667* C2 

 

Final Equation in Terms of Actual Factors: 
                                      Ra = -5.257 + 0.0402 * A + 29.4195 * B + 1.50896 * C - 0.0221* A * B - 0.0016637 * 

A * C -  0.0311 * B * C 4.8 e 
-5

 * A2 - 14.776 * B2  - 0.266666* C
2 

 

VI. Optimization Of Cutting Parameters 
 

6.1 Particle Swarm Optimization (PSO) 

In recent years, the collective behavior of large numbers of moving cooperative agents, frequently 

called particles, has proven to be useful in the fields of optimization and control. The collection of these 

particles is called a swarm and its application is referred to as swarm intelligence. The power of swarm 

intelligence is that simple behavior on the local level can result in useful, often more complex, and behavior on 

the global level. Even if the individual agents are too simple for the label ‗intelligent‘, the swarm often does 

manifest intelligent behavior. The global behavior of the swarm is difficult to predict based on the local 

dynamics of the particles. 

 

6.2 Genetic Algorithm 

Machining optimization problem requires a robust search method (Robustness means numerical 

stability and ability to find a solution for a wide range of algorithmic parameters), which runs well in complex 

situations. The genetic algorithm (GA) approach has been selected firstly because their behavior is robust and so 

far efficient and secondly more and more attention is being is drawn to GA in a variety of disciplines. Evolution 

program started in the sixties when a group of biologists used digital computers to simulate genetic systems 

 

6.3 Procedure for Genetic Algorithm 

1. The sample values given below are taken and these values are used to train the network. 

2. Then the network is exported to the Matlab workspace and this network is selected and tested by using the 

same values as input and the layers and numbers of neurons per layer are varied in order to get the best network. 

3. Then this network works as Regression equation and it is used in the genetic algorithm program in order to 

get the optimum result. 

4. Here we are using minimization problem and the objective is minimized and the optimum parameters to get 

the minimized objective is found 

 

Procedure of Single Objective Optimization 

1. At first random strings are generated such that the string is divided into the inputs such as speed, feed and 

depth of cut. 

2. Then the strings are sent into a fitness function, we know that genetic algorithm is based on survival of the 

fittest. 

3. Then the minimum fitness function is generated, generally GA is used for maximization problems, so the 

minimum fitness function is converted in maximum fitness function 

4. Then find the cumulative fitness function 

5. By using the cumulative fitness function find the normalized fitness function. 

6. By using the normalized fitness function find the minimum  

7. Then give string numbers to each string. 

8. Then generate a matpool based on the string numbers. 

9. Then apply the genetic operators on the matpool such as crossover mutation etc so that a new population is 

generated. This population is used as an input for the next generation.  

10. Then find the optimum values for finding the minimum fitness function  

 

VII. Conclusions 
Genetic Algorithm 

A neural network is created based on experimental values is used instead of mathematical models and 

optimized machining parameters are found using Genetic algorithm. 

By training the network using single objective function and using genetic algorithm optimum speed, feed and 

depth of cut are evaluated and the corresponding values of objective functions for corresponding speed feed and 

depth of cut are found and the results are as follows. 

1. By optimization of surface Roughness 
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 Optimum speed   = 145.405 m/min 

 Optimum feed     = 0.0876 mm/rev 

 Optimum depth   = 0.6057 mm 

     Minimized surface roughness =2.494 µm 

 

Particle Swarm Optimization  
By obtained equation form the design of expect software and written particle swarm optimization in c-

language the program obtain the corresponding value of objective function for corresponding speed feed and 

depth of cut are found and the results are as follows.      

2. By optimization of surface Roughness 

 Optimum speed   =   145m/min 

 Optimum feed     = 0 .08 mm/rev 

 Optimum depth   = 0.6 mm 

                                          Minimized surface roughness =3.199 µm 

 

Based on the conducted experiments and accomplished analysis, the following conclusions can be made 

1.  The speed and feed rate are the most significant factors in surface roughness model. 

2. All types of lathe machines have been used to produce continuous finished profiles. A continuous finished 

profile has many types of operations such as turning. To model the machining process, several important 

operational constraints have been considered. These constraints were taken to account in order to make the 

model more realistic. A model of the process has been formulated with non-traditional algorithms; GA and 

PSO have been employed to find the optimal machining parameters for the continuous profile. GA produces 

better results. 

 

Future Scope 
1. The neural network, single objective genetic algorithm and multi objective genetic algorithm and RSM 

provide a very good process modeling. In addition, the single objective genetic algorithm next multi 

objective genetic algorithm and next RSM provide the better data coverage value has to be conducted 

further. 

2. In the present work, the cutting conditions such as feed and speed are optimized based on the total 

production cost, total production time and combined of these two, as objective functions by taking into 

consideration the various constraints such as feed, cutting speed, power, cutting force, temperature, and 

surface roughness. Whereas, there are other constraints also such as dimensional accuracy, rigidity and 

reliability of the system etc. that could also be considered. 

 

REFERENCES 
[1.] Dr. S.S.Mahapatra Amar Patnaik Prabina Ku. Patnaik, Parametric Analysis and Optimization of Cutting 

Parameters for Turning Operations based on Taguchi Method. Proceedings of the International Conference on 

Global Manufacturing and Innovation - July 27-29, 2006 

[2.] R. Azouzi, M. Guillot. On-line optimization of the turning using an inverse process neurocontroller, Transactions 

of ASME, Journal of Manufacturing Science and Engineering.  

[3.] A. Mital, M. Mehta Surface roughness prediction models for fine turning; International Journal of Production 

Research. 

[4.] V. S. R. K. Prasad et al., ―Optimal selection of process parameters for turning operations in a CAPP system‖, 

International Journal of Production Research, 35, pp.1495–1522, 1997. 

[5.]  G. C. Onwubolu et al., ―Multi-pass turning operations optimization based on genetic algorithms‖, Proceedings of 

Institution of Mechanical Engineers, 215, pp. 117–124, 2001. 

[6.] R. Gupta et al., ―Determination of optimal subdivision of depth of cut in multi-pass turning with constraints‖, 

International Journal of Production Research, 33(9), pp.2555–2565, 1995. 

[7.] C.A. Van Luttervelt, T.H.C. Childs, I.S. Jawahir, F. Klocke, P.K.Venuvinod Present situation and future trends in 

modeling of machining operations. Progress Report of the CIRP working group on ‗Modeling of machining 

operations. 

[8.] K.Taraman Multi machining output—multi independent variable turning research by response surface 

methodology, International Journal of Production Research. 

[9.] Yves Beauchamp, Marc Thomas, Youssef A. Youssef & Jacques Masounave Investigation Of Cutting Parameter 

Effects On Surface Roughness In Lathe* Boring Operation By Use Of A Full Factorial Design in Computers ind. 

Engn S, VoL 31, No. 3/4, pp. 645 -651,1996 Copyright O 1995 China Mach~ Press Published by Elsevier Science 

Ltd. Printed in great Britain. 



International 

OPEN      ACCESS                                                                                               Journal 
Of Modern Engineering Research (IJMER) 

 

| IJMER | ISSN: 2249–6645 |                              www.ijmer.com                          | Vol. 4 | Iss. 6| June. 2014 | 52| 

Optimization of Factors Affecting Glucuronic Acid Production in 

Yogurt Fermentation 
 

Huong H. L. Ly
1
, Huong T. Nguyen

2 

1,2(Department of Biotechnology – Ho Chi Minh City University of Technology) 

 

 

 

 

 

 

 

 

 

 

 
I. Introduction 

Glucuronic acid (C6H10O7) was a carbohydrate compound that condensed formula 

HCO(CHOH)4COOH. It was formed by the oxidation of sixth carbon of glucose [1]. Glucuronic acid was found 

in Glycyrrhiza and some studies also mentioned that Kombucha contained glucuronic acid. It has been known as 

an anti-oxidation factor because it’s combination with free radicals to form harmful component to enhance 

human immune system [2]. Additionally, glucuronic acid could be combined with fucose sulfate and manose 

sulfate in U-fucoidan which led to apotosis of cancer cells in gastrointestinal system.     
Microbial synthesis of glucuronic acid has been concerned recently. In 2008, Khan et al enhanced the 

glucuronic acid production in tea fungus fermentation [3]. Yang et al (2010) proved that glucuronic acid 

concentration in Kombucha tea could be increased by combination of acetic acid bacteria and lactic acid 

bacteria. Optimization of glucuronic acid synthesis in Kombucha was mentioned in 2010 and 2011 by Yavari 

[5,6]. In 2014, Nguyen et al combined acetic acid bacteria and lactic acid bacteria in Kombucha for increasing 

glucuronic acid formation [7].  

Study on glucuronic acid formation in the combination of lactic acid bacteria and acetic acid bacteria in 

yogurt is a new research that has supported for researches of bioactive components in probiotic yogurt 

fermentation. In this research, the screening with Plackett-Burman matrix design and  the response surface 

methodology with central composite design were used to optimize affecting factors that influent to glucuronic 

acid production. 
 

II.  Materials And Methods 
2.1. Starters 

Microorganism used in this study was two identified strains: high probiotic activity Lactobacillus 

acidophilus  and high capacity of glucuronic acid formation Gluconacetobacter nataicola that were 16S rDNA 

sequenced by Nam Khoa Biotek Company. The nucleotide sequencing was analyzed by free BLAST Search 

software. 
 

2.2. Culture media 

In this research, sterilized fresh milk was used for culturing and fermenting. L. acidophilus was 

reserved in Man Rogosa Sharpe agar (MRS) and G. nataicola was reserved in Heschin-Schramm agar (HS) 

medium. 
 

2.3. Experimental planning methods 
 

2.3.1. Determination of factors affecting the glucuronic acid production 

Glucuronic acid production in yogurt fermentation was influenced by many factors. There were seven 
factors were selected including G. nataicola initial density, L. acidophilus initial density, sucrose concentration, 

fermentation temperature, initial pH, fermentation time, and shaking speed. The antecedent factors were 

properly selected for carrying out next experiments. Table I showed the ranges of each factor.  

Abstract: Drinking yogurt fermentation with two bacteria strains Lactobacillus acidophilus and 

Gluconacetobacter nataicola was optimized to get maximal glucuronic acid concentration. A Blackett – 

Burman matrix was designed to screen the effect of seven factors to glucuronic acid concentration in 

yogurt. The design in Response surface methodology (RSM) with Central composite design (CCD) was 

applied to get maximum value of glucuronic acid concentration was 59.81mg/L in fermentation at 4.43 

log CFU/mL of G. nataicola density, 5.1 log CFU/mL of L. acidophilus density, 9.96% sucrose, initial 

pH 5 and incubation time 32°C. 
Keywords: Glucuronic acid, Lactobacillus acidophilus, Gluconacetobacter nataicola, Plackett-Burman, 

RSM-CCD. 
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Table I. Experimental range of factors 

Factor 

Density of 

G. nataicola 

(log CFU/mL) 

Density of 

L. acidophilus  

(log CFU/mL) 

Sucrose 

(%) 

Temperature 

(°C) 
pH 

Time 

(hours) 

Shaking 

speed 

(rpm) 

Range 

3 4 5 25 4 12 60 

4 5 7.5 30 4.5 24 90 

5 6 10 35 5 36 120 

6 7 12.5 40 5.5 48 150 

  15 45 6  180 

 

2.3.2. Plackett-Burman matrix design for screening factors affecting the glucuronic acid production 

Plackett-Burman matrix was designed base on the results of affecting factors that effected to glucuronic 

acid formation in yogurt fermentation in order to determine strong factors affecting glucuronic acid 
concentration and their influences [8].  

In Plackett-Burman matrix, there were seven factors included G. nataicola initial density, L. 

acidophilus initial density, sucrose concentration, fermentation temperature, initial pH, fermentation time, and 

shaking speed. Base on experimental range of optimzed single factor in table I, these factors were studied with 

the highest (1) and the lowest level (-1), respectively. Important factors were examined base on 12 experimental 

design matrix (table II). Selected factors with p value lower than 0.05 were applied to response surface method 

with central composite design (RSM-CCD).  

 

2.3.3. Response surface method with central composite design (RSM-CCD) 

Factors with high statistical significance (p < 0.05) were selected by Plackett-Burman matrix has been 

carried out RSM-CCD for glucuronic acid concentration optimization. These selected factors were examined in 
five levels (-2, -1, 0, +1, +2) of CCD 28 experiments [9] (table III). Data was analyzed by Stagraphics 

Centurion XV.I. The most effective level of each factor for maximum glucuronic acid concentraion were 

determined base on the analyzation.   

  

2.4. Glucuronic acid quantified method 

Glucuronic acid concentration was determined by K-Uronic acid kits and measured absorption at 

340nm by UV-Vis spectro 6000 spectrophotometer. 

 

III.  Results And Discussion 
 

3.1. Optimization of single factors affecting glucuronic acid concentration 

Glucuronic acid was produced in the growth and development of G. nataicola in yogurt fermentation. 

This process was mainly affected by objective factors.  

In this study, initial density of G. nataicola for fermentation media was firstly concerned because G. 

nataicola played the main role in the production of glucuronic acid. After 24 hours, highest glucuronic acid was 

33.96 mg/L at 4 log CFU/mL of initial density. Increasing of density to 6 log CFU/mL, the concentration of acid 

dropped down to 29.84 mg/L. High population of G. Nataicola  led to the decrease of glucuronic acid formation; 

because the bacteria competed for nutrition for growth and development. Therefore, suitable density of G. 

nataicola for fermentation was 4 log CFU/mL.    
L. acidophilus played the main role in yogurt fermentation and also effectively stimulated glucuronic 

acid formation of G. nataicola [4]. L. acidophilus initial density for highest glucuronic acid was 5 log CFU/mL 

(34.33 mg/L); it was not significant with concentration of glucuronic acid at 6 log CFU/mL of L. acidophilus 

density (33.14 mg/L). The increasing of glucuronic acid followed L. acidophilus density had been mentioned by 

Yang (2010) in the rearch on the symbiosis of acetic acid bacteria and lactic acid bacteria in Kombucha [4]. The 

increase of glucuronic acid in the symbiosis of L. acidophilus and G. nataicola was importantly meaning to the 

biological activity enhancing in yogurt fermentation.  

The effective level of each factor was found by measuring the maximal concentration of glucuronic 

acid by following step by step experimental factors. Glucuronic acid was 34.46 mg/L at 10% sucrose, highest in 

this experiment. This concentration was go up to 41.28 mg/L at 35°C and 44.14 mg/L at pH 5. Glucuronic acid 

concentration was double increase from 21.69 to 43.99mg/L in 12 and 24 hours. After 24 hours, the 
concentration remained around 44mg/L and was not significant in increasing. Jonas (1998) stated that efficient 

temperature of acetic acid bacteria was 30 - 35°C [14], and a study of Pederson (1995) also confirmed 

Gluconacetobacter can successfully develop at low pH. Therefore, this study once again confirmed 
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Gluconacetobacter fermentation condition [10]. Because after 24 hours the level of glucuronic acid had not 

significant, 24 hours was chosen as suitable time for high bio-activity yogurt fermentation. So, single affecting 

factors with 10% sucrose, pH 5, 35°C of incubation and 24 hours were selected  for fementation.       

Heath et al (2012) indicated that shaking speed affected cellulose formation of acetic acid bacteria [11]; 

also Khan et al (2008) stated there was a companion between cellulose formation and acid production of 

Gluconacetobacter xylinus, but there was not significant of acid concentration in different shaking speed for 

fermentation [3]. However, drinking yogurt would not be clumped with shaking speed at 120rpm was higher 
than other levels. Therefore, 120rpm was chosen for optimization. 

Glucuronic acid formation was affected by experimental factors based on the level of glucuronic acid 

concentration after fermentation. As a result, these selected factors were used for screening by Blackett-Burman 

matrix and then optimization by RSM-CCD method (model) to find optimal conditions for glucuronic acid 

formation in yogurt fermentation. 
 

3.2. Plackett-Burman design for sreening factors affecting glucuronic acid production 
Screening was a very important step in experimental planning when there were several factors affected 

to experimental samples. This process helped to determine real affecting factors and removed non or less 

affecting factors in order to simplified the study process. 

The results of seven factors affecting the glucuronic acid was screenced by Plackett-Burman matrix 

based on glucuronic acid formation in fermentation were shown in table II. The results were analyzed variance 

(ANOVA) to determine affecting levels and p value (table III).  
 

Table II. Plackett-Burman matrix in screening factors affecting glucuronic acid production 

Expt 

G. nataicola 

initial density 

(log CFU/mL) 

L. 

acidophilus 

initial 

density 

(log 

CFU/mL) 

Sucrose  

(%) 

Temperature 

(°C) 
pH 

Time  

(hours) 

Shaking 

speed 

(rpm) 

Glucuronic 

acid 

concentration  

(mg/L) 

1 2 3 15 45 6 12 180 7.79 

2 6 3 15 25 4 12 180 37.42 

3 2 7 15 25 6 12 60 20.53 

4 6 7 5 45 6 12 180 17.6 

5 6 3 15 45 4 36 60 30.62 

6 6 7 15 25 6 36 60 36.85 

7 2 3 5 25 4 12 60 24.87 

8 2 7 5 25 4 36 180 29.11 

9 6 3 5 25 6 36 180 17.42 

10 2 7 15 45 4 36 180 30.15 

11 2 3 5 45 6 36 60 6.28 

12 6 7 5 45 4 12 60 36.19 
 

Table III. The influence levels and p value of factors  

Factor Influence level p value 

G. nataicola initial density 9.5617 0.0051 

L. acidophilus initial density 7.6717 0.0112 

Sucrose 5.315 0.0366 

Temperature -6.262 0.0219 

pH -13.65 0.0014 

Time 1.005 0.5903 

Shaking speed -2.642 0.1993 
 

ANOVA results showed that seven factors affected to the glucuronic acid formation in yogurt 

fermentation. There were 5 factors had p value lower than 0.05 that really affected to the glucuronic acid 

production included G. nataicola initial density, L. acidophilus initial density, sucrose concentration, 

fermentation temperature, and initial pH. Therefore, these 5 factors were applied in RSM-CCD model to 
determine optimal points for maximal glucuronic acid.  

There were 5 factors were selected to apply in RSM-CCD model included G. nataicola initial density, 

L. acidophilus initial density, sucrose concentration, fermentation temperature, and initial pH. In the 

optimization model, these were signed as X1, X2, X3, X4, X5, respectively.     
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3.3. The RSM-CCD modeling for optimization of glucuronic acid production in yogurt fermentation 

RSM-CCD was used as design for modeling glucuronic acid formation in fermentation process. From 

this model, the optimal points for maximal glucuronic acid formation were pointed out. Glucuronic acid 

concentration when applied RSM-CCD model (table IV) was analyzed and evaluated affecting level and p value 

(table V) to determine regression equation.  

 

Table IV. The RSM-CCD modeling in glucuronic acid optimization 

Experiment 
Factor Yaxit glucuronic  (mg/L) 

Reality 

Yaxit glucuronic  (mg/L) 

Model X1 X2  X3 X4 X5 

1 5 6 12.5 30 4.5 37.87 38.3756 

2 4 5 10 25 5 35.02 36.9926 

3 3 4 7.5 30 5.5 36.72 35.3364 

4 4 5 10 35 6 10.57 15.3543 

5 5 4 7.5 30 4.5 42.79 43.6714 

6 5 4 12.5 30 5.5 40.85 38.5939 

7 3 6 12.5 40 4.5 24.51 26.3456 

8 5 4 7.5 40 5.5 19.07 18.5456 

9 3 6 7.5 40 5.5 16.06 16.0322 

10 3 4 7.5 40 4.5 21.32 23.5314 

11 4 3 10 35 5 48.02 48.3259 

12 4 7 10 35 5 48.08 47.3409 

13 2 5 10 35 5 47.64 46.9526 

14 3 6 7.5 30 4.5 30.15 31.5281 

15 3 4 12.5 40 5.5 22.09 21.1639 

16 3 4 12.5 30 4.5 30.43 30.9097 

17 4 5 15 35 5 41.74 42.7976 

18 5 6 7.5 30 5.5 42.25 40.8922 

19 4 5 10 45 5 9.75 7.34427 

20 5 4 12.5 40 4.5 27.19 28.5289 

21 5 6 7.5 40 4.5 22.34 24.5772 

22 6 5 10 35 5 54.28 54.5343 

23 4 5 5 35 5 42.19 40.6993 

24 4 5 10 35 4 25.15 19.9326 

25 5 6 12.5 40 5.5 21.19 20.2897 

26 3 6 12.5 30 5.5 40.06 38.3006 

27 4 5 10 35 5 60.08 60.9816 

28 4 5 10 35 5 59.45 60.9816 
 

Table V. The influence levels and p value of factors 

Factor Influence level p value Factor Affecting level p value 

X1 3.79083 0.042 X2 X2 6.19906 0.0065 

X2 -0.4925 0.7563 X2 X3 1.52125 0.4425 

X3 1.04917 0.5139 X2 X4 -0.63875 0.7426 

X4 -14.8242 0.0000 X2 X5 0.96125 0.6229 

X5 -2.28917 0.1773 X3 X3 -9.24156 0.0007 

X1 X1 -4.74406 0.0220 X3 X4 2.36125 0.2469 

X1 X2 -0.80875 0.6783 X3 X5 0.83625 0.6681 

X1 X3 -1.52375 0.4418 X4 X4 -19.0316 0.0000 

X1 X4 -2.57375 0.2109 X4 X5 -4.44875 0.0489 

X1 X5 -1.91875 0.3388 X5 X5 -21.2941 0.0000 

 
ANOVA results indicated independent variables of regression equation in reality model included 

factors in table IV that had p < 0.05 (table V). Regression equation was Y= -1777.9 + 44.5429X1 + 30.0419X3 -

2.37203X1
2 + 3.09953X2

2 – 0.73933X3
2 – 0.38063X4

2 – 0.88975X4X5 – 42.5881X5
2 
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Regression coefficient (R2) was 0.981279 showed that 98.1279% experimental data fitted with 

expected data in model. According to Castillo (2007), R2 > 0.75 had meaning that designed model fitted with 

reality [6]. So, there was a strong compatibility between studied factors and glucuronic acid formation, it 

indicated the accuracy of model and the exist of effective points.      

The regression equation that showed all the factors are positively affected on the formation of 

glucuronic acid. The initial pH factor had the strongest influence level, and the results show that the lower the 

pH, the amount of glucuronic acid produced higher. High pH inhibited the biosynthesis of glucuronic acid in 
yogurt fermentation. This result is consistent with the conclusions of Hestrin (1954) about limitation in activity 

of acetic acid bacteria [12], and this result was again determined the study of Hwang et al (1999). In the study 

of cellulose acetic acid bacteria, Hwang et al found that this microbial strain grew effectively in low pH 

condition, the higher the pH the growth and development of them decreased. 

Yoghurt fermentation temperature also had a huge impact on glucuronic acid production of G. 

nataicola. In the range of temperature from 25 to 45°C, when the yogurt fermentation temperature rose, the 

growth of bacteria was inhibited, and led to the decrease of glucuronic acid. This issue was also explained based 

on the conditions for microbial adaptation. Different microbial strains have different adaptation of temperature. 

Research the growth of Gluconacetobacter had shown that the proper temperatures for the growth of 

Gluconacetobacter were 12-35°C, while the optimal temperatures were 28-35°C [14]. G. nataicola was a 

bacteria of the genus Gluconacetobacter, so they fitted with this temperature range. Therefore, when 
temperatures rose too high (40-45°C), the growth and development of G. nataicola were inhibited, and they 

formed spores to protect themselves that led to the limitation of metabolic processes and glucuronic acid 

production was reduced. 

During the fermentation process that enhance glucuronic acid production, G. nataicola was very 

important because it directly generated glucuronic acid. In this study, we found that when there were effects of 

other factors in the study, the concentration of acid produced depends greatly on the initial density of  G. 

nataicola. As the density increased, the  amount of glucuronic acid greatly generated. This was also been 

mentioned in the study of Khan (2008) [3], glucuronic acid content increased along with the increase of 

cellulose fibers of Gluconacetobacter. Earlier in 1992, Arie and colleagues found a correlation between the 

formation of cellulose and the density of acetic acid bacteria. Therefore, the results showed that initial density  

of G. nataicola had a positive impact on the formation of glucuronic acid in yogurt fermentation. However, if 

the density was too high, it led to nutritional competitiveness, also led to the limitation of glucuronic acid 
biosynthesis. 

The regression equation also showed that the greater of L. acidophilus initial density, the higher of 

glucuronic acid production from G. nataicola. This result also coincided with experimental results of Yang et al 

in 2010 [4]. In research on the symbiosis of acetic acid bacteria and lactic acid bacteria in Kombucha, Yang 

found that the addition of lactic acid bacteria in the fermentation of acetic acid bacteria; greater glucuronic acid 

concentration was produced. Based on the growth and metabolic characteristics of Gluconacetobacter and lactic 

acid bacteria, the mechanism could be explained by the growth of lactic acid bacteria faster than the growth of 

Gluconacetobacter, so lactic acid bacteria fermented carbohydrates into simple carbon sources which 

Gluconacetobacter used as a nutrient source. Therefore, acetic acid bacteria did not need to use cellular 

enzymes to process glycolysis, they produced enzymes for pentose phosphate pathway; so, glucuronic acid 

greater generated. However, when applied a great number of density of L. acidophilus, led to the decrease of 
nutrient and nutrient competitiveness; also decreased the glucuronic acid  biosynthesis of G. nataicola. 

Sucrose concentration also affected the formation of glucuronic acid in yogurt fermentation because 

this is the nutrient source for microorganisms that involved in the fermentation were L. acidophilus and G. 

nataicola. Optimized results showed that when sucrose concentration rose up, the glucuronic acid concentration 

also increased, but until a certain limitation; the continued increase in nutrition could inhibit glucuronic acid 

generation. This was explained by the term about nutritional needs of microorganisms. Microorganisms require 

an adequate level of nutrition in the development process. So, when increasing the nutrient content that exceeds 

a certain limit, the enzyme activity is reduced due to substrate pressure on the biosynthesis of enzymes. 

Substrates increased while the maximum of enzymatical capacity remains constant, led to the decrease of 

glucuronic acid production. 

Thus, the experimental results showed that all the examined factors in the optimization model had a 
strong influence on the formation of glucuronic acid in yogurt fermentation with varying degrees depending on 

each specific factor. Response surface plots (Figure 1a, 1b, 1c, 1d) showed the interaction of factorial pairs and 

the optimal value of each factor for maximum response function could be determined from the diagrams. The 

regression equation was found to reflect the degree of influence of each factor to glucuronic acid production. 

This confirmed the existence of the optimal point in the RSM-CCD modeling. 
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Figure 1: Response surface diagram of glucuronic acid concentration 

(a) base on temperature and pH, (b) base on sucrose and L. acidophilus initial density, (c) base on sucrose and 

G. nataicola initial density, (d) base on sucrose and pH 

 

From the response surface, optimal coordinates of factors were predicted for maximal glucuronic acid 

concentration was 62.2763 mg/L with an initial ensity of G. nataicola was 4.43 log CFU/mL. Initial density of 

L. acidophilus was 5.1 log CFU/mL, 9.96% sucrose, initial pH 5, and fermentation temperature was 32°C. 

Simulation the pattern at the optimal points, maximal 59.81mg/L glucuronic acid had obtained, reaching similar 

levels compared with the model was 96.04%. This result was higher than the result obtained by study about 
glucuronic acid of Yavari (2010) was about 32% [5], higher than glucuronic acid obtained when co-cultured 

lactic acid bacteria and acetic acid bacteria in Kombucha from 30-50% [7], and obtained 30% Vina results 

achieved after optimization of culture conditions was 178mg/L on Kombucha [1]. 

 Therefore, the maximum concentration of glucuronic acid produced in the conditions had been 

optimized was 59.81mg/L with G.nataicola initial density was 4.43 log CFU/mL, the initial density of L. 

acidophilus was 5.1 log CFU/mL, 9.96% sucrose, pH 5, and fermentation temperature was 32°C. This results 

made yogurt product had one more biological activity of glucuronic acid beyond traditional probiotic activity in 

yogurt. 

 

IV.   Conclusion 
In optimization of condions for glucuronic acid production in yogurt fermentation, the Plackett-Burman 

matrix was used for screening factors affecting glucuronic acid formation and the response surface methodology 

with RSM-CCD was designed for modelling optimize value. As a result, maximal glucuronic acid concentration 

was 59.81mg/L. That was obtained with 4.43 log CFU/mL of G. nataicola initial density, 5.1 log CFU/mL of L. 

acidophilus density, 9.96% sucrose, pH 5, and fermentation temperature was 32°C. Traditional probiotic yogurt 

could incorporate a new biological activity of glucuronic acid by the presence of acetic acid bacteria (G. 

nataicola) combined with traditional probiotic lactic acid bacteria (L. acidophilus). 
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I. INTRODUCTION  
Distributed generation is defined as small scale generation which is not directly connected to the bulk 

transmission system & it is not centrally dispatched. Distributed generation is connected at the distribution level 

which leads to the many changes in the characteristics of distribution network. The proper location of DG plays 

a very important role to upgrade the system reliability and stability, to reduce the system losses, to improve the 

system voltage profile [1].At present the number of scholars are carry the work on placement of DG here the 

reference [2] considers the case of single radial feeder with the three load conditions namely uniform load, 

concentrated load, increasing load for which the optimal location of DG is found  with the analytical approaches 

to minimize the losses in the single radial feeder. The optimal location of DG is needed to increase the 

distributed generation potential benefits in the power system. There are many methods for the proper location 

and sizing DG, some of the methods are explained in reference [3]. Such as Evolutionary computational method 

[including genetic algorithm, fuzzy logic, & tabu search], 2/3 Rule, optimal power flow. Reference [4] shows the 

consideration of Fuzzy rules for the proper location of capacitor. In case of Fuzzy logic a set of Fuzzy rules are 

considered for the proper placement of DG by considering the VSI and PLI as a input to the system and output 

as DGSI. The mathematical equations are used to calculate the sizing of DG [5]. 

The reference [6] shows the optimal placement of DG units using Fuzzy & real coded Genetic 

algorithm, Any how the research work is continuous to upgrade the network losses, improve the voltage stability 

and reliability of the power system. In this paper we have considered the fuzzy logic method for the optimal 

location and sizing of DG. Proposed method is tested by considering the IEEE33 bus system data, before 

obtaining location and sizing, the load flow analysis is performed by considering the NR method. 

 

II. INTRODUCTION TO FUZZY LOGIC 
First consider the given system data then conduct the load flow analysis, from which we get the PLI 

(power loss indices) & VSI (voltage sensitivity indices). The PLI & VSI are used as the inputs to the Fuzzy 

interfacing system after Fuzzification & defuzzification we get the output DGSI (distributed generator sensitivity 

index). The ranges of VLI, PLI, and DGSI are considered from the load flow analysis. For example let us 

consider the range of PLI is 0 to 1, The VLI ranges from 0.9 to 1.1and the output DGSI varies from 0 to 1. The 

variables for these ranges are described with the help of five membership functions they are high, high medium, 

medium, and low medium, low. The membership functions of PLI & DGSI are triangular in shape & where as 

Abstract: Introduction of distributed generation modifies the structure of power system network. High 

levels of penetration of distributed generation (DG) are new challenges for traditional electric   power 

systems. A power injection from DG units modifies network   power flows, changes energy losses and 

improves voltage profile of the   system. Proper locations of DG units in power systems are very important 

in order to obtain maximum potential advantages. There are some of the most popular DG placement 

methods, such as Optimal Power Flow, 2/3Rule and Evolutionary Computational Methods. The 

Evolutionary computational method includes Genetic Algorithm, Fuzzy Systems and Tabu Search. In this 

paper we have considered the Fuzzy logic method for the optimal location and sizing of DG. 

The optimal placement of DG is necessary to improve the reliability and stability. Proposed method is 

tested by considering IEEE 33bus system data. The Fuzzy logic method includes a fuzzy inference system 

(FIS) containing a set of rules which are considered to determine the DG placement suitability index of 

each node in the distribution system. The optimal sizing of DG unit is obtained with the help of 

mathematical expressions. 

Keywords: Distributed Generation (DG); Fuzzy logic; Fuzzy rule; Optimal Location; Optimal Power flow. 
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the VSI membership functions are combination of both triangular & trapezoidal in shape, these are graphically 

shown as fallows. 

                     
Fig 1 Power loss index membership function 

                             
Fig 2 Voltage membership function 

                         
Fig 3 Distributed generator suitability index membership function 

 

To determine the best DG placement problems certain rules are defined in order to determine the 

suitability index of bus. For DG installation the rules are summarized in the fuzzy decision matrix as shown 

below. 

 

AND 

VSI 

L LN N HN H 

 

 

PLI 

L LM LM L L L 

LM M LM LM L L 

M HM M LM L L 

HM HM HM M LM L 

H H HM M LM LM 

Table1 matrix to determine the DG suitability index 

 

III. DETERMINATION OF SENSITIVE BUSES FOR THE OPTIMAL  

IV. LOCATION OF DG FOR 33BUS SYSTEM 
Bus no VSI PLI DGSI 

1 1.00 0 0.49 

2 0.9952 0.0198 0.5 

3 0.9725 0.0839 0.471 
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4 0.9601 0.0342 0.425 

5 0.9479 0.0322 0.404 

6 0.9317 0.0152 0.366 

7 0.9259 0.0033 0.376 

8 0.9178 0.0084 0.382 

9 0.9074 0.0073 0.402 

10 0.8976 0.0062 0.404 

11 0.8962 0.0010 0.4 

12 0.8937 0.0015 0.4 

13 0.8835 0.0047 0.395 

14 0.8797 0.0013 0.39 

15 0.8773 0.0006 0.387 

16 0.8750 0.0005 0.384 

17 0.8716 0.0004 0.381 

18 0.8706 0.0001 0.38 

19 0.9944 0.0003 0.498 

20 0.9886 0.0013 0.491 

21 0.9875 0.0002 0.49 

22 0.9864 0.0001 0.442 

23 0.9667 0.0053 0.462 

24 0.9558 0.0086 0.415 

25 0.9504 0.0021 0.403 

26 0.9285 0.0045 0.374 

27 0.9242 0.0058 0.375 

28 0.9051 0.0136 0.421 

29 0.8914 0.0068 0.403 

30 0.8855 0.0028 0.396 

31 0.8785 0.0004 0.388 

32 0.8770 0.0001 0.386 

33 0.8755 0.0196 0.432 

Table 2 DGSI output from the Fuzzy system 

 

Result: The above table shows that maximum value of Distributed generation sensitivity index is at bus 2 with 

DGSI= 0.5, Therefore the best location of DG is at bus 2. 

  

Improvement Of Voltage Profile With DG 

Bus 

No 

Without DG With DG 

Voltage in P.U Voltage in P.U 

1 1.0000 1.0000 

2 0.9952 0.9968 

3 0.9725 0.9826 

4 0.9601 0.9714 

5 0.9479 0.9604 

6 0.9317 0.9461 

7 0.9259 0.9409 

8 0.9178 0.9337 

9 0.9074 0.9244 

10 0.8976 0.9159 

11 0.8962 0.9146 

12 0.8937 0.9124 

13 0.8835 0.9034 
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14 0.8797 0.9001 

15 0.8773 0.8980 

16 0.8750 0.8960 

17 0.8716 0.8931 

18 0.8706 0.8922 

19 0.9944 0.9959 

20 0.9886 0.9903 

21 0.9875 0.9891 

22 0.9864 0.9881 

23 0.9667 0.9844 

24 0.9558 0.9866 

25 0.9504 1.000 

26 0.9285 0.9432 

27 0.9242 0.9394 

28 0.9051 0.9226 

29 0.8914 0.9104 

30 0.8855 0.9052 

31 0.8785 0.8991 

32 0.8770 0.8977 

33 0.8755 0.8964 

Table3 Bus voltages with & without DG 

 

 
Bus no 

Fig 4 Bus voltages with & without DG 

 

V. PROCEDURE TO CALCULATE THE OPTIMAL SIZE OF DG 
First let us consider the drawn system diagram in which the DG is placed at the bus i, which produces 

the current of IDG. In a radial distribution system the current IDG changes for the current branches which are 

connected to bus i, where as the current of other branches are unchanged. 

Therefore new current Ik’ of the k
th

 branch is given by  

Ik’=Ik+AkIDG                                                         (1) 

 

Where AK=1 if K
th

 branch which is connected to bus i otherwise Ak=0 

 

The value of current IDG can be calculated with the help of fallowing equation 

IDG=-                                           (2)  

 

Now the size of DG is calculated by considering the fallowing equation 

 

SDG=ViIDG                                                                                      (3) 

 

Where Vi=Voltage at the i
th

 bus 



Optimal Location and Sizing of DG using Fuzzy logic 

| IJMER | ISSN: 2249–6645 |                             www.ijmer.com                         | Vol. 4 | Iss. 6| June. 2014 | 63| 

VI. CONCLUSION 
In this paper we have considered optimal location & sizing of DG using Fuzzy logic. Optimal location 

of DG is optained using Fuzzy logic and optimal size of DG is calculated by analytical method which are helpful 

to upgrade the loss minimization and improvement of voltage profile. Finally we can conclude that proper 

location & sizing of DG is better to improve the voltage profile, reduction in the losses and helps to improve the 

overall system stability. 

 

REFERENCES 
[1]  Hussein.A.Attia, M.EI-shibini, Z.H.Osman and Ahmed A Moftah  “An assessment of a global performance index for 

distributed generation impacts on distribution system” Electrical power and Machines Department ,carlo University. 

2010. 

[2]  Zhang jun-fang, Dingsi-min, Hang yin-li and Hu guang “Research on distributed generation source placement” 2009. 

[3]  K.Abookazemi, M.Y.Hassan, and M.S.Majid “A review on optimal placement methods of distribution generation 

sources” 2010 IEEE interational conference on power and energy. 

[4]  Optimal capacitor placement using fuzzy logic 

[5]  Optimal distributed generator placement using fuzzy logic 

[6]  Ramalingaiah Varikuti, Dr. M.Damodar Reddy “optimal placement of dg units using fuzzy and real coded genetic 

algorithm” Journal of Theoretical and Applied Information Technology © 2005 - 2009 JATIT. All rights reserved. 
 

APPENDIX 

IEEE 33 Bus system 

A. Line data for IEEE 33 Bus system 

BASE: 12.66 kV, 100MVA 

Sending bus Receiving bus R (in ohm) X (in ohm) 

1 2 0.09220 0.04700 

2 3 0.49300 0.25110 

3 4 0.36600 0.18640 

4 5 0.38110 0.19410 

5 6 0.81900 0.70700 

6 7 0.01872 0.61880 

7 8 0.71140 0.23510 

8 9 1.03000 0.74000 

9 10 1.04400 0.74000 

10 11 0.19660 0.06500 

11 12 0.37440 0.12380 

12 13 1.46800 1.15500 

13 14 0.54160 0.71290 

14 15 0.59100 0.52600 

15 16 0.74630 0.54500 

16 17 1.28900 1.72100 

17 18 0.73200 0.57400 

2 19 0.16400 0.15650 

19 20 1.50420 1.35540 

20 21 0.40950 0.48740 

21 22 0.70890 0.93730 

3 23 0.45120 0.30830 

23 24 0.89800 0.70910 

24 25 0.89600 0.70110 

6 26 0.20300 0.10340 

26 27 0.20420 0.14470 

27 28 1.05900 0.93370 

28 29 0.80420 0.70060 
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29 30 0.50750 0.25850 

30 31 0.97440 0.96300 

31 32 0.31050 0.36190 

32 33 0.34100 0.53020 

 

B. Load data for IEEE 33Bus system 

 

Bus No 

 

Bus code 

Load Data 

K 

W 
KVAR 

1 1 - - 

2 0 100 60 

3 0 90 40 

4 0 120 80 

5 0 60 30 

6 0 60 20 

7 0 200 100 

8 0 200 100 

9 0 60 20 

10 0 60 20 

11 0 45 30 

12 0 60 35 

13 0 60 35 

14 0 120 80 

15 0 60 10 

16 0 60 20 

17 0 60 20 

18 0 90 40 

19 0 90 40 

20 0 90 40 

21 0 90 40 

22 0 90 40 

23 0 90 50 

24 0 420 200 

25 0 420 200 

26 0 60 25 

27 0 60 25 

28 0 60 20 

29 0 120 70 

30 0 200 600 

31 0 150 70 

32 0 210 100 

33 0 60 40 
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I. INTRODUCTION  
The control of liquid level is mandatory in all process industries. Most of the process industries need 

the usage of conical tanks as its structure contributes to better drainage of solid mixtures, slurries and viscous 

liquids. Food processing industries, Concrete Mixing industries, Hydrometallurgical industries and waste water 

treatment industries are some examples which makes effective usage of conical tanks. 

To achieve a satisfactory performance using conical tanks, its controller design becomes a challenging 

task because of its non-linearity. A very important task of a controller is to maintain the process at desired set 

point and to achieve optimum performance even in the presence of disturbances. Many Industries use 

Proportional Integral Controller (PI) and Proportional Integral Derivative controller (PID) because of its simple 

structure and easy tuning.   

An alternative to this controller is the usage of Internal Model controller (IMC) which gives satisfactory 

performance for Conical Tank Interacting Level systems [1]. In this paper an Internal Model Controller is 

designed and implemented to Conical Interacting systems [2]. This controller uses the model of the process to 

run in parallel with the actual process [3]. The IMC design procedure is exactly same as the open loop control 

design procedure. Unlike the open loop control the IMC structure compensates for disturbances and model 

uncertainty.   

Paper is organized as follows. Section II describes the Mathematical modelling of Two Tank Conical 

Interacting Systems and its operating parameters. Piecewise linearization is carried out around four operating 

regions.The implementation of IMC controller is discussed in Section III. Section IV presents experimental 

results showing four different simulations for four regions. Finally Section V presents Conclusion. 

  

II. MATHEMATICAL MODELLING OF TWO TANK CONICAL INTERACTING SYSTEM  
The two tank conical interacting system consists of two identical conical tanks (Tank 1 and Tank 2), 

two identical pumps that deliver the liquid flows Fin1 and Fin2 to Tank 1 and Tank 2 through the two control 

valves CV1 and CV2 respectively. These two tanks are interconnected at the bottom through a manually controlled 

valve, MV12 with a valve coefficient 12. Fout1 and Fout 2 are the two output flows from Tank 1 and Tank 2 through 

manual control values MV1 andMV2 with valve coefficients 1 and 2 respectively. The non linear equations 

describing the open loop dynamics of the Two Tank Conical Interacting Systems is derived using the Mass 

balance equation and Energy balance equation principle [4]. 

Abstract: This paper presents the modelling and control of Two Tank Conical Interacting systems which 

is highly a non linear process. A Model based controller is designed for the process at different operating 

regions and its performance is studied with and without disturbance. The aim is to control the liquid level 

of tank. Piecewise linearization technique is applied for linearising the non linear system output. An 

Internal Model control is designed for each region. The controller will be simulated using MATLAB 

SIMULINK software. 

Keywords: Conical Tank Interacting Level systems, IMC Controller, Mathematical Modelling, MATLAB 

software, Non linear process. 
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Fig. 1 Schematic diagram of two tanks Conical Interacting System 

 

The Mathematical model of two tank conical interacting system is given by equations 1 and 2. [5]:  

 

                                   (1) 

 

 

 

 

                                 (2) 

 

 

 

Where  

A(h1) = Area of Tank 1 at h1(cm
2
) 

A(h2) = Area of Tank 2 at h2(cm
2
) 

h1= Liquid level in Tank 1 (cm) 

h2= Liquid level in Tank 2 (cm) 

   

TABLE I 

                     Operating Parameters Of Two Tank Conical Interacting System 

Parameter Description Value 

R Top radius of conical tank 19.25cm 

H Maximum height of 

Tank1&Tank2 

73cm 

Fin1 & Fin2 Maximum inflow to 

Tank1&Tank2 

252cm
3
/sec 

1 Valve coefficient of MV1 35 cm
2
/sec 

12 Valve coefficient of MV12 78.28 cm
2
/sec 

2 Valve coefficient of MV2 19.69 cm
2
/secs 

 

The open loop responses of h1 and h2 are shown in fig.2 as shown below. 

 

 
Fig. 2 Open loop response of h1 and h2 

The process considered here has non linear characteristics and can be represented as piecewise 

linearized regions around four operating regions[6]. Transfer function for every region is obtained by 

substituting the values of time constant and gain using Process reaction curve method as shown in Table III.[7]. 
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TABLE III Model Parameters Of Two Tank Conical Interacting System 

Region Inflow 

(cm
3
/s) 

Height 

h2 

(cms) 

Steady 

State 

Gain 

Time 

constant 

(secs) 

Transfer 

Function 

model 

I 0-66 1.374 0.0208 0.002 0.0208 

  0.002s+1 

II 66-120 4.19 0.0349 0.03 0.0349 

0.03s+1 

III 120-186 8.447 0.0454 0.146 0.0454 

0.146s+1 

IV 186-252 12.56 0.0498 0.338 0.0498 

0.338s+1 

 

III. IMPLEMENTATION OF INTERNAL MODEL CONTROLLER (IMC) 
A more comprehensive model based design method, Internal Model Control was developed by Morari 

and co-workers. The IMC method is based on the simplified block diagram as shown in Fig. 3[8]. 

 
Fig. 3 Internal Model Control (IMC) 

 

Internal Model Control is designed in two steps. 

Step 1: The process model is factored as : 

                      G ҃  = G ҃ + G ҃ -                                                   (3)                                                              

Where G ҃ + contains any time delays and right half plane zeros.In addition G ҃ + is required to have a steady state 

gain equal to one in order to ensure that the two factors in equation 3 are unique. 

 

Step 2: The controller is specified as: 

         Gc* = (1/ G ҃ -) f                                               (4) 

Where f is a low pass filter with a steady state gain of one. 

Thus the Internal Model Controller is designed as inverse of the Process model which is in series with the low 

pass filter. 

Fig.4 represents the MATLAB simulink diagram of Internal Model controller for region 1. 

 
Fig. 4 Simulink diagram for region 1 using Internal Model Control (IMC) 
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Similarly the Process is simulated for different regions and the responses obtained with and without 

disturbances are discussed in section IV. 

 

IV. SIMULATION RESULTS  
The simulation is carried out using MATLAB software for all the four regions of Two Tank conical Interacting 

systems. Both servo and regulatory responses are obtained for all the regions. The performance of IMC 

controller for all the four regions are shown in Fig. 5(a&b),6(a&b),7(a&b) and 8(a&b)with and without 

disturbance. Also set point tracking of servo response is obtained. 
 

 
(a) 

 
(b) 

Fig. 5 Controller response for region 1 (a) Without disturbance (b) With disturbance 

Fig.5. shows the IMC controller response for region 1 (0-66 cm
3
/s).The response clearly indicates how the IMC 

controller effectively works so as to reach the desired set point even in the presence of disturbance as shown in 

fig 5(a&b).  

 

 
 

(a) 
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(b) 

Fig. 6 Controller response for region 2 (a) Without disturbance (b) With disturbance 

 

Fig.6. shows the IMC controller response for region 2 (66-120 cm
3
/s).The response clearly indicates 

how the IMC controller effectively works so as to reach the desired set point even in the presence of disturbance 

as shown in fig 6(a&b).  

 
(a) 

 
(b) 

Fig. 7 Controller response for region 3 (a) Without disturbance (b) With disturbance 

Fig.7. shows the IMC controller response for region 3 (120-186 cm
3
/s).The response clearly indicates 

how the IMC controller effectively works so as to reach the desired set point even in the presence of disturbance 

as shown in fig 7(a&b).  
 

 
(a) 
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(b) 

Fig. 8 Controller response for region 4 (a) Without disturbance (b) With disturbance 

 

 Fig.8. shows the IMC controller response for region 4 (186-252 cm
3
/s).The response clearly indicates 

how the IMC controller effectively works so as to reach the desired set point even in the presence of disturbance 

as shown in fig 8(a&b).  
 

 
Fig. 9 Set point tracking 

Fig.9. shows the set point tracking response using IMC controller. 

 

V. CONCLUSION 
Design of Internal Model based controller has given good and acceptable performance without 

oscillation as well as fast settling response. Besides, it also shows good result for disturbance rejection with fast 

settling response. The Model based controller is designed in such a way that the system is robust and physically 

realizable. This concludes that the Internal model control is applicable for nonlinear interacting conical tank 

systems. 
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I. Introduction 

Sentimental analysis is a data mining technique that systematically evaluates textual content using 

machine learning techniques. Sentiment analysis is a type of natural language processing for tracking the mood 

of the public about a particular product or topic. Here sentimental analysis is used to collect and examine textual 

reviews on different applications.  As textual reviews on applications are available in very unstructured form on 

web. Sentimental analysis identify these expressions of writers and a simple algorithm used to classify a 

document as  „positive‟ and „negative‟. As in different papers different techniques are approached. There are 

broadly three types of approaches for sentiment classification of texts:  (a) using  a machine learning based text 

classifier -such as Naïve Bayes, SVM or kNN- with suitable feature selection scheme; (b) using the 

unsupervised semantic orientation scheme of extracting relevant n-grams of the text and then labeling them 
either as positive or negative and consequentially the document; and (c) using the SentiWordNet based publicly 

available library that provides positive and negative scores for words[1]. There are two major approaches for 

performing sentiment analysis; statistical model based approaches and Natural Language Processing (NLP) 

based approaches to create rules. In this study, we first apply text mining to summarize user‟s reviews of Apps 

and extract features of the apps mentioned in the reviews. Then NLP approach for writing rules is used. Android 

App Store. SAS® Enterprise Miner TM 7.1 is used for summarizing reviews and pulling out features, and 

SAS® Sentiment Analysis Studio 12.1 is used for performing sentiment analysis.  Results shows that  carefully 

designed NLP rule-based models outperform the default statistical models in SAS® Sentiment Analysis Studio 

12.1 for predicting sentiments in test data. NLP rule based models also provide deeper insights than statistical 

models in understanding consumers‟ sentiments[2].In another one paper a techniques is used  for extracting 

keywords from online documents which could be  further very used for sentimental analysis  this novel 

approach is used for semiautomatic question generation to support academic writing. First extract key phases are 
extracted using JWPL .Using content of matched content conceptual graph structure representations for each 

key phrase. Then question generated and question should be specific. To evaluate quality bystander turing test is 

done. Here is some basic steps are explained which can be used for sentimental analysis of application reviews. 

We will take all the inputs throughout the globe and collect it in a intelligent data base. All the data collected 

will be processed using verbal algorithms of the Natural processing and converting it into useful information 

and collecting it in an new data base. Making graphical and analytical charts for comparison and performance of 

the application. 

 

Abstract: As with rapid evolution of computer technology and smart phones mobile applications 

become very important part of our life. It is very difficult for customers to keep track of different 

applications reviews so sentimental analysis is used. Sentimental analysis is effective and efficient 

evolution of customer’s opinion in real time. Sentimental analysis for applications  review is performed  

two approaches statistical model based approaches and Natural Language Processing (NLP) based 

approaches to create rules. Two schemes used for analyzing the textual comments- aspect level 

sentimental analysis analyses the text and provide a label on each aspect then scores on multiple 

aspects are aggregated and result for reviews shown in graphs. Second scheme is document level 

analyses which comprising of adjectives, adverbs and verbs and n-gram feature extraction. I have also 

used our SentiWordNet scheme to compute the document-level sentiment for each    movie reviewed 

and compared the results with results obtained using Alchemy API. The sentiment profile of a movie is 
also compared with the document-level sentiment result. The results obtained show that my scheme 

produces a more accurate and focused sentiment profile than the simple document-level sentiment 

analysis. 
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Fig 1.1: Basic steps for sentimental analysis 

 

Here are some applications of sentimental analysis are Voting Advise Applications, Automated content 

analysis and Argument mapping software. These are the some of applications but sentimental analysis can be 

further used for movie reviews and applications reviews. Input for sentimental analysis system is textual reviews 

of customers or consumers given for particular application. Rest of paper is organized as follow second section 

explain input , third section will explain data mining techniques  techniques, forth section contains different 

techniques for algorithmic formulation and 5th is about applications and tools used for sentimental analysis. 

 

II. Input 
User‟s opinion is a major criterion for the Improvement of the quality of services rendered and 

Enhancement of the deliverables. Blogs, review sites, data and micro blogs provide a good understanding of 

there caption level of the products and services.  

 

2.1. Blogs  
With an increasing usage of the internet, blogging and blog pages are growing rapidly. Blog page shave 

become the most popular means to express one‟s personal opinions. Bloggers record the daily events in their 

lives and express their opinions, feelings, and emotions in a blog (Chau & Xu, 2007). Many of these blogs 

contain reviews on many products, issues, etc. Blogs are used as a source of opinion in many of the studies 

related to sentiment analysis (Martin, 2005;Murphy, 2006; Tang et al., 2009).   

 

2.2. Review sites  
For any user in making a purchasing decision, the opinions of others can be an important factor.  A 

large and growing body of user-generated reviews is available on the Internet. The reviews for products or 

services are usually based on opinions expressed in much unstructured format. The review‟s data used in most 

of the sentiment classification studies are collected from the e-commerce websites like www.amazon.com 

(product reviews), www.yelp.com (restaurant reviews),www.CNET download.com (product reviews) and 

www.reviewcentre.com, which hosts millions of product reviews by consumers. Other than these the available 

are  professional review sites such as www.dpreview.com , www.zdnet.com and consumer opinion sites on 

broad topics and products such as www .consumerreview.com, www.epinions.com, www.bizrate.com 

(Popescu& Etzioni ,2005 ; Hu,B.Liu ,2006 ; Qinliang Mia, 2009; Gamgaran Somprasertsi ,2010).  

 

2.3. Data Set  
 Most of the work in the field uses application reviews data  for classification. Application  review 

datasets are available as dataset Other dataset which is available online is multi-domain sentiment (MDS) 

dataset.   The MDS dataset contains four different types of product reviews extracted from Amazon.com 

including Books, DVDs, Electronics and Kitchen appliances, with 1000 positive and 1000 negative reviews for 

each domain. Another review dataset available is This dataset consists of reviews of five electronics products 

downloaded from Amazon and Cnet (Hu and Liu ,2006;  Konig & Brill ,2006 ; Long Sheng ,2011; Zhu Jian 

,2010 ; Pang and Lee ,2004; Bai et al. ,2005; 

 

2.4. Micro-blogging  
Twitter is a popular micro blogging service where users create status messages called "tweets". These 

tweets sometimes express opinions about different topics. Twitter messages are also used as data source for 
classifying sentiment. 
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III. Data Mining 
There are different techniques used for data mining in different papers which are explained below. 

Document level and aspect level approach based on sentiwordnet can be used. The document-level sentiment 

classification attempts to classify the entire document (such as one review) into „positive‟ or „negative‟ class. 

The document-level classification involves use of different linguistic features(ranging from Adverb+Adjective 

combination to Adverb+Adjective+Verb combination). We have also devised a new domain specific heuristic 

for aspect-level sentiment classification of movie reviews. This scheme locates the opinionated text around the 

desired aspect/ feature in a review and computes its sentiment orientation. For a movie, this is done for all the 

reviews. The sentiment scores on a particular aspect from all the reviews are then aggregated. There are broadly 

three types of approaches for sentiment classification of texts:  (a) using  a machine learning based text classifier 

-such as Naïve Bayes, SVM or kNN- with suitable feature selection scheme; (b) using the unsupervised 

semantic orientation scheme of extracting relevant n-grams of the text and then labeling them either as positive 
or negative and consequentially the document; and (c) using the SentiWordNet based publicly available library 

that provides positive and negative scores for words[1]. 

 

       

 

 

 

              

 

 

      Fig 2.1 data mining technique 

 

In second technique S AS® Enterprise MinerTM 7.1 is used for text mining . It starts with text parsing 

node. In parsing node, each comment is divided into tokens (terms). The identified tokens are listed in a “term 

by frequency” matrix. Inthis node, we ignored abbr, aux, conj, det, interj, num, part, prep, pron, and prop in the 

part-of-speech. Those are listed as selected. In the text clustering node, we used SVD dimensions (k) of 40). 

Singular Value Decomposition (SVD) is used to reduce dimensionality by converting the term frequency matrix 

into allow dimensional form Smaller values of k (2 to 50) are thought to generate better results for text 

clustering using sort textual comments [4].another techniques can be used in sentimental analysis is key phrase 

extraction technique. First extract key phases are extracted using JWPL .Using content of matched content 

conceptual graph structure representations for each key phrase.  Here two approaches are studied supervised 

technique required labeled data to train system. It is more simple but more restricted. On other hand 

unsupervised techniques do not require any training dataset and mostly applicable to wider knowledge domains , 
but they are also less accurate. Turney[1]  introduce key phrase extraction system called GenEx, which is based 

on heuristic rules tuned by genetic algorithms. both GenEx and naïve bayes classifier are examples of 

supervised approaches for key phrase extraction. Barker and cornacchia are used for unstructured key phrase 

extraction. Another technique studied in natural language processing   to extract semantic information from 

textual descriptors of web services :linguistics patterns and extraction rules. Linguist patterns characterize the 

behavior of texts of domain; there for they are dependent of domain and are used to extract relevant information 

from corpus. As these patterns are dependent of the domain we need to choose are to characterize it then choose 

financial domain. Extraction rules are used to identify a set of words in corpus. To obtain these rules we make 

an analysis about characteristics of sublanguage that is used to describe web services. 

 

IV.   Methodologies 
The Sent i Word Net approach involves obtaining sentimentscore for each selected opinion containing 

term of the text by a lookup in its library. In this lexical resource each term t occurring in WordNet is associated 

to three numerical scores obj(t), pos(t) and neg(t), describing the objective, positive and negative polarities of 

the term, respectively. These three scores are computed by combining the results produced by eight ternary 

classifiers. To make use of SentiWordNet we need to first extract relevant opinionated terms and then lookup 

for their scores in the SentiWordNet. Use of SentiWordNet requires a lot of decisions to be taken regarding the 

linguistic features to be used, deciding how much weight is to be given to each linguistic feature, and the 

aggregation method for consolidating sentiment scores. We have implemented the SentiWordNet based 

algorithmic formulation for both document-level and aspect-level sentiment classification.   

A. Document-level Sentiment Classification 

 The document-level sentiment classification attempts to classify the entire document (such as one 

review) into „positive‟ or „negative‟ class. The approaches based on SentiWordNet targets the term profile of the 

review document and extract terms having desired POS label (such as adjectives, adverbs or verbs). This clearly 

DATASET

 

TEXT PARSING 

TEXT FILTER TEXT CLUSTER 
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shows that before applying the SentiWordNet based formulation; the review text should be applied to a POS 

tagger which tags each term occurring in the review text. Then some selected terms (with desired POS tag) are 

extracted and the sentiment score of each extracted term is obtained from the SentiWordNet library. The scores 
for all extracted terms in a review are then aggregated using some weightage and aggregation scheme. Thus two 

key issues are to decide (a) which POS tags should be extracted, and (b) how to decide the weightage of scores 

of different POS tags extracted while computing the aggregate score.   

We have explored with different linguistic features and scoring schemes. Computational Linguists 

suggest that adjectives are good markers of opinions. For example, if a review sentence says “The movie was 

excellent”, then use of adjective „excellent‟ tells us that the movie was liked by the reviewer and possibly he had 

a wonderful experience watching it. Sometimes, Adverbs further modify the opinion expressed in review 

sentences. For example, the sentence “The movie was extremely good expresses a more positive opinion about 

the movie than the sentence “the movie was good”. A related previous work [6] has also concluded that 

„Adverb+Adjective‟ combine produces better results than using adjectives alone. Hence we preferred the 

„adverb+adjective‟ combine over extracting „adjective‟ alone. The adverb sare usually used as complements or 
modifiers. Few more examples of adverb usage are: he ran quickly, only adults, very dangerous trip, very nicely, 

rarely bad, rarely good etc. In all these examples adverbs modify the adjectives. Though adverbs are of various 

kinds, but for sentiment classification only adjectives of degree seem useful. 

 

B. Aspect-level Sentiment Analysis 

The document-level sentiment classification is a reasonable measure of positivity or negativity 

expressed in a review. However, in selected domains it may be a good idea to explore the sentiment of the 

reviewer about various aspects of the item in that domain, expressed in that review. Moreover, practically most 

of the reviews have mixture of positive and negative sentiment about different aspects of the item and it may be 

difficult and inappropriate to insist on an overall document-level sentiment polarity expressed in a review for the 

item. Thus, the document-level sentiment classification is not a complete, suitable and comprehensive measure 

for detailed analysis of positive and negative aspects of the item under review. The aspect-level sentiment 
analysis allows us to analyze the positive and negative aspects of an item. However, this kind of analysis is often 

domain specific. The aspect-level sentiment analysis involves the following: (a) identifying which aspects are to 

be analyzed, (b) locating the opinionated content about that aspect in the review, and (c) determining the 

sentiment polarity of views expressed about an aspect. Second algorithm to collect data from Google Play 

Android App Store. Google Play Android App Store has a large and varied collection of Android Apps with 

rankings and user reviews. We extracted textual reviews having rich content from the App Store site. Rich 

content refers to a textual review that says more than just cursory comments such as “I love this app” or “I hate 

this app” which do not convey or uncover any information about app features. An example of a rich  content is, 

“The game is good. I love its graphics design and I can play it for hours.” This review tells us that graphics and 

design of the app are great and he/she is addicted to this game. SAS® Enterprise Miner  7.1 is used for 

summarizing reviews and pulling out features, and SAS® Sentiment Analysis Studio 12.1 is used for 
performing sentiment analysis.  Our results show that for both apps, carefully designed NLP rule-based models 

outperform the default statistical models in SAS® Sentiment Analysis Studio 12.1 for predicting sentiments in 

test data. NLP rule based models also provide deeper insights than statistical models in understanding 

consumers‟ sentiments.  Last I have studied is that The first step is to establish the ground truth of citation   

sentiment by manually annotating a corpus. The unit of analysis is a citation statement, defined as a block of 

context that involves a particular citation. A citation statement can be as short as a sentence, or span across 

multiple sentences or even paragraphs. Citation sentiment is annotated for each statement. Table 1 sampled five 

citation statements that hold conflicting opinions. By common understanding of polarity, #1 is clearly negative, 

questioning the test data‟s representativeness. This citation statement not only spans three sentences, but also 

contains another nested statement - the positive citation toward (Yang, 1999). #2 also criticized the data 

representativeness, but the negative comment was mitigated by starting with praise. #3 seems neutral since no 

linguistic cues indicated positivity or negativity; however, it is also reasonable to infer that #3 is implicitly 
positive, since it trusted the cited work by using it as a benchmark system. #4 is clearly positive, praising 

CONSTRUE as one of the successful text categorization systems. #5 also seems neutral without explicit cues of 

polarity. However, it may also be considered as undefined as in (Shafer & Spurk, 2010) because the citation 

statement did not explicitly explain the relationship between the citing and cited papers, making thejudgment 

difficult.   

 

V. Applications And Tools 
Some of the applications of sentiment analysis includes online advertising, hotspot detection in forums 

etc.  Online advertising has become one of the major revenue sources of today‟s Internet ecosystem. Sentiment 
analysis find its recent application in Dissatisfaction oriented online advertising Guang Qiu(2010) andBlogger-
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Centric Contextual Advertising (Teng-Kai Fan,Chia-Hui Chang ,2011), which refers to the assignment of 

personal ads to any blog page, chosen in according to bloggers interests [6]. Some  other applications of 

sentimental analysis are Voting Advise Applications, Automated content analysis and Argument mapping 
software. 

 

VI. Conclusion 
Sentiment detection has a wide variety of applications in information systems, including classifying 

reviews, summarizing review and other real time applications. For sentimental analysis system aspect level 

scheme and linguistic patterns approaches are very useful as these gives accuracy result 98.9%[3]. These 

methods contains result about a applications and product reviews based on different criteria‟s. There are likely 

to be many other applications that is not discussed. It is found that sentiment classifiers are severely dependent 

on domains or topics. From the above work it is evident that neither   classification model consistently 
outperforms the other, different types of features have distinct distributions. It is also found that different types 

of features and classification algorithms are combined in an efficient way in order to overcome their individual 

drawbacks and benefit from each other‟s merits, and finally enhance the sentiment classification performance.  

In future, more work is needed on further improving the performance measures. Sentiment analysis can be 

applied for new applications. Although the techniques and algorithms used for sentiment analysis are advancing 

fast, however, a lot of problems in this field of study remain unsolved. The main challenging aspects exist in use 

of other languages, dealing with negation expressions; produce a summary of opinions based on product 

features/attributes, complexity of sentence/ document , handling of implicit product features , etc. More future 

research could be dedicated to these challenges. 
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I. Introduction 
A major use of refrigeration is in the preservation, storage and distribution of perishable foods. Cold 

storage plays an important role in the preservation of perishables especially fruits and vegetables. It helps in 

scientific preservation of perishables, stabilizes prices by regulating marketing period and supplies. It also helps 
the primary producer from distress sale and encourages farmers to produce more. In view of the fall in prices of 

fruits and vegetables immediately after harvest and to avoid spoilage of fruits and vegetables worth crores of 

rupees, it has become necessary to create cold storage facility in the producing as well as consuming centers to 

take care of the existing and projected production of fruits and vegetables.  

A cold storage is a building or a group of buildings with thermal insulation and a refrigerating system 

in which perishable food products can be stored for various lengths of times in set conditions of temperature and 

humidity. Such storage under controlled conditions slows the deterioration and spoilage that would naturally 

occur in an uncontrolled natural environment. Thus, cold storage warehouses play an important role in the 

storage of food products in the food delivery chain throughout the year under conditions specially suited to 

prevent their degradation. This function makes seasonal products available all year round. So it is very 

important to make cold storage energy efficient or in the other words reduce its energy consumption. The energy 
consumption of the cold storage can be reduced, by minimizing the heat flow from high temperature ambience 

to low temperature cold room. By setting optimum values of different control parameters the heat gain in the 

cold room can be reduced.  

M.S. Soeylemez et al (1997)[1] has suggested A thermo economic optimization analysis is presented 

yielding a simple algebraic formula for estimating optimum insulation thickness for refrigeration applications. 

The effects of design parameters on the optimum insulation thickness are investigated for three test cities using 

an interactive computer code written in Fortran 77. The equivalent full load hour’s method is used to estimate 

the energy requirements. N.Yusoff et al (2010)[2] has suggested that study presents a procedure for selecting 

optimization variables in a Refrigerated Gas Plant(RGP) using Taguchi method with L27(3
9) orthogonal arrays. 

Patel Amit M., Patel R. I., (2012)[3] has also studied effect of various control parameters on cold storage energy 

consumption with the help of  L9(3
3) orthogonal array. 

In this present study Taguchi L27 orthogonal array[4] have been used as a design of experiments 

(D.O.E) method. It is a 3factor 3 level design involving 27 test runs. With the help of the array and multiple 

regression analysis[5] a theoretical heat conduction model of a cold storage is proposed. After generating a 

computer program various data sets have been generated to see the variations of the response variable i.e. heat 

gain(Q) in the cold room with predictor variables. In this present study predictor variables are- insulation 

thickness of the side walls(TW), area of the side walls(AW), and the insulation thickness of the roof(TR). After 

graphical analysis critical values of the predictor variables have been identified for minimum heat transfer from 

the outside ambience to the inside of the cold room. 

Abstract: In this project work a mathematical heat conduction model of a cold storage (with the help of 

computer program; and multiple regression analysis) has been proposed which can be used for further 

development of cold storages in the upcoming future. Taguchi L27 orthogonal array (OA) has been used as 

a design of experiments (D.O.E).  Heat gain (Q) in the cold room taken as the output variable of the study. 

With the help of a computer program several data sets have been generated on the basis of the proposed 

model. From the graphical interpretation, the critical values of the predictor variables also proposed so 

as the heat flow from the outside ambience to the inside of the cold room will be minimum. Insulation 

thickness of the side walls (TW), area of the wall (AW), and insulation thickness of the roof(TR) have been 
chosen as predictor variables of the study.  

Keywords: Cold storage refrigeration plant, Design of experiments(D.O.E),Orthogonal array(OA), 

regression analysis. 
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II. Methodology 

D.O.E [6] techniques enable designers to determine simultaneously the individual and interactive 

effects of many control factors that could affect the output parameter. Simply put, DOE helps to pin point the 

sensitive parts and sensitive areas in designs that cause problems in Yield. It helps turn any design into robust 

one. 

There are several D.O.E are available like factorial design, response surface methodology (RSM), Taguchi 

orthogonal array. The advantage of Taguchi methodology over other design of experiments is that it requires 

less number of test runs than the other methods. Thus saves the time and resource for data handling. This 

method uses a special set of arrays called orthogonal array. While there are many standard orthogonal arrays 

available, each of arrays is meant for a specific number of independent control variables and levels. 

 

III. Theoretical Model development 
Three control parameters, viz. insulation thickness of the side walls (TW), area of the walls (AW), 

insulation thickness of the roof (TR) taken as predictor variables and heat flow(Q) from outside to inside of the 

cold room taken as response variable. 

The insulating material taken as PUF (Polly urethane foam) Panel for analysis. The available Panel 

Thicknesses are [7]- 40mm, 50mm, 60mm, 80mm, 100mm, 150mm, 200mm.out of the available insulation 

thicknesses only three values are taken for analysis. The cold storage building taken for the study is Penguin 

Cold Storage situated in the region of Khed Shivapur of Pune city. The overall dimensions of cold storage plant 

are 17m x 22m x 12m [6]. It consist four cold chambers. They are called cold rooms. The dimension of the cold 

rooms are 8m x 5m. The height of the cold chamber is 4m. Only one chamber is considered for this study. The 

levels of the AW are obtained by only varying the height of the chamber.  TABLE 1 shows the control 
parameters and their levels. 

Table 1 control parameters and their levels 

 

 

 

 

 

 

   

 

 
 

 The following equation is used for calculating the values Q: 

Q= 
𝑘×𝐴×𝑇𝐷

𝑋
   (1) 

Where, 

K= thermal conductivity of insulating material =.023 W/mk 

A= area 

TD= temperature difference. 

X= insulation thickness. 

The temperature inside the cold room is taken as 2  and assume that it is constant throughout the cold 

room. With the help of equation(1) Q values are computed.  

Multiple regression analysis has been used to set up the relationship between the predictor variables and the 

response variable. The proposed model analyses the influence of predictor variables on response variable. The 

general polynomial regression equation can be expressed as- 

 

Y= 𝛽0+ 𝛽𝑚
𝑖=1 iXi+ 𝛽𝑚

𝑖=1 iiXi
2+ 𝛽𝑚

𝑖 ,𝑗=1
𝑗>1

i jXiXj+𝜀      (2) 

Where Y= response variable, X=predictor variables, m= number of variables, 𝛽=regression coefficients, and 𝜀= 

error.                                                                    

In this present work, response variable is Q, & the predictor variables are TW (insulation thickness of 
the side walls), AW (area of the side walls), & TR (insulation thickness of the side walls). So that m=3.  After 

expanding the equation no (2) the general form of the polynomial equation becomes-  

 

Q= 𝛽0+ 𝛽1(TW)+ 𝛽2(AW)+ 𝛽3(TR)+ 𝛽4(TW2)+ 𝛽5(AW2)+ 𝛽6(TR2)+ 𝛽7(TW*AW)+ 𝛽8(TW*TR) 

+ 𝛽9(AW*TR)      (3) 

 

Notation Factors Unit Levels 

   1 2 3 

TW Insulation thickness 

of the side wall m 0.100 0.150 0.200 

AW Area of the side 

wall m2 78 104 130 

TR Insulation thickness 

of the roof m 0.080 0.100 0.150 
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To establish the prediction model, a software package MiniTab has used to determine the regression 

coefficients.                                                                                                                                         

The present work is a three factor three level problem, the available Taguchi orthogonal array is L9 & 

L27.In order to determine which one is suitable, degrees of freedom (D.O.F) in both cases have to be determined. 

D.O.F tells about the minimum number of test runs required for a particular problem. The following formula is 

used to determined D.O.F- 

D.O.F=m(l-1)+n(l-1)(l-1)+1 [8]              (4) 
 

Where m= number of variables, l= number of levels, n=number of interaction terms. From equation (3) 

it can be seen that number of interaction terms n=3(TW*AW, TW*TR, AW*TR). So m=3, l=3, n=3. After 

putting these values in equation (4) D.O.F becomes=19. So the minimum number of test runs required for this 

problem is 19. But L9 orthogonal array only provides 9 test runs, which is less than 19. So the appropriate 

orthogonal array is L27 which provides 27 test runs. The following table shows L27 OA with the response 

variable. The values of response variable calculated by using equation (1) 
 

Table 2 Observation table 

Obs No- TW AW TR Q  

1 0.1 78 0.08 706.56 

2 0.1 78 0.1 651.36 

3 0.1 78 0.15 577.76 

4 0.1 104 0.08 850.08 

5 0.1 104 0.1 794.88 

6 0.1 104 0.15 721.28 

7 0.1 130 0.08 993.6 

8 0.1 130 0.1 938.4 

9 0.1 130 0.15 864.8 

10 0.15 78 0.08 563.04 

11 0.15 78 0.1 507.84 

12 0.15 78 0.15 434.24 

13 0.15 104 0.08 658.72 

14 0.15 104 0.1 603.52 

15 0.15 104 0.15 529.92 

16 0.15 130 0.08 754.4 

17 0.15 130 0.1 699.2 

18 0.15 130 0.15 625.6 

19 0.2 78 0.08 491.28 

20 0.2 78 0.1 436.08 

21 0.2 78 0.15 362.48 

22 0.2 104 0.08 563.04 

23 0.2 104 0.1 507.84 

24 0.2 104 0.15 434.24 

25 0.2 130 0.08 634.8 

26 0.2 130 0.1 579.6 

27 0.2 130 0.15 506 

 

IV. Result and Discussion 
By using statistical software package MiniTab and with the help of Table 2 the proposed multiple 

regression equation becomes- 

Q = 1043 - 5741 TW + 8.13 AW - 6072 TR + 19136 TW*TW - 0.00000 AW*AW + 18400 TR*TR - 

27.6 TW*AW – 0.00 TW*TR - 0.00 AW*TR                  (5) 

It represents the relationship between the response variable and predictor variables involving the linear, 
quadric, and interaction terms. On the basis of the above proposed equation a computer program has been 

generated. With the help of the computer program various data sets have been generated. These data sets depict 

the variation of the response variable with the proctor variables. These data sets also used for graphical 

interpretation. The following Table shows one of the data stes generated by the computer program- 
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Table 3 variation of Q with TW 

TW Q 

0.1 795.54 

0.105 772.0974 

0.11 749.6116 

0.115 728.0826 

0.12 707.5104 

0.125 687.895 

0.13 669.2364 

0.135 651.5346 

0.14 634.7896 

0.145 619.0014 

0.15 604.17 

0.155 590.2954 

0.16 577.3776 

0.165 565.4166 

0.17 554.4124 

0.175 544.365 

0.18 535.2744 

0.185 527.1406 

0.19 519.9636 

0.195 513.7434 

0.2 508.48 

  

With the help of the above data set the variation of Q with TW can be represented as- 

 

Fig 1 variation of insulation thickness of the side walls (TW) with heat gain (Q) in the cold room 

From the  
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Fig 1 it can be seen that for TW=.200m the heat gain in the cold room (Q) becomes minimum. 

Similarly the variation of AW with Q can be represented as- 

 

Fig 2 variation of area of the side walls (AW) with heat gain (Q) in the cold room 

 

From Fig 2 it can be seen that for AW=78m2 the heat in the cold room (Q) will be minimum. 

And the variation of TR with Q can be represented as- 

 
Fig 2 variation of insulation thickness of the roof (TR) with heat gain (Q) in the cold room 

 

From Fig 2 it can be seen that for the value of TR=.150m the heat transfer will be minimum. 

 

V. Conclusion 
The present study discusses about the application of Taguchi methodology to investigate the effect of 

control parameters on heat gain (Q) in the cold room, and also to propose a mathematical model with the help of 

regression analysis. From the analysis of the results obtained following conclusion can be drawn- 

 From the graphical analysis the optimal settings of the cold storage are insulation thickness of the side 
wall (TW) -.200m; area of the side wall (AW)-78m2 and insulation thickness of the roof (TR)-.150m. 

This optimality has been proposed out of the range of [TW (.100, .150, .200), AW (78,104,130), TR 

(.080, .100, .150)].  
 For TW=TW3, AW=AW1,TR=TR3 the heat flow into the cold room (Q) will be minimum. 

 L27 orthogonal array has been used as design of experiments. The findings obtained from the graphical 

analysis are in close agreement with the other research work[9].  
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I. Introduction 
The average size of web objects has grown over the years. Today Internet users regularly download 

rented films (e.g.,from iTunes and NetFlix), TV programmes (e.g., using BBC iPlayer), large security updates, 

virtual machine images and entire operating system distributions.  File sizes for this content can range from a 

few megabytes (security patches) to several gigabytes (rented high-definition films). Content providers 

usecontent delivery networks  (CDNs), such as Akamai [16], Limelight, CoralCDN [3] and CoDeeN [17], to 

provide files to millions of Internet users through a distributed network of content servers. 

To achieve a scalable and reliable service, a CDN should have two desirable properties. First, load 

awareness should partition requests across a group of servers with replicated content, balancing computational 

load and network congestion. This increases the number of users that can be served requesting the same content. 

The degree of replication may be chosen dynamically to handle surges of incoming requests (flash crowds) 

when content suddenly becomes popular (known as the Slashdot effect) [2]. Second, locality awareness
 should exploit proximity relationships in the network, such as geographic distance, round-trip latency 

or topological distance, when assigning client requests to con tent servers. 

 Intuitively, by keeping network paths short, a CDN can provide better quality-of-service (QoS) to 

clients. It is challenging to design a CDN that makes a trade-of between load- and locality-awareness. Simple 

CDNs that always redirect clients to geographically-closest content servers lack load-balancing and suffer from 

overload when local content popularity increases. More advanced CDNs that are based on distributed hash 

tables (DHTs) [15] primarily focus on load-balancing. They use network locality only as a tie breaker between 

multiple servers, leading to sub-optimal decisions about network locality. State-of-the-art CDNs such as Akamai 

[16] are proprietary, with little public knowledge on the types of complex optimizations that they perform. 

In this paper, we describe a new type of CDN that uses load-aware network coordinates (LANCs) to 

capture naturally the tension between load and locality awareness. LANCs are synthetic coordinates (calculated 
using a metric embedding [10] of application-level delay measurements) that incorporate network location and 

load of content servers. Our CDN uses LANCs to map clients dynamically to the most appropriate server in a 

decentralised fashion. Popular content is replicated among nearby content servers with low load. By combining 

locality and load using the unified mechanism of LANCs, we simplify the design of the CDN and discard the 

need for ad-hoc solutions.The main contributions of this work are: (1) the introduction of LANCs, showing how 

they react to CPU load and network congestion; (2) the design and implementation of a CDN that uses LANCs 

to route client requests to content servers and replicate content; (3) a preliminary evaluation of our LANC-based 

CDN on PlanetLab, demonstrating its benefits in comparison to other approaches.  

Our result shows that, with a locality-heavy workload, our approach achieves almost an order of 

magnitude lower request times compared to direct retrieval of content. The rest of the paper is structured as 

follows. In Section 2,we discuss the requirements for CDNs in more detail and,in Section 3, we describe 

LANCs. We present our CDN design in Section 4, focusing on request mapping and request redirection. In 
Section 5, we evaluate LANCs on a local network and also present results from a large-scale PlanetLab 

deployment. Section 6 describes related work and Section 7 concludes with an outlook on future work. 

 

Abstract: In today’s world’s to provide service to netizen’s with good availability of data, content 
delivery networks (CDNs) must balance requests between servers while assigning clients to closet 

servers. In this paper, we describe a new CDN design that associates artificial load-aware coordinates 

with clients and data servers and uses them to direct content requests to cached data. This approach 

helps achieve good accuracy and service when request workloads and resource availability in the CDN 

are dynamic. A deployment and evaluation of our system on Planet Lab demonstrates how it achieves low 

request times with high cache hit ratios when compared to other CDN approaches. 
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II. Content Delivery Networks 
Global CDNs are typically implemented as a distributed network of servers hosting replicated content. 

Servers may be located at geographically-diverse data centres, providing content to users in a given region. Web 

clients issue requests to fetch content from the CDN, which are satisfied by content servers according to a 
particular mapping strategy. A goal of the CDN is to minimize total request time, i.e., the time until a client has 

successfully retrieved desired content. Load awareness.For a CDN to be load-aware, there must be a mechanism 

that balances load between content servers. This may be the done by, for example, distributing requests 

uniformly across all content servers or redirecting requests to the least-loaded server. If content requests go to 

overloaded servers, clients experience poor performance.In our model, we distinguish between load balancing 

for computational load and network congestion. (1) Computational load at a content server is caused by the 

processing associated with content requests. This involves request parsing, retrieval of cached content if there is 

a cache hit and content delivery to the client. (2) Network congestion is caused by the limited capacity of 

network paths to carry traffic.This creates bottleneck links that determine the throughput at which content can be 

delivered to clients. Considering the Internet path from client to server, the bottleneck may be: (a) at the client’s 

access link, in which case only the performance of this client is aff ected and the CDN cannot provide any 

remedy; (b) at the client’s upstream ISP or Internet backbone, affecting a larger number of clients. Here,the 
choice of a diff erent content server may lead to improved performance; (c) at the content servers’ access link, 

aff ecting all client requests to this server. In this case, the CDN should redirect requests away from the 

congested server.Locality awareness.  

A CDN is locality-aware if network paths are kept short. For example, a CDN can take request origins 

into account and return content from nearby servers with low load. Proximity may be defined in terms of 

geographic distance, latency, number of routing hops or overlap between address prefixes. By minimising 

network path lengths, clients are more likely to experience better QoS [11]. Intuitively, this is because: (1) short 

paths offer low latencies. This helps TCP obtain high throughput quickly therefore reducing transmission times 

for small content; (2) short paths are less likely to encounter congestion hot-spots, resulting in improved 

throughput; (3) short paths tend to be more reliable as they involve fewer network links and routers; (4) short 

paths decrease overall network saturation, leaving more spare network capacity for other traffic. 
 

III. Load Aware Network Coordinates 
Overlay networks can use network coordinates  (NCs) [10] to become locality-aware [13]. In a NC 

system, each node maintains a synthetic n-dimensional coordinate (of low dimensionality, typically 2 ≤ n ≤ 5) 

based on round-trip latency measurements between nodes. The NCs of nodes are calculated by embedding the 

graph of latency measurements into a metric space. Euclidean distances between NCs then predict the actual 

communication latencies. NCs are updated dynamically to reflect changes in Internet latencies. A benefit of NCs 

is that they estimate missing measurements. They allow Internet nodes to reason about their relative proximities 

without having to collect all measurements. However, triangle inequality violations found in Internet latencies 
make it impossible to embed measurements without error [9], resulting in less accurate latency prediction. There 

is also a constant measurement overhead when maintaining NCs in the background. Vivaldi. Our CDN 

uses the Pyxida library [14] to maintain NCs according to the Vivaldi [1] algorithm. Vivaldi is a decentralized 

algorithm that computes NCs using a spring relaxation technique. Nodes are modeled as point masses and 

latencies as springs between nodes. The NCs of nodes change as nodes attract and repel each other. 

               E =
X
X(Lij − kxi − xjk)

2
(1) 

Let xibe the NC assigned to node i and xjto j.  Lijis the actual latency between nodes i and j. Vivaldi 

characterizes the errors in the NCs using the squared-error function in Eq. 1, where kxi− xjk is the Euclidean 

distance between the NCs of nodes i and j. Since Eq. 1 corresponds to energy in a physical mass-spring system, 

Vivaldi minimises prediction errors by finding a low-energy state of the spring network.NCs are computed by 

each node in a decentralised fashion:When node I receives a new latency measurementLijto node j, it compares 

the true latency Lij to the predicted latency kxi− xjk. It then adjusts its NC xito minimize the prediction error 

according to Eq. 1. Measurements are filtered to remove outliers [7]. The above process converges quickly in 

practice and leads to stable and accurate NCs [6]. 
Load-awareness It is easy to see how a CDN could benefit from NCs to achieve locality-awareness. 

Assuming that clients and servers have known NCs, clients could direct requests to the server with the closest 

NC. Also, servers could use their neighbours to replicate popular content, keeping content replication local 

while reducing total request times. The lower accuracy of NCs for latency prediction compared to direct 

measurements [18] is less important for a CDN. A small latency reduction by choosing a slightly closer server 

will only have a marginal impact on the total request time for large content. The goal for locality-awareness in a 

CDN is to select a content server with good performance, as opposed to finding the single closest one. 

However, regular NCs do not provide load-balancing between content servers. Servers in densely-populated 

areas are likely to become overloaded, whereas servers in sparse regions will have spare capacity. To address 
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this problem,we propose load-aware NCs (LANCs) that are calculated using application-level delay 

measurements, therefore incorporating computational load and network congestion.  Regular NCs are computed 

from network-level measurements (e.g., ICMP echo requests) to capture pure network latencies between two 

hosts. In particular, measurements aim to be independent of computational load (e.g., by assigning kernel-space 

timestamps to packets) and of congestion on network paths (e.g., by using small measurement packets 

least affected by congestion) [5].In contrast, LANCs are computed with application-perceived round-trip times 

(RTTs) between hosts that are measured through dedicated TCP connections with user-space time stamping.
  The computational load of a host affects user-space timestamps, leading to higher RTTs for 

overloaded hosts. Congestion on network paths results in the retransmission of TCP packets, again increasing 

application perceived RTTs. As a result, overloaded and congested servers are assigned more distant 

LANCs and can be avoided by clients. (This assumes that clients are, in general, less loaded than servers.) 

 
Figure 1: Overview of the architecture of our LANC-based CDN. 

 

By folding load into LANCs, the CDN does not need to manually tune the trade-off between choosing 
a local content server versus a server with low load. Instead, it can map client requests directly to the “best” 

content server in terms of expected content delivery performance. The best server has the closest LANC relative 

to the client and combines low computational load with little congestion on the network path. We believe that 

this results in a simpler and more natural CDN design. 

 

IV. CDN Design 
Next we describe the architecture of our LANC-based CDN, how it processes requests, and how 

requests are redirected between servers. As shown in Figure 1, we distinguish between the content server, the

 client and the origin web server. Clients generate requests and forward them to content servers. 
Servers receive requests and handle them by delivering the requested content, potentially fetching an 

authoritative copy of the content from the origin web server. 

Content servers have three components: (1) The cache manager provides an interface to store and 

retrieve content from the local disk. It also defines the cache replacement strategy (e.g., LRU or LFU) when 

disk space is low and content must be discarded.(2) The server HTTP proxy is the point of entry for HTTP 

requests by providing a proxy interface. For each request, the proxy decides to (a) retrieve content locally if the 

cache manager indicates that the requested content exists in the local cache; (b) request content from a nearby 

server with the help of the server coordinate manager (Section 4.2); or (c) return content from the origin web 

server to the requester, while caching it locally for future access.(3) The server coordinate manager maintains 

the LANC. It takes application-level delay measurements to random other servers and clients and updates the 

LANC accordingly. It also maintains a routing table of neighbours that is used for mapping clients to servers 
(Section 4.1). Clients generate HTTP requests with a regular web browser. To redirect requests to content 

servers, clients run two components as a separate process (or as part of a browser plugin): (1) The client HTTP 

proxyprovides a local proxy. The local browser is configured to send all HTTP requests through this proxy. The 

proxy interacts with the client coordinate manager to redirect requests to content servers.(2) The client 

coordinate manager is similar to the one on the server-side. It makes delay measurements to maintain a LANC. 

It also manages a fixed-sized neighbour set with nearby content servers used for mapping requests to servers. 
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Figure 2: Mapping of requests to content servers using LANCs 

 

Clients map requests to the content server with the closest LANC compared to their own. This 

guarantees that they use a server with good locality and low load. As shown in Figure 2, each server maintains 

aneighbour set of nearby servers. Requests are redirected to the closest server from that set. Overloaded content 

servers will move away from other clients by settling for “distant” coordinates in the space. Each client 

coordinate manager must dynamically keeptrack of a small set of nearby servers. For this, we use a geometric 

routing approach in the coordinate space created by the LANCs of all servers. The algorithm, described in 

previous work [6], constructs a Θ-graph spanner and uses a greedy approach to route messages to a target 

coordinate through O(log n) hops. Informally, each server has a routing table that stores O(log n) servers at 
various angles and distances in the LANC space. To route a message to a given target LANC, a node greedily 

forwards the message to a node from its routing table that is closest to the target. A more detailed description 

can be found in [6]. When a new client joins the CDN, it contacts an arbitrary server and routes a message with 

its own LANC as the destination. This message is guaranteed to arrive at the closest existing server to the given 

coordinate. The client then adds this server to its neighbour set. It may also include other, more distant servers to 

increase failure resilience. Periodically, clients rejoin the CDN to update the mapping as the LANCs of servers 

change. Servers follow the regular join 

Protocol described in [6] to construct their routing tables. Note that multi-hop geometric routing is only 

done when a client joins the CDN (and also periodically to refresh the mapping) but not for each content 

request. A content request only requires a look-up of the best content server from the local neighbour set. 4.2

 Request Redirection So far, our LANC-based CDN is only populated with new content when a server 

fetches content from the origin web server after a cache miss (local-only redirection). However, we could take 
advantage of the proximity between servers and have them cooperate to retrieve content from each other. This 

would help exploit spatial in addition to just temporal cache locality.  For a performance gain, we must ensure 

that it is faster to retrieve content from another server than to fetch it from the original web server.This is likely 

to be true for local servers. We propose two simple coordinate-based techniques for cooperation between 

content servers: 

Server-centric redirection. When a primary content server receives a request that it cannot satisfy with 

its local cache, it forwards the request to a set of secondary servers in parallel. The secondary servers are 

neighbours in its geometric routing table within a distance d in the LANC space. The secondary servers then (a) 

return the requested content to the primary server if available. The primary server then forwards the content to 

the client while caching it; or (b) respond with cache misses.  

If all secondary servers had cache misses, the primary server fetches the content from the origin web 
server. A low value of d ensures that retrieving content from secondary servers gives better performance than 

fetching it directly from the origin web server. A timeout value puts an upper bound on the waiting time for 

responses from secondary servers. Client-centric redirection. In this scheme, a client sends requests in parallel 

to nearby servers in the LANC space. Again, the closest server will act as the primary server and fetch the 

content from the origin web server on a cache miss. At the same time, secondary servers within distance d 

attempt to retrieve the content from their local caches and return it to the client. The client may receive content 

multiple times from different servers and therefore needs to abort pending requests after the first successful 

retrieval. Client-centric redirection is likely to give better performance when fetching content from secondary 

servers. However, it forces the primary server to retrieve content from the origin server, even when a secondary 
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server has had a cache hit. This unnecessarily increases load on origin web servers. To avoid this (at the cost of 

one additional RTT),the client could send the request to the primary server only after receiving negative 

responses from the secondary ones. Fundamentally, server-centric redirection spreads popular content more 

effectively in the CDN because primary servers retrieve it from secondary servers without involving origin web 

servers. Therefore our evaluation in Section 5.2 focuses on server-centric redirection. 

 

V. Evaluation 
Our evaluation goals were (a) to investigate the behavior of LANCs under CPU load and network 

congestion in a controlled environment; and (b) to observe the performance of a large-scale deployment of our 

LANC-based CDN with a non-trivial workload on PlanetLab. 

 

5.1 LAN Experiment 

The first experiment examines how LANCs are influenced by computational load on hosts. We set up 

our CDN on a LAN with 6 nodes (1 content server and 5 clients). The content server ran on a resource-

constraint laptop connected via a wireless link and acted as the bootstrap node. To achieve high sensitivity to 

load changes, all nodes performed aggressive RTT measurements every 10 seconds with 100 KB payloads. The 
nodes were left until their LANCs stabilised.We then generated synthetic load on the server with a CPU bound 

process for 10 minutes. 

 
Figure 3: Increase in RTT and coordinate distances under high content server load 

 
Figure 4: Increase in RTT samples and coordinate distances under network congestion 

 

Figure 3 shows the application-level RTT samples from the five clients to the server (shown as dots; 

left axis) and the corresponding coordinate distances (shown as lines; right axis) between the clients and the 

server. The CPU load on the content server causes an increase in RTT, which is then (with a small lag) also 

reflect by the LANC distances. The change in LANC distances is due to a change of the server coordinate. 

Clients observe that the RTTs among them have not changed, whereas the server measures higher RTTs to all 

clients and adapts its coordinate accordingly. 

In the second experiment, we ran 1 (well-provisioned) content server and 5 clients in a LAN. After a 

stabilization period, we added 3 elastic TCP flows between the node running the content server and 3 other 
(non-client) nodes. As shown in Figure 4, the resulting network congestion increases the RTT samples (dots; left 

axis) between the clients and server and makes them vary between 80 and 120 ms. This is picked by the LANC 

coordinate of the server, leading to increased distances (lines; right axis). After the additional flows terminate, 

the coordinate returns to its original value. 
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5.2 Planet Lab Deployment 

We deployed our LANC-based CDN on PlanetLab (PL) to investigate how it exploits temporal and 

spatial locality between client requests. We ran content servers on 108 PL nodes distributed world-wide and 16 

clients on hosts at our university. We then conducted six experiments with different configurations and 

measured the performance of satisfying content requests: 

(a) LANC+SC (server-centric). This configuration uses the LANC-based request mapping with server-
centric redirection of requests. On a cache miss, a content server forwards a request to all its known neighbours 

and waits 

 
 

 
Figure 5: CDF plot of the distribution of transfer data rates for six configurations. (Faster is better) for responses 

with a 2 second timeout. 

 

(b) LANC+LO (local-only).This uses the LANC-based request mapping but only satisfies requests from the 

local server cache. 

(c) Nearest.This directs all requests to the single, nearest content server (located at one of the Imperial PL 

nodes). 

(d) Random.This directs requests to random servers. 

(e) Direct. For comparison, this retrieves content directly from the origin web servers without caching. 

(f) CoralCDN. This configuration directs all requests to the local CoralCDN node running on PL. 

 
Figure 6: Cache hit ratio as a function of completed requests (for first 2000 requests only) 
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Each experiment was set up in the same way. The first content server acted as the bootstrap node for all 

other nodes. After starting the servers, we added the client nodes and let coordinates stabilise for one hour. RTT 

measurements between nodes were taken with 4 KB payloads exchanged through TCP connections every 

minute. All content servers started with cold caches. We generated a synthetic request workload on the 16 

clients. Each client continuously requested a Gentoo Linux distribution file with a size of 3.28 MB from a list of 

100 web servers distributed world-wide [4]. (Since the URLs were different, all CDNs assumed these to be 

different files, with no caching between URLs.) This request load provided spatial locality (all requests came 
from clients at our university) and temporal locality (clients eventually requested the same URL repeatedly). 

The high load on PL nodes exercised our load balancing mechanism. We deliberately chose a relatively small 

file size to stay below per-slice transmission limits on PL. Each configuration ran for one hour. 

The results are summarized in Table 1. Figure 5 shows the distribution of average transfer data rates 

per request across all clients on a logarithmic scale. LANC+SC manages to satisfy the most requests (12, 922) in 

one hour. The low value for the 90th percentile of request times (4.57 seconds) is due to its good choice of 

content servers (with nearby LANCs), which results in high transfer rates, and its aggressive fetching of cached 

content from other servers, which means a high cache hit ratio of 97.3%.During the experiment, we observed 

that most clients requested content from a small set of servers running on PL nodes with low load at Imperial, in 

France and in Germany. 

LANC+LO satisfies fewer requests compared to LANC+SC. As seen in Figure 5, its performance 
suffers from a small fraction of requests with low transfer rates. We observed that these were mostly cache 

misses that forced the retrieval of content from slow web servers. At the same time, the 90th percentile of its 

transfer rate is slightly higher than for LANC+SC because servers do not have the overhead of relaying content 

when fetching it from neighbours. Since LANC+LO only considers a single content server for satisfying 

requests, it has a lower cache hit ratio (89.2%). 

Nearest gives poor performance because the single content server becomes a bottleneck and can only 

satisfy requests with a consistently low transfer rate. It has a high cache hit ratio (90.2%) because all requests 

are directed to the same server (but not the highest because clients do not manage to submit all requests twice 

within one hour).Random balances requests across many servers but fails to exploit spatial or temporal locality, 

leading to a low cache hit ratio (4.6%). Selected servers often take a long time to retrieve content due to high 

load on PL nodes and/or low available bandwidth. 

Direct illustrates the benefit of caching with a CDN compared to retrieving content directly from 
hosting web servers. Finally, we used Coral CDN on PL to retrieve content. Although this is not a fair 

comparison because, as a public service, Coral CDN handles a higher work-load than just the requests we 

directed at it, we believe that it illustrates the potential of our approach. As expected, Coral CDN showed a 

substantially higher average request time (18.41 seconds) than our LANC-based CDN. As shown in Figure 5, its 

average transfer rates were lower than fetching content directly (while presumably significantly reducing load 

on the origin web servers). For now, we can only speculate whether this is due to Coral CDN’s high workload or 

less optimal choice of content servers. In future work, we plan to repeat this experiment in a controlled setting.  

Figure 6 illustrates the difference between LANC+SC and LANC+LO in more detail. It shows the change in 

cache hit ratio as a function of completed requests. The cache hit ratio of LANC+SC grows faster because it 

considers nearby servers for requested content. This means that LANC+SC reduces the load on the origin web 

servers by retrieving more content from the CDN. With our workload, eventually all requests can be satisfied by 
the CDN and the cache hit ratio asymptotically approaches unity. 

 

VI. Related Work 
CoralCDN [3] is a peer-to-peer CDN built to help web servers handle huge demands of flash crowds. 

With cooperating cache nodes, CoralCDN minimises the load on the original web server and avoids the creation 

of hot spots. It builds a load-balanced, latency-optimised hierarchical indexing infrastructure based on a weakly-

consistent DHT and achieves locality-awareness by making nodes members of multiple DHTs called clusters. 

Clusters are specified by a maximum RTT and can reduce request latencies by prioritizing nearby nodes. Our 

work shares many of the design goals of CoralCDN in terms of locality- and load-awareness. 
However our approach of using a unified scheme based on LANCs is different, aiming for good request 

mappings in environments with dynamic load and network congestion. 

CoDeeN [17] is a network of open proxy servers running on PL. The system leaves it up to the user to 

choose a suitable proxy server for browser requests. If the local proxy cannot satisfy a request, it selects another 

proxy based on locality, load and reliability. Our LANC-based CDN automates the initial mapping step at the 

cost of running a client component on user machines. 

Globule [12] is a collaborative CDN that exploit client resources for caching using a browser plug-in. 

Because Globule runs on client hosts, it must make diff erent assumption about churn and security. It uses 

landmark-based NCs for locality-awareness. Replicated content is placed according to the locations of clients in 
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a coordinate space. Since it leverages many client machines for caching, balancing computational load is less 

important. 

Meridian [18] builds an overlay network for locality-aware node selection with on-demand probing to 

estimate node distances. To find the nearest node to a client, Meridian uses a set of ICMP echo requests to move 

logarithmically closer to the target. Similar to our geometric routing tables, each nodes maintains a fixed number 

of links to other nodes with exponentially increasing distances. Meridian aims to return the closest existing node 

to a client. We argue that such accuracy is not necessary when selecting content servers, as other factors such as 
load will be equally important. 

 

VII. Conclusions 
We have described a novel CDN that uses a coordinate space with application-level latency 

measurements between clients and content servers for the mapping and redirection of requests. We 

demonstrated how our LANC-based CDN reacts to computational load and network congestion. A large-scale 

deployment on PL with a locality-heavy workload highlights the benefits of our approach. As future work, we 

plan to study the stability and load awareness of LANCs under dynamic workloads (e.g., flash crowds) and 

varying resource availability. We also plan a more extensive comparison against other CDNs. 
 Finally, we want to investigate how proxy NCs [8] can relieve the burden from maintaining LANCs 

from client nodes. 
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I. Introduction 
Wireless sensor networks (WSNs) are ideal candidates for applications  to  report  detected  events  of  

interest,  such  as military  surveillance  and  forest  fire  monitoring.  A  WSN comprises  battery-powered  

senor  nodes  with  extremely limited  processing  capabilities.  With  a  narrow  radio communication  range,  a  

sensor  node  wirelessly  sends messages to a base station via a multi-hop path. However, the  multi-hop  

routing  of  WSNs  often  becomes  the  target of  malicious  attacks.  An  attacker  may  tamper  nodes 

physically,  create  traffic  collision  with  seemingly  valid transmission, drop or misdirect messages in routes, 

or jam the communication channel by creating radio interference. This  paper  focuses  on  the  kind  of  attacks  
in  which adversaries misdirect network traffic by identity deception through  replaying  routing  information.  

Based  on  identity deception,  the  adversary  is  capable  of  launching  harmful and  hard-to-detect  attacks  

against  routing,  such  as selective  forwarding,  wormhole  attacks,  sinkhole  attacks and Sybil attacks.  As  a  

harmful  and  easy-to-implement  type  of  attack,  a malicious  node  simply  replays  all  the  outgoing  routing 

packets  from  a  valid  node  to  forge  the  latter  node’s identity; the malicious node then uses this forged 

identity to  participate  in  the  network  routing,  thus  disrupting  the network  traffic.  Those  routing  packets,  

including  their original  headers  are  replayed  without  any  modification. Even  if  this  malicious  node  

cannot  directly  overhear  the valid  node’s  wireless  transmission,  it  can  collude  with Other  malicious  

nodes  to  receive  those  routing  packets and  replay  them  somewhere  far  away  from  the  original valid 

node, which is known as a wormhole attack. Since a node  in  a  WSN  usually  relies  solely  on  the  packets 

received  to  know  about  the  sender’s  identity,  replaying routing  packets  allows  the  malicious  node  to  
forge  the identity  of  this valid  node.  After  ―stealing‖  that  valid identity,  this  malicious  node  is  able  to  

misdirect  the network  traffic.  For  instance,  it  may  drop  packets received, forward packets to another node 

not supposed to be  in  the  routing  path,  or  even  form  a  transmission  loop through which packets are passed 

among a few malicious nodes  infinitely.  It  is  often  difficult  to  know  whether  a node  forwards  received  

packets  correctly  even  with overhearing techniques. Sinkhole attacks are another kind of  attacks  that  can  be  

launched  after  stealing  a  valid identity. In a sinkhole attack, a malicious node may claim itself to be a base 

station through replaying all the packets from  a  real  base  station.  Such  a  fake  base  station  could lure  

Abstract: The  multi-hop  routing  in  wireless  sensor  networks  (WSNs)  highly vulnerable  against  
identity  cheating through  replaying  routing  data.  An  attacker  can  uses  this  drawback  to  launch  

various  serious  or  even disturbing  attacks against the routing protocols, like sinkhole attacks, 

wormhole attacks and Sybil attacks. The  situation  is  further  forced  by  mobile  and  unkind  

network  conditions.  old cryptographic techniques or efforts at developing trust-aware routing 

protocols do not effectively address this serious problem. To secure the WSNs against attackers 

misdirecting the multi-hop routing, we have designed and implemented TARF, a robust trust-aware 

routing framework for dynamic WSNs. Without tight time synchronization or known geographic 

information, TARF provides trustworthy and energy-efficient route.  Most importantly, TARF proves 

effective  against  those  dangerous attacks  developed  out  of  identity  cheat;  the  flexibility  of  
TARF is verified through extensive evaluation with both simulation and empirical experiments on 

large-scale WSNs under various scenarios including mobile and RF-shielding network conditions. 

Further, we have implemented allow-overhead TARF  module  in  TinyOS;  as  demonstrated,  this  

implementation  can  be  included  into  existing  routing protocols with the little effort. Based on 

TARF, we also demonstrated a proof-of-concept mobile target detection application that functions 

well against an anti-detection mechanism. 
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more  than  half  the  traffic,  creating  a  ―black  hole‖. This same technique can be employed to conduct 

another strong form of attack - Sybil attack: through eplaying the routing  information  of  multiple  legitimate  

nodes,  an attacker may present multiple identities to the network. A valid  node,  if  compromised,  can  also  
launch  all  these attacks. a poor network connection causes much difficulty in  distinguishing  between  an  

attacker  and  a  honest  node with  transient  failure.  Without  proper  protection,  WSNs with  existing  routing  

protocols  can  be  completely devastated  under  certain  circumstances.  In  an  emergent sensing  application  

through  WSNs,  saving  the  network from  being  devastated  becomes  crucial  to  the  success  of the  

application.  

Unfortunately,  most  existing  routing protocols  for  WSNs  both  assume  the  honesty  of  nodes and  

focus  on  energy  efficiency,  or  attempt  to  exclude unauthorized  participation  by  encrypting  data  and 

authenticating packets. Examples of these encryption and authentication schemes for WSNs include TinySec, 

Spins, TinyPK,  and  TinyECC.  Admittedly,  it  is  important  to consider  efficient  energy  use  or  battery  

powered  sensor nodes  and  the  robustness  of  routing  under  topological changes  as  well  as  common  

faults  in  a  wild environment. However,  it  is  also  critical  to  incorporate security  as  one  of  the  most  
important  goals;  meanwhile, even  with  perfect  encryption  and  authentication,  by replaying  routing  

information,  a  malicious  node  can  still participate  in  the  network  using  another  valid  node’s identity.  

The  gossiping-based  routing  protocols  offer certain  protection  against  attackers  by  selecting  random 

neighbors  to  forward  packets,  but  at  a  price  of considerable  overhead  in  propagation  time  and  energy 

use.  In  addition  to  the  cryptographic  methods,  trust  and reputation  management has been employed in 

generic ad hoc  networks  and  WSNs  to  secure  routing  protocols. 

Basically,  a  system  of  trust  and  reputation  management assigns  each  node  a  trust  value  

according  to  its  past performance in routing. Then such trust values are used to help  decide  a  secure  and  

efficient  route.  However,  the proposed  trust  and  reputation  management  systems  for generic  ad  hoc  

networks  target  only  relatively  powerful hardware  platforms  such  as  laptops  and  smart  phones. Those 

systems cannot be applied to WSNs due  to  the excessive overhead for resource-constrained sensor nodes 

powered by batteries.  
As  far  as  WSNs  are  concerned,  secure  routing  solutions based on trust and reputation  

management rarely address the identity deception through replaying routing information  .The  countermeasures  

proposed  so  far strongly  depends  on  either  tight  time  synchronization  or known  geographic  information  

while  their  effectiveness against  attacks  exploiting  the  replay  of  routing information  has  not  been  

examined  yet.  At  this  point,  to protect  WSNs  from  the  harmful  attacks  exploiting  the replay  of  routing  

information,  we  have  designed  and implemented  a  robust  trust-aware  routing  framework, TARF,  to  

secure  routing  solutions  in  wireless  sensor networks. Based on the unique characteristics of resource-

constrained  WSNs,  the  design  of  TARF  centers  on trustworthiness and  energy efficiency. Though TARF 

can be  developed  into  a  complete  and  independent  routing protocol,  the  purpose  is  to  allow  existing  

routing protocols  to  incorporate  our  implementation  of  TARF with  the  least  effort  and  thus  producing  a  

secure  and efficient  fully-functional  protocol.  Unlike other  security measures, TARF requires neither 
 tight time synchronization nor known geographic information. Most importantly, TARF proves 

resilient  under various attacks exploiting the replay of routing information, which is not achieved  by  previous  

security  protocols.  Even  under strong attacks such as sinkhole attacks, wormhole attacks as  well  as  Sybil  

attacks,  and  hostile  mobile  network condition,  TARF  demonstrates  steady  improvement  in network  

performance.  The  effectiveness  of  TARF  is verified through extensive evaluation with simulation and 

empirical experiments on large-scale WSNs.   

 

II. Design Considerations 
In a data collection task, a sensor node sends its sampled data  to  a  remote  base  station  with  the  aid  

of  other intermediate  nodes,  as  shown  in  Figure  1.  Though  there could be more than one base station, our 

routing approach is not affected by the number of base stations; to simplify our  discussion,  we  assume  that  

there  is  only  one  base station.  An adversary  may forge the identity of any legal node  through  replaying  

that  node’s  outgoing  routing packets and spoofing the acknowledgement packets, even remotely through a 

wormhole.  

Nonetheless,  our  approach  can  still  be  applied  to  cluster based  WSNs  with  static  clusters,  

where  data  are aggregated  by  clusters  before  being  relayed.  Cluster-based  WSNs  allows  for  the  great  

savings  of  energy  and bandwidth  through  aggregating  data  from  children  nodes and  performing  routing  

and  transmission  for  children nodes.  In  a  cluster-based  WSN,  the  cluster  headers themselves form a sub-

network; after certain data reach a cluster  header,  the  aggregated  data  will  be  routed  to  a base  station  only  

through  such  a  sub-network  consisting of the cluster headers. Our framework can then be applied to  this  

sub-network  to  achieve  secure  routing  for  cluster based WSNs. TARF may run on cluster headers only and 
 cluster headers communicate with their children nodes directly  since  a  static  cluster  has  known  
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relationship between  a  cluster  header  and  its  children  nodes,  though any link-level security features may be 

further employed.  

Finally,  we  assume  a  data  packet  has  at  least  the following  fields:  the  sender  id,  the  sender  
sequence number, the next-hop node id (the receiver in this one hop transmission),  the  source  id  (the  node  

that  initiates  the data),  and  the  source’s  sequence  number.  We  insist  that  

the  source  node’s information should be included for the following  reasons  because  that  allows  the  

base  station  to track  whether  a  data  packet  is  delivered.  It  would  cause too much overhead to transmit all 

the one hop information to the base station. Also, we assume the routing packet is sequenced.  

 

2.1 Authentication Requirements  

Though  a  specific  application  may  determine  whether data encryption is needed, TARF requires 

that the packets are  properly  authenticated,  especially  the  broadcast packets  from  the  base  station.  The  

broadcast  from  the base  station  is  asymmetrically  authenticated  so  as  to guarantee  that  an  adversary  is  

not  able  to  manipulate  or forge  a  broadcast  message  from  the  base  station  at  will. Importantly,  with  
authenticated  broadcast,  even  with  the existence of attackers, TARF may use Trust Manager and the received 

broadcast packets about delivery information to choose trustworthy path by circumventing compromised  nodes.  

Without  being  able  to  physically capturing the base station, it is generally very difficult for the  adversary  to  

manipulate  the  base  station  broadcast packets  which  are  asymmetrically  authenticated.  The asymmetric  

authentication  of  those  broadcast  packets from  the  base  station  is  crucial  to  any  successful  secure 

routing  protocol.  It  can  be  achieved  through  existing asymmetrically authenticated broadcast schemes that 

may require  loose  time  synchronization.  As  an  example, µTESLA  achieves  asymmetric  authenticated  

broadcast through a symmetric cryptographic algorithm and a loose delay  schedule  to  disclose  the  keys  from  

a  key  chain. Other  examples  of  asymmetric  authenticated  broadcast schemes requiring either loose or no 

time synchronization are  found.  Considering  the  great  computation  cost incurred  by  a  strong  asymmetric  

authentication  scheme and  the  difficulty  in  key  management,  a  regular  packet other  than  a  base  station  

broadcast  packet  may  only  be moderately  authenticated  through  existing  symmetric schemes  with  a  
limited  set  of  keys,  such  as  the  message authentication  code  provided  by  TinySec.  It  is  possible that  an  

adversary  physically  captures  a  non-base  legal node and reveals its key for the symmetric authentication. 

With that key, the adversary can forge the identity of that non-base  legal  node  and  joins  the  network  

―legally‖. However,  when  the  adversary  uses  its  fake  identity  to falsely  attract  a  great  amount  of  traffic,  

after  receiving broadcast  packets  about  delivery  information,  other  legal nodes that directly or indirectly 

forwards packets through it  will  start  to  select  a  more  trustworthy  path  through Trust Manager.  

 

2.2 Goals  

TARF  mainly  guards  a  WSN  against  the  attacks misdirecting the multi-hop routing, especially 

those based on  identity  theft  through  replaying  the  routing information.  This  paper   does  not  address  the  

denial-of-service  (DoS)  attacks,  where  an  attacker  intends  to damage  the  network  by  exhausting  its  
resource.  For instance, we do not address the DoS attack of congesting the network by replaying numerous 

packets or physically jamming  the  network.  TARF  aims  to  achieve  the following desirable properties:  

High Throughput— Throughput is defined as the ratio of the  number  of  all  data  packets  delivered  

to  the  base station  to  the  number  of  all  sampled  data  packets. Through  put  reflects  how  efficiently  the  

network  is collecting  and  delivering  data.  Here  we  regard  high throughput as one of our most important 

goals. Energy  Efficiency—  Data  transmission  accounts  for  a major  Portion  of  the  energy  consumption.  

We  evaluate energy  efficiency  by  the  average  energy  cost  to    successfully deliver a unit-sized data packet 

from a source node to the base station. be given enough attention  when considering energy cost since each re-

transmission causes a  noticeable  increase  in  energy  consumption.  If  every node in a WSN consumes 

approximately the same energy to  transmit  a  unit-sized  data  packet,  we  can  use  another metric  hop-per-

delivery  to  evaluate  energy  efficiency. Under  that  assumption,  the  energy  consumption  depends on  the  

number  of  hops,  i.e.  the  number  of  one-hop transmissions  occurring.  To  evaluate  how  efficiently energy  
is  used,  we  can  measure  the  average  hops  that each  delivery  of  a  data  packet  takes,  abbreviated  as 

hop-per-delivery. Scalability  &  Adaptability—  TARF  should  work  well with  WSNs  of  large  magnitude  

under  highly  dynamic contexts. We will evaluate the scalability and adaptability of TARF through 

experiments with large-scale WSNs and under mobile and hash network conditions.  

 

III. Design Of TARF 
TARF  secures  the  multi-hop  routing  in  WSNs  against intruders misdirecting the multi-hop routing 

by evaluating the  trustworthiness  of  neighboring  nodes.  It  identifies such intruders by their low 

trustworthiness and routes data through  paths  circumventing  those  intruders  to  achieve satisfactory 
throughput.  TARF  is  also  energy  efficient, highly  scalable,  and  well  adaptable.  Before introducing the 
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detailed  design,  we  first  introduce  several  necessary notions here. Neighbor— For a node N, a neighbor 

(neighboring node) of  N  is  a  node  that  is  reachable  from  N  with  one-hop wireless transmission.  

Trust level— For a node N, the trust level of a neighbor is a  decimal  number  in  [0,  1],  representing  
N’s  opinion  of that  neighbor’s  level  of  trustworthiness.  Specifically,  the trust  level  of  the  neighbor  is  

N’s  estimation  of  the probability  that  this  neighbor  correctly  delivers  data received to the base station. 

Energy cost— For a node N, the energy cost of a neighbor is  the  average  energy  cost  to  successfully  deliver  

a  unit sized data packet with this neighbor as its next-hop node, from N to the base station.   

 

3.1 Overview  

For a TARF-enabled node N to route a data packet to the base station, N only needs to decide to which 

neighboring node  it  should  forward  the  data  packet  considering  both the  trustworthiness  and  the  energy  

efficiency.  Once  the data  packet  is  forwarded  to  that  next-hop  node,  the remaining  task  to  deliver  the  

data  to  the  base  station  is fully  delegated  to  it,  and  N  is  totally  unaware  of  what routing  decision  its  

next-hop  node  makes.  N  maintains  a neighborhood table with trust level values and energy cost values for 
certain known neighbors.  

In TARF, in addition to data packet transmission, there are two types of routing information  that  need  

to  be  exchanged:  broadcast messages  from  the  base  station  about  data  delivery  and energy  cost  report  

messages  from  each  node. Neither message needs acknowledgement. A broadcast message from the base 

station is flooded to the whole network. The freshness  of  a  broadcast  message  is  checked  through  its field  

of  source  sequence  number.  The  other  type  of exchanged  routing  information  is  the  energy  cost  report 

message  from  each  node,  which  is  broadcast  to  only  its neighbors  once.  Any  node  receiving  such  an  

energy  cost report message  will  not forward it. For each node N in a WSN,  to  maintain  such  a  

neighborhood  table  with  trust level  values  and  energy  cost  values  for  certain  known neighbors,  two  

components, Energy  Watcher and Trust Manager, run on the node (Figure 2).    

Energy Watcher is Responsible for Recording the Energy Cost for each known neighbor, based on N’s 

observation of  one-hop  transmission  to  reach  its  neighbors  and  the energy cost report from those 
neighbors. A compromised node  may  falsely  report  an  extremely  low  energy  cost  to lure its neighbors ito 

selecting this compromised node as their  next-hop  node;  however,  these  TARF-enabled neighbors eventually 

abandon that compromised next hop node  based  on  its  low  trustworthiness  as  tracked  by Trust Manager. 

 Trust Manager  is  responsible  for  tracking trust  level  values  of  neighbors  based  on  network  loop 

discovery  and  broadcast  messages  from  the  base  station about data delivery. Once N is able to decide its 

next hop neighbor     according to its neighborhood table, it sends out its  energy  report  message:  it  broadcasts  

to  all  its neighbors  its  energy  cost  to  deliver  a  packet  from  the node to the base station.  Fig  3   

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

Gives  an  example  to  illustrate  this  point.  In  this example, node A, B, C and D are all honest nodes 

and not compromised. Node A has node B as its current next-hop node  while  node   B  has  an  attacker  node  

as  its  next-hop node.  The  attacker  drops  every  packet  receives  and  thus any data packet passing node A 

will not arrive at the base station.  After  a  while,  node  A  discovers  that  the  data packets  it  forwarded  did  

not  get  delivered.  The Trust Manager  on node A starts to degrade the trust level of  its  current  next-hop  

node  B  although  node  B  is absolutely honest. Once that trust level becomes too low,node A decides to select 

node C as its new next-hop node. In this way node A identifies a better and successful route (A  -  C  -  D  -  

base).  
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In  spite  of  the  sacrifice  of  Node  B’s trust  level,  the  network  performs  once  a  valid  node 

identifies  a  trustworthy  honest  neighbor  as  its  next-hop node;  it  tends  to  keep  that  next-hop  selection  

without considering  other  seemingly  attractive  nodes  such  as  a fake  base  station.  That  tendency  is  

caused  by  both  the preference to maintain stable routes and the preference to highly trustable nodes   

 

IV. Implementation And Empirical Evaluation 
In  order  to  evaluate  TARF  in  a  real-world  setting,  we implemented  the  Trust Manager  

component  on  TinyOS 2.x,  which  can  be  integrated  into  the  existing  routing protocols  for  WSNs  with  

the  least  effort.  Originally,  we had  implemented  TARF  as  a  self-contained  routing protocol on TinyOS 

1.x  before  this second implementation.  However,  we  decided  to  re-design  the implementation  considering  

the  following  factors.  First, the first implementation only supports TinyOS 1.x, which was replaced by 

TinyOS 2.x; the porting procedure from TinyOS  1.x  to  TinyOS  2.x  tends  to  frustrate  the developers.  

Second,  rather  than  developing  a  self-contained  routing  protocol,  the  second  implementation only  

provides  a  Trust Manager  component  that  can  be easily incorporated into the existing protocols for routing 

decisions.  The  detection  of  routing  loops  and  the corresponding reaction are excluded from the 

implementation  of Trust Manager since  many  existing protocols,  such  as  Collection  Tree  Protocol  and  the  
link connectivity-based  protocol,  already  provide  that  feature. As we worked on the first implementation, we 

noted that the existing protocols provide many nice features, such as the  analysis  of  link  quality,  the  loop  

detection  and  the routing  decision  mainly  considering  the  communication cost. Instead of providing those 

features, our implementation  focuses  on  the  trust  evaluation  based  on the  base  broadcast  of  the  data  

delivery,  and  such  trust information  can  be  easily  reused  by  other  protocols. Finally, instead of  using  

TinySec  exclusively  for encryption and authentication as in the first implementation on TinyOS 1.x, this re-

implementation let the developers decide  which  encryption or authentication techniques  to  employ;  the  

encryption  and  authentication techniques  of  TARF  may  be  different  than  that  of  the existing protocol.  

 

4.1 Trust manager Implementation Details  

The  Trust Manager  component  in  TARF  is  wrapped  into an independent TinyOS configuration 

 named TrustManage rC.  TrustManager C  uses  a  dedicated  logic channel for communication and 
runs as a periodic service with  a  configurable  period,  thus  not  interfering  with  the application  code.  

Though  it  is  possible  to  implement TARF with a period always synchronized with the routing protocol’s 

period that would cause much intrusion into the source  code  of  the  routing  protocol.  The current Trust 

Manager C  uses  a  period  of  30  seconds;  for  specific applications,  by  modifying  a  certain  header  file,  

the period length  may be re-configured to reflect the sensing frequency,  the  energy  efficiency  and  

trustworthiness requirement.  TrustManager C  provides  two  interfaces, Trust  Control  and  Record,  which  

are  implemented  in other  modules.  The  Trust  Control  interface  provides  the commands  to  enable  and  

disable  the  trust  evaluation, while  the  Record  interface  provides  the  commands  for  a root, i.e., a base 

station, to add delivered message record, for a non-root node to add forwarded message record, and for  a  node  

to  retrieve  the  trust  level  of  any  neighboring node. The implementation on a root node differs from that on a 

non-root node: a root node stores the information of messages  received  (delivered)  during  the  current  period 
into a record table and broadcast delivery failure record; a non-root  node  stores  the  information  of  

forwarded messages during the current  period also in a record table and  compute  the  trust  of  its  neighbors  

based  on  that  and the broadcast information. Noting  that much implementation  overhead  for  a  root  can  

always  be transferred  to  a  more  powerful  device  connected  to  the root,  it  is  reasonable  to  assume  that  

the  root  would  have great capability of processing and storage.  
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V. Conclusions 
We have designed and implemented TARF, a robust trust-aware  routing  framework  for  WSNs,  to  secure  

multi-hop routing  in  dynamic  WSNs  against  harmful  attackers exploiting  the  replay  of  routing  

information.  TARF focuses  on  trustworthiness  and  energy  efficiency,  which are  vital  to  the  survival  of  a  

WSN  in  a  hostile environment.  With  the  idea  of  trust  management,  TARF enables a  node to keep  track  

of the trustworthiness of its neighbors  and  thus  to  select  a  reliable  route.  Unlike previous  efforts  at  secure  

routing  for  WSNs,  TARF effectively  protects  WSNs  from  severe  attacks  through replaying  routing  

information;  it  requires  neither  tight time  synchronization  nor  known  geographic  information. The 

resilience and scalability of TARF is proved through both  extensive  simulation  and  empirical  evaluation  

with large-scaleWSNs;  the  evaluation  involves  static  and mobile  settings,  hostile  network  conditions,  as  

well  as strong attacks such as wormhole attacks and Sybil attacks.  
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I. INTRODUCTION 
Pointing with the fingertip to a preselected point in space is a task that involves three degrees of 

freedom (DOF), which arethe X,Y and Z coordinates of the point in space.The human arm includes seven DOF 

excluding scapular motion. When the wrist joint is fixed, four DOF (  ,,,  - Fig. 1a) remain active. Since  

the number of DOF of the arm is greater than the number of DOF required for the pointing task, the arm is 

considered a redundant manipulator. As such, a specific pointing task can be accomplished by infinite arm 

configurations. As a result, there is not a unique solution for the inverse kinematics (IK) problem involved in 

defining the joint angles of the human arm given a pointing task.  

Despite the human arm redundancy, it has been shown experimentally that a small range of unique 

solutions for the joint angles are selected by human subjects in pointing tasks, a result consistent within and 

across multiple participants[1-5]. It has also been shown experimentally that the final arm configuration depends 

on its initial posture [2-5]. One approach for solving the under-determined IK problem of the redundant human 

arm is by adding additional kinematics, dynamics, or energy-based criteria, formulated as a cost functions. As 

part of the solution, the cost function is either minimized or maximized to provide a unique solution to the IK 

problem when applied to intermediate points along the trajectory of the human arm end effector (i.e. the finger 

tip for a point task)[3-10].  

Optimization criteria may be divided into two classes: (1) biomechanical (kinematics and dynamics of 

the human body) criteria and (2) anatomical based criteria. The first class includes the minimal angular 

displacement (MAD) model[3,4],  the minimal work model [3,5],  the minimal peak kinetic energy model[4], 

the minimal torque change model[5,6] and the minimal potential energy change model [8]. Physical quantities 

such as energy, torque or displacement form the cost function which is further minimized or maximized as part 

of the solution. The second class is based on anatomical models such as the joint range availability (JRA) 

criterion (also called Dexterity) [7] and the minimum discomfort criterion[9]. The cost functions in this class are 

based on anthropometric data of joint motion ranges, the intension of which is to quantify psychophysical 

discomfort related to the proximity to joint limits or nominal arm configuration.  

The majority of these models, when studied individually, and validated experimentally, have 

demonstrated  limited capabilities for solving the IK problem of a redundant human arm and predicting arm 

Abstract: The human arm is kinematically redundant in the task of pointing. As a result, multiple arm 
configurations can be used to complete a pointing task in which the tip of the index finger is brought to a 

preselected point in a 3D space. The authors have developed a four degrees of freedom (DOF)model of the 

human arm with synthesis of two redundancy resolution criteria that were developed as an analytical tool 

for studying the positioning tasks. The two criteria were: (1) minimizing the angular joint displacement 

(Minimal Angular Displacement - MAD) and (2) averaging the limits of the shoulder joint range (Joint 

Range Availability - JRA). As part of the experimental protocol conducted with ten subjects, the kinematics 

of the human arm was acquired with a motion capturing system in a 3D space. The redundant  joint angles 

predicted by a equally weighted model synthesizing the MAD and JRA criteria resulted with a linear 

correlation with the experimental data (slope=0.88; offset=1⁰; r2=0.52). Given the experiment protocol, 

individual criterion showed weaker correlation with experimental data (MAD slope=0.57, offset=14⁰, 
r2=0.36 or JRA slope=0.84, offset=-1⁰, r2=0.45). Solving the inverse kinematics problem of articulated 

redundant serials mechanism such as a human or a robotic arm has applications in fields of human-robot 

interaction and wearable robotics, ergonomics, and computer graphics animation. 

Keywords: human arm, redundancy, pointing task, kinematics, optimization. 
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onfiguration. In order to overcome the limited capabilities of individual criteria, it was suggested  that two or 

more criteria should be synthesized with weighted factors [3-5], [12-14]. 

 

II. MATERIALS AND METHODS 
 

2.1 Kinematic Arm Model 

The human arm may be modeled as aserial kinematic chain. For the purposes of this study it is modeled 

as a four DOF kinematic linkage, consisting of two links (upper arm and forearm along with the hand) and two 

joints (shoulder joint and elbow joint, wherethe wrist joint is fixed). The shoulder joint is simplified as a ball and 

socket  joint with three DOFs, and the elbow is simplified as a revolute joint with a single DOF. This model 
implies that the forearmand hand are aligned with a fixed wrist jointangle during a reach and point movement. 

While the position of the hand in Cartesian space is defined by three coordinates (x,y,z), the posture of 

the arm requires four angles to fully and uniquely specify its configuration.As a result the human arm model 

may be treated as a kinematically redundant mechanism with respect toa pointing task[15]. 

 

2.1.1 Forward Kinematics 

The forward kinematics equations of a 4 DOF human arm model (see Fig. 1a and Fig. 1b) are defined 

by (1) - (4)  for whichθis the pitch angle, ηis the yaw angle, ζis the upper arm torsion angle (shoulder joint), and 

ϕis the flexion/exertion angle of the elbow joint. 
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where Tx and Tz are 4x4 Homogeneous transformation matrices (pure rotations), T is a 4x4 coordinate 

translation matrix, and L1 is the distance from the shoulder to the elbow. 

  Once the position of the hand is fixed at a specific target in space, the elbow joint may swivel around a 

virtual line connecting the shoulder joint and the location of the hand with an angle defined as  the swivel angle 

αwhich constitutes the redundancy of the human arm (see Fig. 1c). Given the physiological joint limits, the 
elbow joint may only follow a limited arc out of the full circle depicted in Fig. 1b. 
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Figure 1:A 4 DOF model of the human arm: (a) Shoulder and elbow joints coordinate systems.(b) The swivel 

angle α. (c) Definition of arm parameters – shoulder joint pitch angle θ, yaw angle  η, torsion angle ζ and elbow 

joint flexion/extension angle ϕ. 

By solving (1) for 0
fP  , we obtain: 

   SinSinCosCosSinCosSinCosSin-SinSin 221f LLLx   (5) 

   SinSinCosSinSinCosSinCosSinSinC 221f LLosLy   (6) 

  CosCSinCosSinCos 21f osLLz   (7) 

2.1.2Inverse Kinematics (IK) 

     One may note that the FK defines the fingertip position (x,y,z) as a function of the four angles of the arm θ, 

η, ζ and ϕ. For solving the IK, given the fingertip position and the redundancy of the mechanism, the problem is 

underdetermined. There are 4 unknowns (θ, η, ζ and ϕ ) and only 3 equations (5-7). To obtain a closed form 

solution one of the unknowns must be specified.  Alternatively,  the IK problem can be formulated by using the 

swivel angle (8) or by defining the elbow joint  position (9). These two alternative approaches were used to 

solve the IK namely the arm configuration Θ=(θ,η,ζ,ϕ)T: 

 f ,Θ P  

 f e,Θ P P  

where  Teeee ,, zyxP
. 



Figure 2: Definition of a local coordinate system at the center of the swivel circle, the point Q and the angle γ. 

In order to find the arm's posture, given a swivel angle, first, the  elbow's position is defined first. A 
virtual line is defined connecting the center of the  shoulder joint and the fingertip. This line is depicted in Fig. 2  

as the swivel axis OF . A plane perpendicular to this line intersects with the line a point C and with the center of 

the elbow joint at point E. The swivel circle is formed at this plane with a center at point C with a radius r. A 

local coordinate system is define with the origin at the center of the circle at point C and three unit vectors u,v, 

and n such that uis pointing down along the vector of gravity, v is located at the same plane but perpendicular to 

u, and n is perpendicular to the plane. The three unit vectors are defined in  mathematically as : 
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where z is a unit vector with the direction of the z axis as defined in Fig. 1a. We also define the angle FOE  

and calculate it as in: 
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The center of the swivel circle is defined by: 

CosOC 1Ln  
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and the radius of the circle is defined by: 

2
2

1 OC Lr   

The elbow's position OEe P can now be obtained by: 

  SinCosOCOE vu  r   

The 4 DOF angles are calculated using trigonometric relations as follows: 
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To find the arm's posture, given an elbow position, one may notice that: 

ur OCOQ  

and  then: 
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Note that none of these procedures provide a solution to the IK problem of the kinematically redundant 

mechanisms, because either swivel angle, or elbow position is required. 

 

2.2 Shoulder and elbow joints motion range 

An experimental model was previously developed which predicts the shoulder complex range of 

motion [16]. This model defines the shoulder sinus cone, which restricts the angular motion of the shoulder 

joint’s pitch and yaw angles as depicted in Fig. 3a.  

The humeral torsionmotion range was found to be dependent on the former two angles depicted in Fig 

3b using a model based on experimental data [17]. The maximal internal and external upper arm torsion surfaces 

were fitted into a polynomial function. Fig. 4 shows the upper and lower limits of the torsion range of 

motion.The motion range of the elbow joint (flexion/extension angle) is bounded by a minimal and a maximal 

value as defined by min max    . Since the elbow flexion/extension angle is uniquely defined by the distance 

between the center of the shoulder joint and the hand, it can be calculated directly according to the hand's 

position and the segments' lengths. 

 

Figure 3: (a) Shoulder joints’ dependencies on pitch and yaw angles. (b) Upper (red) and lower (green) limits of  

humeral torsion. The distance between the two surfaces defines the torsion motion range. 

Using this model, we can define a valid posture of the human arm to be a posture that complies with 
the conditions in (23): 
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An alternative and simpler approach to the shoulder's joint motion range is given by constant ranges to each 

DOF, independent on each other. Values for joint limits can be found in anthropometric data sources [18] as in 

(24): 

0 180

134 48

34 97







  

    
    

 

Both approaches are used in this study, in order to compare their effect on the solution of the kinematic 
redundancy problem of the human arm. 

 

2.3 Joint Range Availability (JRA) Criterion  

The JRA criterion is based on the assumption that the human arm tends to adopt postures with joint 

angles that are as close as possible to their mid-range values and as far as possible from their joint limits. As the 

elbow joint swivels, and (theoretically) provides an infinite number of possible arm postures (solutions to the IK 
problem),  the pitch, yaw and torsion angles of the shoulder joint are adjusted appropriately to maintain the hand 

position. A valid anatomical posture is achieved if all three angles of the shoulder joint are within their 

anatomical ranges of motion either according to (23) or according to (24).There is a continuous subset of valid 

arm postures with a swivel angle in the range of 
maxmin   . Based on the JRA criterion, the optimal posture 

is achieved by a mean value of the swivel angle limits defined by: 

2

maxmin
mean





   

Figure 4 illustrates the swivel angle limits and the optimal posture at some handposition in space. 

 

Figure 4: Swivel angle limits and optimal posture. The solid arc denotes valid postures domain. Dashed arc 

denotes invalid postures domain. 

2.4Minimal Angular Displacement Criterion (MAD) 

The minimal angular displacement (MAD) criterion minimizes the sum of the differences of the 

various joint angles, between their initial and final values. In other words, the final arm posture defined by this 

criterion yields the shortest distance between the initial and the final value of the joint angles in joint space. This 

criterion can be formulated as an optimization problem using the following cost function: 

     
2 2 2

f i f i f i
MADf             

where i denotes initial value and f denotes final value for the pitch, yaw, and torsion angles. However, it has 

been shown experimentally that the shoulder joint velocities vary simultaneously [4]. Therefore, the shoulder 

shifts directly from its initial pitch and yaw angles to its final pitch and yaw angles (see Fig. 5), and not by two 

separate rotations as implied by (26). This rotation occurs about an axis that is normal to the plane formed by the 
shoulder (O), the initial elbow position (P1), and the elbow final position (P2). The direct rotation of the 

shoulder, and the direct rotation angle are illustrated in the following figure: 
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Figure 5: The direct rotation angle δ. P1 and P2 are two elbow positions, and m is a vector normal to the plane 

defined by points O, P1 and P2. 

The direct rotation angle is calculated by: 
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and: 

   
2 2

2 f i f i        

Therefore, the cost function of MAD criterion in this study is formulated as follows: 

 
2

2 f i
MADf       

Since a 4 DOF arm model is redundant by only one DOF, this optimization problem can be solved by a one 
degree step grid search where solving for the swivel angle that minimizes the cost function under the given 

constraint, using (29).During the brute force search, the initial posture of the arm remains constant, while the 

final posture varies with the value of the swivel angle, and the cost function's value changes accordingly. 

 

2.5 Bi-Criterion Model 
The JRA and MAD criteria are used independently, as previously explained, to calculate the swivel 

angles αJRA and αMAD,respectively. The synthesized  criterion model then merges the two results by calculating 

the weighted average of the swivel angle optimal  as defined by: 

  JRAMADoptimal 1  kk   

where kis a weight factor. Its value is later optimized to match experimental results with the model prediction, 

and to explore its effect on the correlation with the experimental results.  

2.6 Pointing Experiment 

2.6.1 Subjects Definition 

Ten right handed volunteer (ages 22 years to 28 years, heights 1.65 m to 1.93 m, weights 52 Kg to 94 

Kg) performed unconstrained point to point movements. None of the participants reported having any clinical 

symptoms or any history of motor, sensory, or neurological disorders. The subjects were naive as to the purpose 

the experiment, and were only instructed to perform point to point reaching movement in a natural self-paced 

way. The experimental protocol was approved by the UCSC IRB committee.  

 

2.6.2 Experimental Setup  

Subjects sat on a chair with back rest and adjustable height. They were positioned in front of a 

spherical target array (see Fig. 6a and Fig. 6b) with a radius of 750 mm, such that the right shoulder was in line 

with the center of the sphere.The distance between the chair and the target was adjusted for each subject so that 

his/her elbow flexion angle was approximately 90⁰. 
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Figure 6: (a) The spherical target array. The stars denote 44 available targets. (b) A subject pointing to a target. 

Out of the 44 available targets, eight targets were selected (Fig. 7Figure 7), out of which four (1, 4, 5, 
and 8) are at  boundary of arm's reaching workspace, whereas the remaining four targets are closer to the center 

of the workspace (2, 3, 6, and 7). Targets consisted of bar ends, retained by a frame, specifically designed for 

pointing experiments. 

 

Figure 7: The eight targets used in the pointing experiment, denoted 1 through 8 (large figures). 

 

2.6.3 Experiment Protocol and Data Collection 

As part of the experimental protocol the subjects conducted eight sessions of pointing movements with 

their right arm. Each of the eight sessions consisted of five sets of movements.  In each set,  subjects started 

from each one of the seven targets and moved their fingertip to the selected destination target of that set, thus 

performing seven movements. Fatigue was avoided by resting period between each session. Each subject 

conducted a total of 280 pointing tasks. 
Reflected markers were attached to the human arm and upper body using a standard model. Position of 

the markers were acquired by a 10 cameras motion capture system (Vicon Motion Systems) at a sampling rate 

of 100Hz. From experimental sessions, the initial and the final postures of the human arm were identified. Joint 

angles were calculated off line according to (17)-(20). For each subject, 56 average initial and final postures 

were calculated. 

 

III. RESULTS 
 

3.1 Experimental Results 

Postural invariance of human arm pointing movement was demonstrated in the experiment. Each 

pointing movement was repeated 5 times. The swivel angle associated with repeated final pointing postures 

varied in an average range of 8.1⁰ with a standard deviation of 4.5⁰. This variance is relatively small compared 

to the variance of average final posture when pointing to all eight targets (68⁰ for all subjects). Fig. 8 illustrates 

the variation of final posture and the effect of initial posture on the final posture for subject 1. 
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Figure 8: Final posture variability for subject 1.  

 

3.2 MAD model 
The correlation between the experimental results and MAD prediction model, using equations (26)is 

depicted in  Fig. 9a. Its trendline slope is 0.5, the offset is 16⁰, and r2=0.37. The correlation between the 

experimental results and MAD prediction model, using equation (29) is depicted in Fig. 9b. Its trendline slope is 

0.57, the offset is 14⁰, and r2=0.36. These two versions of the MAD model achieved similar results with only a 

slight advantage for the case of using equation (29). 

 

Figure 9: Correlation between experimental results and predictions of MAD model using (26) (a) and (29) (b) 

for all subjects. 

3.3 JRA model 

Two alternative definitions for the joint limits were previously defined by equations (23) and (24). 

Using each of these joint limits resulted in two different arm configurations and associated with two different 

swivel angles. A typical result expressing these differences is depicted in Fig. 10. The average difference 

between the two joint limits is 26.2⁰ with  a standard deviation of 14.4⁰. 



Resolution of human arm redundancy in point tasks by synthesizing two criteria 

| IJMER | ISSN: 2249–6645 |                                www.ijmer.com                                   | Vol. 4 | Iss. 6| June. 2014 | 9| 

 

 Figure 10: Comparing swivel angle limits according to two different approaches, wheredots represent the 

targets,thick lines representupper arms,thin lines represent fore-arms,blue lines represent the extremal valid 

postures found according to (23),green lines represent the extremal valid postures found according to (24),the 
arc represents the trajectory of the elbow between swivel extremes, andthe numbers in the brackets indicate the 

differences between the two approaches for pointing to target 2. 

 

The variation in final swivel angle for the spherical surface passing through the targets is depicted in 

Fig. 11. Uncolored areas in Fig. 11represent unreachable positions due to either being too far from the shoulder 

(compared to the total arm length), or requiring an elbow flexion angle greater than 150⁰ which occurs in the 

vicinity of the shoulder. Occlusion of the fingertip with the body is ignored in this simulation. 

 

Figure 11: Variation in final swivel angle predicted by the JRA criterion as a function of target position  for the 

spherical surface containing the targets (black dots). 

The correlation between the experimental results and JRA prediction model, using equations (23) has a 

trendline slope of 0.91, an offset of -28⁰ and r2=0.27, whereas using equation (24) showed a stronger correlation, 

with a trendline slope of 0.84, an offset of -1⁰ and r2=0.45. These correlations are depicted in Fig. 12a andFig. 

12b, Respectively. 

 

Figure 12: Correlation between experimental results and Predictions of JRA model for all subjects (a) using 

(23), and (b) using (24). 
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3.4 Bi-criterion model 

The bi-criterion model requires a selection for the weight factor k. Three approaches for selecting the 

weight factor  k: (1) objective sum, in which k=0.5, as suggested in[20][20]; (2) optimizing k for highest value 

of r
2
; and (3) optimizing k for  best trendline slope of unity. 

For the bi-criterion model, MAD and the JRA criteria utilized equations (29) and (24) respectively. The 

correlation between the experimental results and bi-criterion model predictions with a weight factor k=0.5, has a 

trendline slope of 0.88, an offset of 1⁰ and r2=0.52 as depicted in Fig. 13. 

 

Figure 13: Correlation between experimental results and Predictions of the combined model, where k=0.5 

(objective sum), for all subjects. 

The effect of the weight factor value (k) on the trendline slope and on r2 is depicted in Fig. 14. The 
highest value of slope (0.29) was achieved with k=0.29, and the highest value of r2=0.54 was achieved with 

k=0.35. Utilizing the objective sum approach (k=0.5) yielded a slope of 0.88 and r2=0.82. 

 

Figure 14: The effect of the weight factor value (k) on the trendline slope (dashdot) and on r2(solid line) for the 

bi-criterion model combining MAD and JRA criteria. The numbers in parentheses are k and slope or r2. 

 

IV. DISCUSSION 
The focal point of this reported research effort is modeling synthesis approach for redundancy 

resolution of the human arm in pointing tasks. Results for the single criterion models (MAD and JRA) and for 

the bi-criterion model are presented in table I: 
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Table I: Single and bi-criterion models results 

Model Method K Slope offset r
2 

MAD Eq. (26)  0.5 16⁰ 0.37 

MAD Eq. (29)  0.57 14⁰ 0.36 

JRA Eq. (24)  0.84 -1⁰ 0.45 

JRA Eq. (23)  0.91 -28⁰ 0.27 

MAD+JRA Objective sum 0.5 0.88 1⁰ 0.52 

MAD+JRA Optimal slope 0.29 0.94 -3⁰ 0.53 

MAD+JRA Optimal  r2 0.35 0.92 -2⁰ 0.54 

 

For a 4 DOF model of the human arm, where there is only one redundant DOF, the synthesized model 

using two criteria provided higher correlation with our experimental data, compared to results achieved by two 

single criterion models. 
Utilizing the MAD criterion with the direct rotation angle using (29) showed only a minor 

improvement in the correlation, compared to utilizing it with (26).Swivel angle limits that were calculated 

according to (23) were found to differ significantly (average 26.2⁰) from those calculated according to (24). 

However, using the more realistic description of the shoulder motion range [18], where the joint limits are co-

dependent, did not improve the correlation given the current  experimental data. Since the correlation of the JRA 

model using (23) had a large trendline offset (-28⁰), this result is not surprising. The large trendline offset may 

be associated with fact that (23) allows a larger medial torsion range (up to 97⁰) than (24) (up to 220⁰), as 

illustrated in Fig. 15. 

 

Figure 15: Comparison between humeral torsion range according to (23) (surfaces) and according to (24) 

(straight lines). 

 
Although the JRA model, using (24) had a relatively close to unity trendline slope, and a relatively high 

r2, it cannot be considered to be a good prediction model due to the fact that it is a posture based model, which 

does not account for the effect of initial posture on the final posture. Other single criterion models shown in 

Table I had relatively low slope or low r2. Therefore, it may be deduced that synthesizing the two criteria 

achieves better correlation given the current experimental data, compared to the correlation with the predictions 

of single criteria (MAD or JRA) even with the objective sum approach, which does not optimize the weight 

factor to match the experimental data. 
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Previous research efforts indicated that correlation of alternative criteria such as the minimal work and 

minimal torque change were associated with a slope of 0.3 and r2=0.56 for both criteria [5]. Using the minimum 

peak kinetic energy criterion[4] led to correlation with slope of approximately 1 and r2 in the range of 0.522 to 
0.915 using a database of four subjects.  

Future work will focus on examining the various approaches for integrating criteria (objective sum, 

min-max, and global sum), and on finding an optimal combination of several criteria to achieve good correlation 

with experimental data. 

Redundancy resolution of articulated serial mechanism such as human or robotic arm has applications 

in the field of wearable robotics [21,22], where the robot and human body are physically coupled and the need 

to implement a redundancy resolution algorithm into the control system of the robot is essential to guarantee 

natural integration between the two systems. Additional application that may benefit for a solution the problem 

under study might be simulations in ergonomics and computer graphics. 
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I. INTRODUCTION 
Vibrations of the earth‟ s surface caused by waves coming from a source ofdisturbances inside the 

earth are described as earthquake. By far the most important earthquake from an engineering standpoint is of 
tectonic origin, that is,those associated with large scale strains in the crust of the earth. Almost any building can 

be designed it be earthquake resistant provided its site is suitable.Buildings suffer during an earthquake 

primarily because horizontal forces are exerted on a structure that often meant to contend only with vertical 

stresses. The important point to be highlighted is that accurate prediction will help save lives,but structures have 

to be engineered to withstand appropriate forces depending on the seismiczone where they are located.If the 

building material is week in tension such as brick or stone masonry cracking occurs which reduces the effective 

area for resisting bending moment. It follows that the strength in tension and shear is importantfor earthquake 

resistance. 

The extent of damage to a building depend much on the strength, ductility, and integrity of a building 

and the stiffness of ground beneath it in a given intensity of the earthquakes motions. The following properties 

and parameters are most important from the point of view of 

the seismic design. 
(i) Building material properties 

Strength in compression, tension and shear, including dynamic effects 

Unit weight 

Modulus of elasticity 

(ii) Dynamic characteristics of building components. 

 

II. ANALYSIS SIGNIFICANCE 
Seismic analysis or earthquake analysis is a subset of structural analysis and is the calculation of the 

response of a structure to the earthquakes. A structure has the potential to waveback and forth during an 
earthquake this is called the fundamental mode and is the lowes tfrequency of the structure response. However, 

buildings also have higher modes of response,which are uniquely activated during an earthquake. 

The analysis process can be categorized on the basis of three factors, the type of externally applied 

loads, the behaviour of the structure or the structural material and the type of structural modal selected. 

Importance of seismic analysis: 

 

Abstract: Earthquakes strike suddenly, violently and without warning at any time of the day or night.It 
is highly impossible to prevent an earthquake from occuring, but the damage to the builiding can be 

controlled through proper design and detailing. Hence it is mandatory to do the sesmic analysis and 

design to structure against collapse. This study addresses the performance and variation of precentage 

steel and concrete quantity of R.C framed structure in different seismic zones and influence on overall 

cost of construction. This study mainly focuses on the comparision of percentage steel and concrete 

quantities when the builiding is designed for gravity loads as per IS 456:2000 and when the builiding is 

designed for earthquake forces in different seismic zones as per IS 1893:2002. A five storied R.C.C 

framed structure has been analyse and designed using STAAD ProV8i. Ductile detailing has been done 

in conformation with IS:13920 

Keywords: Earthquake, seismic analysis, seismic zones, overall cost. 
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1. Resist minor level of earthquake ground motion without damage 

2. Resist moderate level of earthquake motion without structural damage, possible experience non-structural 

damage. 
3. Resist severe earthquake ground motion having intensity equal to the strongest shaking experienced at the 

site, without collapse of structure as well known as non-structural damage. 

 

III. OBJECTIVE OF THE STUDY 
1. To prevent loos of life, serious injury and to prevent buildings from collapse and dangerous damage 

under maximum intensity earthquakes. 

2. To ensure buildings against irreparable damage under moderate to heavy earthquake. The strength built 

into the structure alone cannot create and earthquake resistant design, it also requires absorption, which 

means that structure should have predictable ductility as wellas strength. 
3. The damping characteristics of a structure have a major effect on its response to ground motion because 

small amount of damping significantly reduces the maximum deflection to resonant response of the 

structure. 

 

IV. METHODOLOGY 
Seismic analysis of the structures is carried out on the basis of lateral force assumed to act along with 

the gravity loads. In this study, a five (G+4) storied RC building has been analyzed using the equivalent static 

method in STAAD-Pro V8i.In the earthquake analysis along with earthquake loads, vert ical loads are also 

applied. For the earthquake analysis, IS 1893-2002 code was used. 
 

4.1 Preliminary Data for the problem taken: 

Type of the structure : RCC Framed structure 

Number of stories : G+4 

floor to floor height : 3.6 m 

Plinth height : 0.6 m 

Walls thickness : 230 mm 

Grade of concrete : M 25 

Grade of steel : Fe 415 

Earthquake load : As per IS1893 (Part 1) : 2002 

Size of the columns : 0.4mx0.4m and 0.45mx0.45m 

Size of the beams : 0.23mx0.4m 

Slab thickness : 0.13m 

SBC of soil taken : 200kN/m² 

Live load : 3kN/m² 

Floor finishes : 1kN/m² 

Seismic zones considered : II,III,IV,V 

 

4.2 Loading Data: 

Dead Load (DL) 

1. Self weight of slab = 0.13x25 = 3.25kN/m2 

2. Floor finishes = 1.00kN/m2 

Total DL = 4.25kN/m2 

(Assume 130mm total depth of slab) 

3. Weight of walls = 0.23x19x 3.6 = 15.73kN/m 

Live Load (LL) 

Live Load on each slab = 3.00kN/m2 

Earthquake Load (EL) 

As per IS-1893 (Part 1): 2002. 
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4.3 Loading combinations: 

The following load combinations are used in the seismic analysis, as mentioned in the code IS 

1893(Part-1): 2002. 

1. 1.5(DL+LL) 

2. 1.2(DL+LL+EQX) 

3. 1.2(DL+LL- EQX) 

4. 1.2(DL+LL+ EQZ) 

5. 1.2(DL+LL- EQZ) 

6. 1.5(DL+ EQX) 

7. 1.5(DL- EQX) 

8. 1.5(DL+ EQZ) 

9. 1.5(DL-EQZ) 

10. 0.9DL+ 1.5EQX 

11. 0.9DL- 1.5EQX 

12. 0.9DL+ 1.5EQZ 

13. 0.9DL-1.5EQZ 
 

Earthquake load was considered in +X,-X, +Z and –Z directions. Thus a total of 13 load combinations 

are taken for analysis. Since large amount of data is difficult to handle manually all the load combinations are 

analyzed using software STAAD Pro. All the load combinations are mentioned above. 
 

 
Fig.1 Plan of the building 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2: Nomenclature of columns 
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Fig.3 3-D view of the whole structure 

 

 
 

Fig.4 Whole structure subjected to vertical loading 

 
Fig.5 Structure subjected to Earthquake in +X direction 
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Fig.6 Structure subjected to Earthquake in +Z direction 

 

V. Results And Discussions 
 

5.1comparison of Support Reactions in Different Seismic Zones       
The variation of support reactions at each location of the columns and the percentage difference in 

different seismic zones with respect to gravity loads is represented in the in Table I and Fig.7. It is observed that 

in edge columns, variations are 17.72, 28.35, 42.53, and 63.7% between gravity load to seismic zones II, III, IV 

and V respectively. In exterior columns, the variations are 11.59, 18.54, 27.81, and 41.71% between gravity load 

to seismic zones II, III, IV and V respectively. The variation is very small in interior columns. 

 

Table: I Comparison of support reactions in different seismic zones 

 Support Reaction  (ken) Percentage difference between Gravity 

load Vs Seismic zones  DL+LL DL+LL+EL 

Location    

of the 

columns 

GL II III IV V II III IV V 

Edge  

columns 
544 640 699 775 891 17.72 28.35 42.53 63.7 

Exterior   

columns 
868 969 1029 1109 1130 11.59 18.54 27.81 41.71 

Interior   

columns 
1296 1310 1319 1330 1347 1.10 1.76 2.64 3.95 

 

 
Fig.7 Variation of support reactions in different seismic zones 
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 5.2 Comparison of Volume of Concrete in Footings in Different Seismic Zones 

The variation of volume of concrete at each location of the column footing and the increase in 

percentage difference in different seismic zones with respect to gravity loads is represented in the in Table II 
and Fig.8. It is observed that in edge column footings, variations are 17.75, 17.75, 27.17 and 42.0% between 

gravity load to seismic zones II, III, IV and V respectively. In exterior column footings, the variations are 21.51, 

21.51, 45.15 and 57.77% between gravity load to seismic zones II, III, IV and V respectively. Therefore, the 

volume of concrete in footings is increasing in seismic zones III, IV and V due to increase of support reactions 

due to lateral forces. However the variation is very small in interior column footings. 

 

Table II Comparison of volume of concrete in footings in different seismic zones 

 Volume of concrete in footings (cu m) Percentage difference between 

Gravity load Vs Seismic zones  DL+LL DL+LL+EL 

Location    of 

the columns 

footings 

GL II III IV V II III IV V 

Edge 2.18 2.57 2.57 2.78 3.10 17.75 17.75 27.17 42.0 

Exterior 1.50 1.83 1.83 2.186 2.376 21.51 21.51 45.15 57.77 

Interior 3.29 3.29 3.29 3.40 3.40 0.0 0.0 3.51 3.51 

 

 
Fig.8 Variation of volume of concrete in footings in different seismic zones 

 

5.3 Comparison of Weight of the Steel in Footings in Different Seismic Zones 

The variation of weight of steel at each location of the column footing and the percentage difference in 

different seismic zones with respect to gravity loads is represented in the in Table III and Fig.9. It is observed 
that in edge column footings, variations are 0.0, 23.61, 47.92, and 98.96% between gravity load to seismic zones 

II, III, IV and V respectively. In exterior column footings, the variations are 38.17, 54.88, 70.79 and 91.04% 

between gravity loads to seismic zones II, III, IV and V respectively. In the interior columns footings, the 

variations are 22.07, 42.44, 56.03 and 67.91% between gravity loads to seismic zones II, III, IV and V 

respectively 

Table III Comparison of weight of the steel in footings in different seismic zones 

 Weight of the steel in footings (kg) Percentage difference between Gravity 

load Vs Seismic zones  DL+LL DL+LL+EL 

Location    of 

the column 

footings 

GL II III IV V II III IV V 

Edge 28.80 28.80 35.60 42.60 57.30 0.00 23.61 47.92 98.96 

Exterior 46.90 64.8 72.64 80.10 89.60 38.17 54.88 70.79 91.04 

Interior 58.90 71.9 83.9 91.9 98.9 22.07 42.44 56.03 67.91 
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Fig. 9 Variation of weight of steel in footings in different seismic zones 

 

5.4 Comparison of Percentage of the Steel in Columns in Different Seismic Zones 

The variation of percentage of steel at each location of the column in different seismic zones with 

respect to gravity loads is represented in the in Table IV and Fig 10. The variation of percentage of steel in edge 

columns vary from 0.8% to 3%, exterior columns varying from 0.8% to 3.9% and  interior columns varying 

from 1.1% to 3.7% between gravity loads to zone V. For the comparison purpose at each location, the cross 

sectional dimension of column was kept same in all the zones.     

 

Table IV Comparison of percentage of the steel in columns in different seismic zones 

 Percentage of the steel reinforcement in the columns 

 DL+LL DL+LL+EL 

Location    of the 

columns  
GL II III IV V 

Edge 0.8 0.9 1 1.5 3 

Exterior 0.8 0.9 1.5 2.3 3.9 

Interior 1.1 1.3 1.8 2.4 3.7 

Note: for the comparison purpose at each location , the cross section of columns was kept in all the 

zones  

 

 
Fig. 10 Variation of percentage of steel in columns in different seismic zones 
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5.5 Comparison of Percentage of the Steel in Beams in Different Seismic Zones 

The variation of percentage of steel in beams in different seismic zones with respect to gravity loads is 

represented in the in Table V and Fig.11. The variation of percentage of steel at supports, in external beams 
0.54% to 1.23% and in internal beams 0.78% to 1.4% varying from gravity loads to zone V. At mid span 

locations of external and internal beams, the percentage of reinforcement is same in all the zones. 

 

Table V Comparison of percentage of the steel in beams in different seismic zones 

  Percentage of the steel reinforcement in the beams  

  DL+LL DL+LL+EL 

Location of the 

columns  

Beams  
GL II III IV V 

At supports 
External  0.54 0.64 0.75 0.93 1.23 

Internal  0.78 0.83 0.97 1.18 1.4 

At mid span 
External  0.32 0.32 0.32 0.32 0.32 

Internal  0.42 0.42 0.42 0.42 0.42 

Note: for the comparison purpose at each location , the cross section of beams was kept in all the zones  

 

 
Fig11 Percentage of steel in beams in different seismic zones 

 

5.6 Comparison of Weight of the Steel in Beams in Different Seismic Zones: 

The variation of weight of steel at each location of the beams and the percentage difference in different 

seismic zones with respect to gravity loads is represented in the in Table VI and Fig.12. It is observed that in 

external beams, variations are 4.38, 13.8, 31.3, and 49.6% between gravity loads to seismic zones II, III, IV and 

V respectively.  In the internal beams, the variations are 3.07, 15.3, 20.2 and 53.3% between gravity loads to 

seismic zones II, III, IV and V respectively.  

 

Table VI Comparison of weight of the steel in beams in different seismic zones 

 Weight of the steel (kg) Percentage difference between 

Gravity load Vs Seismic zones  DL+LL DL+LL+EL 

Beams  GL II III IV V II III IV V 

External  137 143 156 180 205 4.38 13.8 31.3 49.6 

Internal  163 168 188 196 250 3.07 15.3 20.2 53.3 

Note: For the comparison purpose at each location, the cross sectional dimension of beams was kept 

same in all the zones.    
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Fig. 12 Variation of weight of steel in beams in different seismic zones 

 

5.7 Volume of Concrete for the Total Building and Percentage Variation of Concrete Non Earthquake 

Design Vs Earthquake Design  

The total quantity of the concrete for the building has shown in table VII, for the entire earthquake and 

non earthquake zone and the percentage variation of the concrete for earthquake vs. non earthquake zones 

shown in table 8. 

 

Table VII Volume of concrete for the total building 

Type of loading Volume of concrete (Culm) 

Gravity loads [DL+LL] 406.8 

Zone II [DL+LL+EL] 412.82 

Zone III [DL+LL+EL] 414.7 

Zone IV [DL+LL+EL] 417.75 

Zone V [DL+LL+EL] 422.36 

 

 
 

Fig. 13 Volume of concrete in all the earthquake and non earthquake zones 

 

Table VIII Percentage variation the volume of concrete for earthquake design Vs non earthquake design 

Type of loading  Percentage difference 

Gravity loads Vs Zone II 1.479 

Gravity loads  Vs Zone III 1.94 

Gravity loads  Vs Zone IV 2.69 

Gravity loads  Vs Zone V 3.824 
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Fig. 13.1 Percentage variation of the concrete quantity in different zones 

 

5.8 Quantity of Steel for the Total Building   and Percentage   Variation of Steel Non-Earthquake Design Vs 
Earthquake Design: 

The total quantity of the steel for the building has shown in Table IX, for the entire earthquake and non 

earthquake zones, and the percentage variation of the weight of the steel for earthquake vs. non- earthquake 

designs shown in Table 10. 

 

Table IX Weight of the steel for the total building in different seismic zones 

Type of loading 
Weight of steel 

(Tonnes) 

Gravity loads [DL+LL] 20.92 

Zone II [DL+LL+EL] 23.62 

Zone III [DL+LL+EL] 24.76 

Zone IV [DL+LL+EL] 29.58 

Zone V [DL+LL+EL] 39.55 

 

 
Fig. 14 Quantity of the steel in all the earthquake and non earthquake zones 

 

Table X Percentage variation of the quantity of steel for earthquake and non earthquake designs 

Type of loading Percentage difference 

Gravity loads Vs Zone II 12.96 

Gravity loads Vs Zone III 18.35 

Gravity loads Vs Zone IV 41.395 

Gravity loads Vs Zone V 89.10 
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Fig14.1 Percentage variation of the steel quantity in different zones 

 

5.9 Total Cost of the Building for All the Seismic Zones: 

The total cost of the building for the design with respect to gravity loads and all the seismic zones as 

shown Table XI, and the variation of percentage of cost for non-earthquake vs. earthquake designs shown in 

Table 12. 

Table XI Cost of the building for all the earthquake and non earthquake zones 

Type of the loading Cost of the building 
Cost of the building 

Per (sft) 

Cost of the building 

Per (sq m) 

Gravity loads [DL+LL] 1,16,68,472 834/- 9115.99/- 

Zone II [DL+LL+EL] 1,19,64,319 854/- 9347.12/- 

Zone III [DL+LL+EL] 1,20,57,329 862/- 9419.78/- 

Zone IV [DL+LL+EL] 1,25,00,188 892/- 9765.77/- 

Zone V [DL+LL+EL] 1,33,71,609 995/- 10446.56/- 

 

 
Fig. 15 Cost of the building in all the zones 

 

Table XII Comparison of percentage variation of the cost for the building in earthquake and non earthquake 

designs 

Type of the loading % difference 

Gravity loads Vs Zone II 2.53 

Gravity loads  Vs Zone III 3.33 

Gravity loads  Vs Zone IV 7.12 

Gravity loads  Vs Zone V 14.59 
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Fig. 15.1 Percentage of the cost variation for the building with earthquake and without earthquake 

 

5.10 Cost Comparison Of Ductile Detailing Vs Non Ductile Detailng Of The Building: 

The cost comparison for the ductile detailing and non ductile detailing as shown in the Table 13. Hear 

the cost variation only due to the increasing of steel in ductile detailing. The variation of cost in ductile detailing 

vs. non ductile detailing is nearly 4 percent.   

 

Table XIII Steel quantity and cost difference for the building with ductile and without ductile detailing 

  Ductile Non ductile % difference  

Weight of steel 46.2 T 39.6 T 16.66  

Cost of the building  1,39,15,086.14/- 1,33,71,608.81/- 4.06  

 

VI. Conclusions 
1. The variation of support reactions in exterior columns increasing from 11.59% to 41.71% and in edge 

columns increasing from 17.72% to 63.7% in seismic Zones II to V. However the variations of support 

reactions are very small in interior columns. 

2. The volume of concrete in exterior and edge column footings is increasing in seismic zones III, IV and V 

due to increase of support reactions with the effect of lateral forces. However the variation is very small 

in interior column footings. 

3. It is observed that the weight of steel in edge column footings between gravity loads to zone II, III, IV 

and V varies as 0, 23.6, 47.9 and 98.9 % respectively. 

4. It is observed that the weight of steel in exterior column footings between gravity loads to zone II, III, IV 

and V varies as 38.1, 54.8, 70.7 and 91.04 % respectively. 

5. It is observed that the weight of steel in interior column footings between gravity loads to zone II, III, IV 
and V varies as 22.07, 42.4, 56.03, and 67.9% respectively. 

6. The percentage variation of steel in edge, exterior and interior columns varies from 0.8-3%, 0.8-3.9% and 

1.1-3.7% between gravity loads to seismic zone V respectively.  

7. The variation of percentage of steel at support sections in external beams is 0.54% to 1.23% and in 

internal beams is 0.78% to 1.4%. 

8. In the external and internal beams, the percentage of bottom middle reinforcement is almost same for 

both earthquake and non earthquake designs. 

9.  Percentage variation of total concrete quantity for the whole structure, between gravity load and seismic 

zones II, III, IV and V varies as 1.4, 1.94, 2.69 and 3.8 respectively. 

10. Percentage variation of total steel quantity for the whole structure, between gravity load and seismic 

zones II, III, IV and V varies as 12.96, 18.35, 41.39 and 89.05 respectively. 

11. It is observed that the percentage variation of cost for the whole structure, between gravity load and 
seismic zones II, III, IV and V varies as 2.53, 3.33, 7.17 and 14.59 respectively. 

12. It is observed that the cost of the building per SFT with the design for 

13. Gravity loads -----------834 /- 

14. Zone II-------------------854 /- 

15. Zone III------------------862/- 

16. Zone IV-----------------892/- 
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17. Zone V------------------995/- 

18. It is observed that the cost of the building per Sq m with the design for 

19. Gravity loads ------------9115.9/- 
20. Zone II-------------------9347.12 /- 

21. Zone III------------------9419.78/- 

22. Zone IV------------------9765.77/- 

23. Zone V------------------10446.56/- 

24. The percentage increase of steel for the whole structure with ductile detailing compared to non ductile 

detailing is 16%. 

25.  The percentage increase in cost for the whole structure with ductile detailing compared to non ductile 

detailing is 4.06% 
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I. Introduction 
This paper presents method of analysis for the framed structures of steel. The framed structure has the 

function of protecting important equipments, structures or specific areas from the damage of projectile impact. 

The affected structural member will undergo large deformation to absorb the energy brought by the projectile, 

without loss of its own integrity. The effect of an impact force on structure depends on the shape, mass, and 

velocity of the impacting body; the contact area; the structure’s dynamic response; and the material type, etc. A 

significant analysis effort is required to evaluate the behavior of a structure under impact loading. To simplify 

the design, a methodology has been developed using an equivalent static load for a framed structure under 
impact load. This method has been used in structural design and has demonstrated satisfactory results in meeting 

design criteria. [1] 

This paper work deals with behavior of framed structure under impact loading. In beginning there is 

over all study of Dynamic behavior of frame under Impact load. After that study, by using the analytical 

methods there is examination of the framed structure. Later by casting the model of frame structure there is 

experimental study by applying impact loads on it. Here impact load is created by dropping mass from desired 

height. In this work, impact load is applied on framed structure from certain height and observations are 

recorded by using FFT Analyzer and accelometer. Such successive readingsrecorded by gradually increasing 

height and the mass so that, impact will increases. Follow the same work as above for all readings. Finally, 

experimental and analytical readings are compared to draw conclusion. 

1.1 Fast Fourier Transform (FFT) 
The Fast Fourier Transform (FFT) is the powerful tool for analyzing and measuring signals from plug-

in data acquisition devices. By using FFT, you can build a lower cost measurement system and avoid the 

communication overhead of working with a stand-alone instrument. Plus, you have the flexibility of configuring 

your measurement processing to meet your needs. 

To perform FFT-based measurement, however, you must understand the fundamental issues and computations 

involved. This application note serves the following purposes. 

1.  Describes some of the basic signal analysis computations. 

2.  Discusses antialiasing and acquisition front ends for    FFT based signal analysis. 

3.  Explains how to use windows correctly. 

4.  Explains some computations performed on the    spectrum. 

5.  Shows you how to use FFT-based functions for   network measurement. 
 

The basic functions for FFT-based signal analysis are the FFT, the Power Spectrum, and the Cross 

Power Spectrum. Using these functions as building blocks, you can create additional measurement functions 

such as frequency response, impulse response, coherence, amplitude spectrum, and phase spectrum. [2] 

 

1.2 The Finite Element Method 

The finite element method (FEM) is the dominant discretization technique in structural mechanics. The 

basic concept in the physical FEM is the subdivision of the mathematical model into disjoint (non-overlapping) 

Abstract: This research work consists of a general overview of numerical analysis and dynamic 

response of framed structures under impact loading. The purpose of the work is to introduce the Finite 
Element Method which is difficult while analyzing dynamic response to framed structures. Also to 

introduce the Ansys software and it will also explain and discuss particular model cases subjected to 

various impact loadings. With these models there will be understanding of the behavior of framed 

structures showing the clear results of stress, strain and deformation developed throughout the 

structures. 

Keywords: Ansys, Deformation, Dynamic Response, Impact Loading, Numerical analysis. 
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components of simple geometry called finite elements or elements for short. The response of each element is 

expressed in terms of a finite number of degrees of freedom characterized as the value of an unknown function, 

or functions, at a set of nodal points. The response of the mathematical model is then considered to be 
approximated by that of the discrete model obtained by connecting or assembling the collection of all elements. 

 A general procedure for finite element analysis comprises of certain steps which are common to all such 

analyses, whether fluid flow, structural, heat transfer or some other problem. These steps are sometimes 

embodied in the software packages used for commercial purposes. The steps can be described as follows: 

i) Preprocessing: 

This step in general includes: 

1.  Defining the geometric domain of any problem. 

2.  Defining the type of element or elements to be used. 

3.  Defining the elemental material properties. 

4.  Defining the geometrical properties of elements such as length, area etc. 

5.  Defining the connectivities of elements. 
6.  Defining the boundary conditions. 

7.  Defining the conditions of loading. 

 

This step sometimes also referred as model definition step is critical. It can be said that a finite element 

problem which is perfectly computed is of no value if it corresponds to a wrong problem. 

ii) Solution: 

While solving the problem, FEM assembles the governing algebraic equations in matrix form and 

computes the unknown values of the primary dependent variables or field variables. These primary dependent 

variables can then be used by back substitution to compute additional, derived variables such as heat flow, 

element stresses, reaction forces etc. 

 

iii) Post processing: 
It comprises of the analysis and evaluation of the solution results. It contains sophisticated routines to 

print, sort and plot the selected results from a finite element solution. Operations that can be done include: 

1.  Checking equilibrium. 

2.  Animating the dynamic model behavior. 

3.  Plotting the deformed structural shape. 

4.  Calculating the factors of safety. 

5.  Sorting the element stresses in order of their magnitude. [3] 

 

II. Experimental Analysis 
 

2.1 Numerical Analysis 

Finite element analysis/method (FEM) is very widely used method to assess the behavior of a variety 

of structural systems. FEM views the solution region built up of many small, interconnected sub regions or 

elements. It is designed to contain the structural properties and the material which specifies how the structure 

will react under specific loading conditions. ANSYS is a suite of powerful engineering simulation programs, 

based on the finite element method that can solve problems ranging from relatively simple linear analyses to the 

most challenging nonlinear simulations.[4]-[5] 

 

2.2 Modeling of the framed structure 

To study this work, Ansys has been used to analyze the dynamic behavior of the Frame under the 

impact loadings. Thus the report successfully shows how a Frame Structure will resist impact loads or blast 

loads and bypasses the need to perform a physical experiment which is too costly and exceeds the factors of 

safety. In this experimental and analytical analysis steel frame with dimension of 0.3X0.3X0.3m and 

0.3X0.3X0.6m are used. The same work can be done by varying dimensions of the model or by increasing 

number of storey or bays. Here, the results are shown only for the model of dimensions 0.3X0.3X0.3m. The 

Density used will be set as 1800 kg/m3, also specified from the journal above and is a value used in normal test 

data. An impact loading of certain amount is to be dropped on the framed structures from some height and as 

soon as it will fall on the structure, at the same instant observe FFT analyzer and record the reading. Then by 

varying height of drop and later mass of drop, numbers of observations are to be recorded. The intensity of 

falling amount of mass (force) applied on the top of the framed structure is considered as impact load. 
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Fig. 1- Ansys Modeling of Framed Structure 
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Fig. 2- Model used for experimental work (connected with FFT analyzer) 

 

2.3 Details of loading 
 

Table 1: Total impact on the frame 

 

                        

Impact Load                                                              

Mass in Kg 

Impact load 

(N) for height 

of 0.05 m 

Impact load 

(N)  for 

height of 

0.15 m 

Impact load (N)  

for height of 

0.20 m 

Impact load 

(N)  for 

height of 

0.30 m 

Impact load 

(N) for height 

of 0.50 m 

0.1 49  147  196  294  490  

0.2 98  294  392  588  980  

0.3 147 441  588  882  1470  

0.5 245  735  980  1470 2450  

1.0 490  1470  1960  2940  4900  

1.5 735  2205  2940  4410  7350  

2.0 980  2940  3920  5880  9800  

3.0 1470  4410  5880  8820  14700  

5.0 2450  7350  9800  14700 24500  

 

III. Result And Discussion 
 

Table 2: Amplitudes recorded in ANSYS and FFT for various loads 

       

Amplitud

es in nm                                                              

Mass in 

Kg 

For height of 0.05 

m 

For height of 

0.15 m 

For height of 

0.20 m 

For height of 

0.30 m 

For height of 

0.50 m 

Ansys FFT Ansy

s 

FFT Ans

ys 

FFT Ansy

s 

FFT Ansys FFT 

0.1 - - 75 110 100 110 150 172 250 242 

0.2 - - 150 172 200 200 300 312 501 521 

0.3 75 110 225 229 300 312 451 434 752 757 

0.5 125 115 376 380 501 521 752 757 1254 1230 

1.0 250 242 752 757 1000 1120 1505 1480 2509 2510 

1.5 376 380 1129 1130 1505 1480 2258 2240 3764 3420 

2.0 500 521 1505 1480 2007 2180 3011 2750 5018 5330 

3.0 752 757 2258 2240 3011 2750 4516 4490 7528 6520 

5.0 1254 1230 3764 3420 5018 5330 7528 6520 12547 - 
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The above table shows the amplitudes for the loadings given in table 1 as above, by varying height of 

drop, for the model 0.3X0.3X0.3 m.  

The following graphs show the variation in amplitudes for the various drops of heights and various loadings 
shown in tables 1 and 2. The variation is between ANSYS results and FFT results recorded in table 2. 

 

 
Fig.3: Graphical variation for the amplitude by FFT and ANSYS for model 0.3x0.3x0.3 for height 5 cm 

 

 
Fig.4: Graphical variation for the amplitude by FFT and ANSYS for model 0.3x0.3x0.3 for height 15 cm 

 

 
 

Fig.5: Graphical variation for the amplitude by FFT and ANSYS for model 0.3x0.3x0.3 for height 20 cm 
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Fig.6: Graphical variation for the amplitude by FFT and ANSYS for model 0.3x0.3x0.3 for height 30 cm 

 

 
 

Fig.7: Graphical variation for the amplitude by FFT and ANSYS for model 0.3x0.3x0.3 for height 50 cm 
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Fig.8 -Amplitude/deformation under 1.0 kg and 2.0 kg impact load for height 0.05 m by ANSYS 

 

     
Fig.9-Equivalent elastic stresses 

 

       
Fig.10-Equivalent elastic strains 
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IV. Conclusion 
1.  The impact pressure develops larger kinetic energy in the structure which ultimately produces large amount 

of displacement in the structure. 

2.  The duration of the impact load, the maximum amount of impact and the maximum midspan deflection are 

directly proportional to the height of drop of load. 

3.  The flexural rigidity of the structure affects the duration of the impact load, the maximum amount of impact 

and the maximum midspan deflection. 

4.  The results produced by using Ansys software are too closed to the experimental results. 

5.  Finite element method by using Ansys software is capable of investigating the possible damage modes of 

RC frame subjected to impact loading. 

 

V. Future Scope 
There is a scope of carrying out same project work for the frame made up of different material. The 

drop of height and the number of bays and storeys may also vary. One can apply the lateral loading to the 

structure as it may suppose to expose earthquake loading, wind loading etc. 
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I. INTRODUCTION 
In 1963 Levine [1] introduced the concepts of semi-open sets and semi-continuity in topological 

spaces.  Levine [2] also defined and studied generalized closed sets as a generalization of closed sets. Dunham 

[3] introduced the concept of generalized closure using Levine's generalized closed sets and defined a new 

topology τ* and studied its properties. Njastad [4] introduced the concept of α-open sets in 1965. In 2000  

Navalagi [5] introduced the concept of semi α-open sets by considering α-open set instead of open set in the 

definition of semi-open set. Hakeem A. Othman [6] introduced and studied various concepts concerning semi 

α-open sets. Since then, various notions of semi α-open sets have been studied.  Pasunkili Pandian [7] defined 

and studied semi*-preclosed sets and investigated its properties. The authors [8] have recently introduced the 

concept of semi*α-open sets and investigated its properties in the light of already existing concepts and results 

in topology. The semi*α-interior of a subset has also been defined and its properties studied. 

In this paper, we define a new class of sets, namely semi*α-closed sets, as the complement of semi*α-

open sets. We further show that the class of semi*α-closed sets is placed between the class of α-closed sets and 

the class of semi α-closed sets. We find characterizations of semi*α-closed sets. We investigate fundamental 

properties of semi*α-closed sets. We also define the semi*α-closure of a subset. We also study some basic 

properties of semi*α-closure. Further we define the semi*α-derived set of a subset and investigate its 

properties. 

 

II. Preliminaries 
Throughout this paper (X, τ) will always denote a topological space on which no separation axioms 

are assumed, unless explicitly stated. If A is a subset of the space (X, τ), Cl(A) and Int(A) denote the closure 

and the interior of A respectively. Also 𝓕 denotes the class of all closed sets in the space (X, τ). 

Definition 2.1: A subset A of a space X is  

(i) generalized closed (briefly g-closed) [2] if Cl(A)⊆U whenever A⊆U and U is open in X. 

(ii) generalized open (briefly g-open) [2] if X\A is g-closed in X. 

Definition 2.2: If A is a subset of X,  

(i) the generalized closure [3] of A is defined as the intersection of all g-closed sets in X containing A and is 

denoted by Cl*(A). 

(ii) the generalized interior of A is defined as the union of all g-open subsets of A and is denoted by Int*(A). 

Definition 2.3: A subset A of a topological space (X, τ) is   

(i) semi-open [1] (resp. semi*-open [9] ) if there is an open set U in X such that U⊆A⊆Cl(U) (resp. 

U⊆A⊆Cl*(U)) or equivalently if A⊆Cl(Int(A)) (resp. A⊆Cl*(Int(A))).  

(ii) α-open[4] (resp. preopen [10]) if A⊆Int(Cl(Int(A)) ( resp. A⊆Int(Cl(A)) ).  

Abstract:  In general topology many strong and weak forms of open and closed sets have been defined 

and studied. Govindappa Navalagi introduced the concept of semi α-open sets which is a weaker form of 

α-open sets. Semi*α-open set is defined  analogously by replacing the closure operator by the 

generalized closure operator due to Dunham in the definition of semi α-open sets. In this paper we 

introduce a new class of sets, namely semi*α-closed sets, as the complement of semi*α-open sets. We 

find characterizations of semi*α-closed sets. We also define the semi*α-closure of a subset. Further we 

investigate fundamental properties of the semi*α-closure. We define the semi*α-derived set of a subset 

and study its properties.  

Keywords: semi α-open set, semi α-closed set, semi*α-open set, semi*α-interior, semi*α-closed set, 

semi*α-closure.  
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(iii) semi α-open [5] (resp. semi*α-open [8] )if there is an α-open set U in X such that U⊆A⊆Cl(U) (resp. 

U⊆A⊆Cl*(U) or equivalently if ACl(Int(Cl(Int(A))))(resp.  ACl*(αInt(A).) 

(iv) semi-preopen [11](resp. semi*-preopen [7] ) if A⊆Cl(Int(Cl(A))) (resp. A⊆Cl*(pInt(A)) ).  

(v) semi-closed  [12](resp. semi*-closed[13], preclosed [10], -closed [4] , semi α-closed [6] and 

semi*preclosed[7] ) if Int(Cl(A))⊆A (resp. Int*(Cl(A))⊆A, Cl(Int(A)⊆A, Cl(Int(Cl(A)))⊆A , 

Int(Cl(Int(Cl(A))))A and Int*(pCl(A))⊆A). 

The class of all semi-open (resp. α-open, semi-closed, preclosed, semi-preclosed, semi*-preclosed, semi*-open 

and semi*-closed) sets is denoted by SO(X, τ) (resp.   αO(X,) or α, SC(X, τ), PC(X, τ), SPC(X, τ), S*PC(X, τ), 

S*O(X, τ) and S*C(X, τ)). 

Definition 2.4.[13] Let A⊆X. An element x∈X is called a semi*-limit point of A if every semi*-open set in X 

containing x intersects A \{x}. 

Definition 2.5.[13] The set of all semi*-limit points of A is called the semi*-derived set of A and it is denoted 

by Ds*(A). 

The other forms of derived sets are similarly defined. The derived set, semi-derived set, pre-derived set, α-

derived set, semi α-derived set, semi*α-derived set, semi*pre-derived set and semi-pre-derived set of A are 

respectively denoted by D[A], sD[A], pD[A], αD[A], sαD[A], s*αD[A], s*pD[A], and  spD[A]. 

Definition 2.6: [2] A topological space X is T1/2 if every g-closed set in X is closed. 

Definition 2.7: A topological space (X, α) is called an α-structure if αO(X,)=. 

Definition 2.8: [3] If (X, τ) is a topological space, let τ* be the topology on X defined by the Kuratowski 

closure operator Cl*. That is, τ*={U⊆X : Cl*(X\U)=X\U}. 

Theorem 2.9: [3] If (X, τ) is a topological space, then (X, τ*) is T1/2.  
Definition 2.10: [14] A space X is locally indiscrete if every open set in X is closed. 

Definition 2.9: [14] A space X is extremally disconnected if the closure of every open set in X is open. 

Definition 2.11: [15] The topology on the set of integers generated by the set S of all triplets of the form {2n-1, 

2n, 2n+1} as sub base is called the Khalimsky topology and it is denoted by κ. The digital line equipped with 

the Khalimsky topology is called the Khalimsky line. The topological product of two Khalimsky lines (ℤ, κ) is 

called the Khalimsky plane (ℤ2, κ2). 

Theorem 2.12: [8] In any topological space, 

(i)  Every α-open set is semi*α-open. 

(ii) Every open set is semi*α-open.  

(iii) Every semi*-open set is semi*α-open. 

(iv) Every semi*α-open set is semi α-open. 

(v) Every semi*α-open set is semi*-preopen. 

(vi) Every semi*α-open set is semi-preopen. 

(vii) Every semi*α-open set is semi-open. 

Theorem 2.13: [8] If A is a subset of a topological space, then the following statements are equivalent: 

(i) A is semi*α-open.  

(ii) ACl*(αInt(A)).  

(iii) Cl*(A)=Cl*(αInt(A)). 

Theorem 2.14: [8] In any topological space, arbitrary union semi*α-open sets is semi*α-open. 

Theorem 2.15: [8] If A is semi*α-open in X and B is open in X, then A∩B is semi*α-open in X. 

Theorem 2.16: [8] If A is semi*α-open in X and BX is such that αInt(A)BCl*(A). Then B is semi*α-open. 

Theorem 2.17:[8]If A is any subset of a topological space X, then s*αInt(A) is precisely the set of all semi*α-

interior points of A. 

Remark 2.18:[8] : (i)If (X, τ) is a locally indiscrete space,  

τ =αO(X, τ)= S*αO(X, τ) = SαO(X, τ)=S*O(X,)=SO(X, τ). 

(ii) In an α-structure semi*α-open sets and semi*-preopen sets coincide. 

(iii) In an extremally disconnected space, the semi*α-open sets and the semi*-preopen sets coincide. 

 

III. Semi*α-Closed Sets 
 

Definition 3.1. The complement of a semi*α-open set is called semi*α-closed. The class of all semi*α-closed 

sets in (X, τ) is denoted by S*αC(X, τ) or simply S*αC(X). 

Definition 3.2. A subset A of X is called semi*α-regular if it is both semi*α-open and semi*α-closed. 

Theorem 3.3. For a subset A of a topological space X, the following statements are equivalent: 

(i)    A is semi*α-closed. 
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(ii) There is an α-closed set F in X such that Int*(F)⊆A⊆F.  

(iii)   Int*(αCl(A))⊆A. 

(iv)  Int*(αCl(A))=Int*(A). 

(v)  Int*(A∪Cl(Int(Cl(A))))=Int*(A). 

Proof: (i)⟹(ii): Suppose A is semi*α-closed. Then X\A is semi*α-open. Then by Definition 2.3(iii), there is an 

α-open set U in X such that U⊆X\A⊆Cl*(U). Taking the complements we get, X\U⊇A⊇X\Cl*(U). Since for 

any subset U in the space X, we have Int*(X\U)=X\Cl*(U). Therefore F⊇A⊇Int*(F) where F=X\U is α-closed 

in X.   

(ii)⟹(iii): By assumption, there is an α-closed set F such that Int*(F)⊆A⊆F. Since AF and F is α-closed, 

we have αCl(A)F. Hence Int*(αCl(A)) Int*(F)⊆A.   

(iii)⟹(iv): By assumption, Int*(αCl(A))⊆A. This implies that Int*(αCl(A))⊆Int*(A). Since it is true that 

A⊆αCl(A), we have Int*(A)⊆Int*(αCl(A)). Therefore Int*(αCl(A))=Int*(A).    

(iv)⟹(i): If Int*(αCl(A))=Int*(A), then taking the complements, we get X\Int*(αCl(A))=X\Int*(A). Hence 

Cl*(αInt(X\A))=Cl*(X\A). Therefore by Theorem 2.13., X\A is semi*α-open and hence A is semi*α-closed.  

(iv)⟺(v): Follows from the fact that for any subset A, αCl(A)=A∪Cl(Int(Cl(A)))  

Theorem 3.4. If a subset A of a topological space X is semi*α-closed, then the following statements hold: 

(i) There is a closed set H in X such that Int*(Cl(Int(H)))⊆A⊆H. 

(ii) There is a closed set H in X such that Int*(sInt(H))⊆A⊆H. 

(iii) There is a closed set H in X such that Int*(H∩Cl(Int(H)))⊆A⊆H. 

(iv)   Int*(Cl(Int(Cl(A))))⊆A.  

Proof:(i) Since A is semi*α-closed, from Theorem 3.3 there is an α- closed set F such that Int*(F)⊆A⊆F. 

Since F is α-closed, there is a closed set H such that Cl(Int(H)))⊆A⊆H. This proves (i) 

(ii) follows from (i) and from the fact that for any closed set H, sInt(H)=Cl(Int(H))                                                                                 

(iii) follows from (ii) since for any set H, sInt(H)=H∩Cl(Int(H)) 

(iv) Follows from (i) since H is closed. 

Remark 3.5. (i) In any topological space (X, τ), ϕ  and X are semi*α-closed sets. 

(ii)  In a T1/2 space, the semi*α-closed sets and the semi-α-closed sets coincide. In particular, in the Khalimsky 

line and in the real line with usual topology the semi*α-closed sets and the semi-α-closed sets coincide.  

Theorem 3.6. Arbitrary intersection of semi*α-closed sets is also semi*α-closed. 

Proof: Let {Ai} be a collection of semi*α-closed sets in X. Since each Ai is semi*α-closed, X\Ai is semi*α-

open. By Theorem 2.14, X\(∩Ai)=
 ∪(X\Ai) is semi*α-open. Hence ∩Ai is semi*α-closed.                     

Corollary 3.7. If A is semi*α-closed and U is semi*α-open in X, then A\U is semi*α-closed. 

Proof: Since U is semi*α-open, X\U is semi*α-closed. Hence by Theorem 3.6, A\U=A∩(X\U) is semi*α-closed.                                                                                                                       

Remark 3.8. Union of two semi*α-closed sets need not be semi*α-closed as seen from the following examples. 

Example 3.9: In the space (X, τ), where X = {a, b, c, d} and τ ={, {a}, {b}, {a, b}, {a, b, c }, X}, the subsets 

{a, c, e} and {b, c, e} are semi*α-closed but their union {a, b, c, e} is not semi*α-closed. 

Example 3.10:  Let X= {1, 2}×{1, 2, 3} be given the subspace topology of the digital plane. In X, the subsets  

A={(1, 1), (1, 2), (2, 1), (2, 3)} and  B={(1, 2), (1, 3), (2, 1), (2, 3)} are semi*α-closed but A∪B is not  semi*α-

closed. 

Theorem 3.11. If A is semi*α-closed in X and B is closed in X, then A∪B is semi*α-closed. 

Proof: Since A is semi*α-closed, X\A is semi*α-open in X. Also X\B is open. By Theorem 2.15, 

(X\A)∩(X\B)=X\(A∪B)  is semi*α-open in X. Hence A∪B is semi*α-closed in X.   

Theorem 3.12. In any topological space, 

(i)  Every α-closed set is semi*α-closed. 

(ii)  Every closed set is semi*α-closed. 

(iii) Every semi*-closed set is semi*α-closed. 

(iv) Every semi*α-closed set is semi-α-closed. 

(v)  Every semi*α-closed set is semi*-preclosed. 

(vi) Every semi*α-closed set is semi-preclosed. 

(vii) Every semi*α-closed set is semi-closed. 

Proof: (i) Let A be α-closed. Then X\A is α-open. By Theorem 2.12(i), X\A is semi*α-open. Hence A is semi*α-

closed. (ii) follows from (i) and the fact that every closed set is α-closed. To prove (iii) let A be a semi*-closed 

set in X. Then X\A is semi*-open in X. By Theorem 2.12(iii) X\A is semi*α-open. Hence A is semi*α-closed in 

X. To prove (iv) let A be semi*α-closed, then X\A is semi*α-open. By Theorem 2.12(iv), X\A is semi-α-open. 
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Hence A is semi-α-closed. Let A be a semi*α-closed set in X. Then X\A is semi*α-open in X. By Theorem 

2.12(v) X\A is semi*-preopen. Hence A is semi*-preclosed in X. This proves (v). The statement (vi) follows 

from (v) and the fact that every semi*-preclosed set is semi-preclosed. (vii) follows from Theorem 2.12(vii).   

Remark 3.13: The converse of each of the statements in Theorem 3.12 is not true. 

Remark 3.14. From the discussions above we have the following diagram 

                 

 semi*-closed              semi-closed  

       

                                               g-closed  

                                

     Closed                  α-closed                semi*α-closed             semi-α-closed            semi-preclosed 

  

              

             pre-closed                       semi*-preclosed 

 

Relationship  Diagram for Semi*α-Closed Sets 

 

Corollary 3.15. (i)If A is semi*α-closed and F is α-closed in X, then A∩F is semi*α-closed in X. 

(ii) If A is semi*α-closed and F is closed in X, then A∩F is semi*α-closed in X. 

(iii)If A is semi*α-closed and U is open in X, then A\U is semi*α-closed in X. 

Proof: (i) Since F is α-closed, by Theorem 3.12(i) F is semi*α-closed. Then by Theorem 3.6, A∩F is semi*α-

closed.                                               

(ii)Since F is closed, by Theorem 3.11(ii), F is semi*α-closed. Then by Theorem 3.6, A∩F is semi*α-closed.                                  

(iii)Since U is open in X, its complement X\U is closed in X. From (i), A\U=A∩(X\U) is semi*α-closed .                                                                                                          

Theorem 3.16. In any topological space (X, τ),   

(i)   𝓕 αC(X, τ)S*αC(X, τ) SαC(X, τ)SPC(X, τ)  

(ii)  𝓕 αC(X, τ) S*αC(X, τ)  S*PC(X, τ) SPC(X, τ)    

(iii)  𝓕 αC(X, τ) S*αC(X, τ)  SC(X, τ) SPC(X, τ)   and   

(iv) 𝓕 S*C(X, τ) S*αC(X, τ)  SαC(X, τ) SPC(X, τ).  

Proof: Follows from Theorem 3.11 and from the facts that every closed set is α-closed, every semi-closed set is 

semi-preclosed, every closed set is semi*-closed, every semi α-closed set is semi-preclosed and every semi*-

preclosed set is semi-preclosed.                                                                                             

Remark 3.17. (i) If (X, τ) is a locally indiscrete space, then 𝓕=αC(X, τ)= S*αC(X, τ) = SαC(X, τ)=S*C(X,)=       

SC(X, τ). 

(ii) In the Sierpinski space (X, τ), where X={a, b} and τ={, {a}, X}, 𝓕=αC(X, τ)=S*C(X, τ)=SC(X, τ)=         

S*αC(X, τ)=SαC(X, τ)=PC(X, τ)=S*PC(X, τ)=SPC(X, τ) .  

(iii) If (X, τ) is extremally disconnected, S*αC(X, τ)=S*PC(X, τ). 

(iv) If  (X, τ) is an α-structure,  S*αC(X, τ) = S*C(X,)        

(v) The inclusions in Theorem 3.16 involving S*α(X,) may be strict and equality may also hold. This can be 

seen from the following examples. 

Remark 3.18. The concept of semi*α-closed set is independent of each of the concepts of g-closed sets and 

pre-closed sets. 

Theorem 3.19. If A is semi*α-closed in X and B be a subset of X such that Int*(A)⊆B⊆αCl(A), then B is 

semi*α-closed in X. 

Proof: Since A is semi*α-closed, X\A is semi*α-open. Now Int*(A)⊆B⊆αCl(A) which implies 

X\Int*(A)⊇X\B⊇  

X\ αCl(A). That is, Cl*(X\A)⊇X\B⊇αInt(X\A). Therefore by Theorem 2.16, X\B is semi*α-open. Hence B is 

semi*α-closed. 

Theorem 3.20. Let C be a collection of subsets in X satisfying (i) αC(X) ⊆C (ii) If AC and D⊆X  is such 

that Int*(A)⊆D⊆αCl(A) imply that DC. Then S*αC(X)⊆C. Thus S*αC(X) is the smallest collection of 

subsets of X satisfying the conditions (i) and (ii). 

Proof: By Theorem 3.16(i), S*αC(X) satisfies (i) and by Theorem 3.19, S*αC(X) satisfies (ii). Further if 

AS*αC(X), then by Theorem 3.3, there is an α-closed set F in X such that    Int*(F)⊆A⊆F. By (i),  FC. 

Since F is α-closed, αCl(F)=F . Therefore Int*(F)⊆A⊆αCl(F). Hence by (ii), AC. Thus S*αC(X)⊆C. This 

shows that S*αC(X) is the smallest collection of subsets of X satisfying (i) and (ii). 
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IV. Semi*α-Closure Of A Set 
 

Definition 4.1. If A is a subset of a topological space X, the semi*α-closure of A is defined as the intersection 

of all semi*α-closed sets in X containing A. It is denoted by s*αCl(A). 

Theorem 4.2. If A is any subset of a topological space (X, τ), then s*αCl(A) is semi*α-closed. In fact s*αCl(A) 

is the smallest semi*α-closed set in X containing A. 

Proof:  Since s*αCl(A) is the intersection of all semi*α-closed supersets of A, by Theorem 3.6, it is semi*α-

closed and is contained in every semi*α-closed set containing A and hence it is the smallest semi*α-closed set 

in X containing A.                                                                                         

Theorem 4.3. Let A be a subset of a topological space (X, τ). Then A is semi*α-closed if and only if 

s*αCl(A)=A. 

Proof: If A is semi*α-closed, then s*αCl(A)=A is obvious. Conversely, let s*αCl(A)=A. By Theorem 4.2, 

s*αCl(A) is semi*α-closed  and hence A is semi*α-closed.                                     

Theorem 4.4. (Properties of Semi*α-Closure) 

In any topological space (X, τ), the following results hold: 

(i)   s*αCl()=. 

(ii)   s*αCl(X)=X. 

If A and B are subsets of X, 

(iii)   A⊆s*αCl(A). 

(iv)   A⊆B⟹s*αCl(A)⊆s*αCl(B). 

(v)   s*αCl(s*αCl(A))=s*αCl(A).  

(vi)   A⊆spCl(A)⊆sαCl(A)⊆s*αCl(A)⊆αCl(A)⊆Cl(A). 

(vii)   A⊆spCl(A)⊆sαCl(A)⊆s*αCl(A)⊆s*Cl(A)⊆Cl(A). 

(viii)  A⊆spCl(A)⊆sCl(A)⊆s*αCl(A)⊆αCl(A)⊆Cl(A). 

(ix)   A⊆spCl(A)⊆s*pCl(A)⊆s*αCl(A)⊆αCl(A)⊆Cl(A). 

(x)   s*αCl(A∪B)⊇s*αCl(A)∪s*αCl(B). 

(xi)   s*αCl(A∩B)⊆s*αCl(A)∩s*αCl(B). 

(xii)   Cl(s*αCl(A))=Cl(A). 

(xiii)   s*αCl(Cl(A))=Cl(A). 

(xiv) If (X, τ) is an α-structure and A⊆X, then s*Cl(A)=s*αCl(A). 

(xv) If (X, τ) is extremally disconnected and A⊆X, then s*pCl(A)=s*αCl(A). 

(xvi) If (X, τ) is a locally indiscrete space and A⊆X, then Cl(A)=αCl(A)=s*Cl(A)=s*αCl(A)=sαCl(A)= 

sCl(A) 

Proof: (i), (ii), (iii) and (iv) follow from Definition 4.1. From Theorem 4.2  s*αCl(A) is semi*α-closed and 

from Theorem 4.3 s*αCl(s*αCl(A))=s*αCl(A).This proves (v). Clearly (vi), (vii), (viii) and (ix) follow from 

Theorem 3.12.  Now (x) and (xi) follow from (iv) and set theoretic properties. From (iii), we have A⊆s*αCl(A) 

and hence Cl(A)⊆Cl(s*αCl(A)). Also from (vi), we have Cl(A)⊇s*αCl (A) and hence Cl(A)⊇Cl(s*αCl(A)). 

Therefore Cl(s*αCl(A))=Cl(A). This proves (xii). Now statement (xiii) follows from the fact that Cl(A) is 

closed and hence by Theorem 3.12(ii), Cl(A) is semi*α-closed and by Theorem 4.3, s*αCl(Cl(A))=Cl(A).         

Remark 4.5. In Theorem 4.4, the inclusions may be strict and equality may also hold. 

Theorem 4.6. Let A⊆X and let xX. Then xs*αCl(A) if and only if  every semi*α-open set in X containing x 

intersects A.  

Proof: Let us prove the contra positive of the theorem. Suppose xs*αCl(A). Then xX\s*αCl(A)=X\∩{F: 

A⊆F and F is semi*α-closed in X}=∪{X\F: A⊆F and F is semi*α-closed in X} and so xX\F for some 

semi*α-closed set F containing A. Hence X\F is a semi*α-open set containing x that does not intersect A. On 

the other hand, suppose there is a semi*α-open set U containing x that is disjoint from A. Then X\U is a 

semi*α-closed set containing A. Therefore by Definition 4.1 s*αCl(A)⊆X\U. Hence xs*αCl(A). Thus 

xs*αCl(A) if and only if  there is a semi*α-open set containing x that does not intersect A. This proves the 

theorem.     

Theorem 4.7. If A is a subset of X, then  

(i)  s*αCl(X\A)=X\s*αInt(A). 

(ii)  s*αInt(X\A)=X\s*αCl(A). 

Proof: (i)   Let xX\s*αInt(A).Then xs*αInt(A).This implies that x does not belong to any 
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 semi*α-open subset of A. Let F be a semi*α-closed set containing X\A. Then X\F is a semi*α-open set 

contained in A. Therefore xX\F and so xF. Thus x belongs to every semi*α-closed set containing X\A. 

Hence xs*αCl(X\A). Therefore X\s*αInt(A)⊆s*αCl(X\A). On the other hand, let xs*αCl(X\A). Then x does 

not belong to any semi*α-open subset of A. On the contrary, suppose there exists a semi*α-open subset U of A 

containing x. Then X\U is a semi*α-closed set that contains X\A but not x. This contradiction proves that 

xs*αInt(A). Thatis, xX\s*αInt(A). Hence s*αCl(X\A)⊆ X\s*αInt(A). This proves (i). Clearly statement (ii) 

can be proved from (i) by replacing A by X\A and taking the complements on both sides.            

Theorem 4.8. Let D be a subset of a topological space (X,). Then the following statements are equivalent:  

 i) D is dense in (X, α).  

ii) s*αCl(D)=X. 

iii) If F is a semi*α-closed subset of X containing D, then F=X 

iv) For each xX, every semi*α-open set containing x intersects D. 

v)  s*αInt(X\D)=.  

Proof: (i)⟹(ii): Let D be dense in (X, α) and let xX. Let A be a semi*α-open set in X containing x. Then by 

Definition 2.3, there exists an α-open set U such that U⊆A⊆Cl*(U). Since D is dense in (X, α), U∩D≠ and 

hence A∩D≠. Thus every semi*α-open set in X containing x intersects D. Therefore by Theorem 4.6, 

xs*αCl(D). Hence s*αCl(D)=X.  

(ii)⟹(i): Suppose s*αCl(D)=X. Then by Theorem 4.4(vi), X=s*αCl(D)⊆αCl(D)⊆X. Hence αCl(D)=X. That 

is, D is dense in (X, α).             

(ii)⟹(iii): Let F be a semi*α-closed subset of X containing D. Then X=s*αCl(D)⊆s*αCl(F)=F which implies 

F=X.   

(iii)⟹(ii): Since s*αCl(D) is a semi*α-closed set containing D, by (iii)s*αCl(D)=X. 

(ii)⟹(iv): Let xX. Then xs*αCl(D). By Theorem 4.6, every semi*α-open set containing x intersects D.  

(iv)⟹(ii): Let xX. Then every semi*α-open set containing x intersects D. By Theorem 4.6, xs*αCl(D). 

Hence s*αCl(D)=X. 

(iv)⟹(v): If possible, let xs*αInt(X\D). Then s*αInt(X\D) is a nonempty s*α-open set containing x. From 

(iv), D∩(X\D)≠. This contradiction proves (v). 

(v)⟹(ii):Suppose s*αInt(X\D)=. By Theorem 4.7(ii), X\s*αCl(D)=. Hence s*αCl(D)=X.       

Remark 4.9: If  (X, τ) is an α-structure, then D is dense in X if and only if s*αCl(D)=X . 

Theorem 4.10. If A is a subset of a topological space X, 

(i)   s*αCl(A)=A∪Int*(αCl(A)). 

(ii)  s*αInt(A)=A∩Cl*(αInt(A)).  

Proof:(i) Now Int*(αCl(A∪Int*(αCl(A))))=Int*(αCl(A)∪αCl(Int*(αCl(A))))=Int*(αCl(A))⊆A∪Int*(αCl(A)).  

Then by Theorem 3.3, A∪Int*(αCl(A)) is a semi*α-closed set containing A. Hence by Theorem 4.2, s*αCl(A)⊆ 

A∪Int*(αCl(A)). Since s*αCl(A) is semi*α-closed , by invoking Theorem 3.3, we get  Int*(αCl(A))⊆ 

Int*(αCl(s*αCl(A)))⊆ s*αCl(A).Therefore A∪Int*(αCl(A))⊆s*αCl(A). This proves (i). Clearly (ii) follows 

from (i) by replacing A by X\A and taking the complements on both sides and applying Theorem 4.7. 

 

V. Semi*α-Derived Set 
 

Definition 5.1. Let A⊆X. An element x∈X is called a semi*α-limit point of A if every semi*α-open set in X 

containing x intersects A \{x}. 

Definition 5.2. The set of all semi*α-limit points of A is called the semi*α-Derived set of A. 

It is denoted by Ds*α(A). 

Lemma 5.3. If A⊆X, then Ds*α(A)⊆s*αCl(A). 

Proof: Follows from Definition 5.1 and Theorem 4.6 

Theorem 5.4. If A⊆X, then s*αCl(A)=A∪Ds*α(A). 

Proof: By definition, A⊆s*αCl(A). By Lemma 5.2, we have Ds*α(A)⊆s*αCl(A). Thus A∪Ds*α(A)⊆s*αCl(A). 

On the other hand, let xs*αCl(A). If xA, then xA∪Ds*α(A). Suppose xA. We claim that x is a semi*α-limit 

point of A. Let U be a semi*α-open set containing x. Then by Theorem U intersects A. Since xA, U intersects 

A\{x} and hence xDs*α(A). Therefore s*αCl(A)⊆A∪Ds*α(A). This proves the theorem.                        

Corollary 5.5. A subset A of X is semi*α-closed if and only if A contains all its semi*α-limit points. That is, A 

is semi*α-closed if and only if Ds*α(A)⊆A. 
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Proof: By Theorem 5.4, s*αCl(A)=A∪Ds*α(A) and by Theorem 4.3, A is semi*α-closed if and only if 

s*αCl(A)=A. Hence A is semi*α-closed if and only if Ds*α(A)⊆A.               

Theorem 5.6. (Properties of Semi*α-Derived Set) 

In any topological space (X, τ) the following statements hold. 

If A and B are subsets of X, 

(i)  A⊆B⟹Ds*α(A)⊆Ds*α(B).  

(ii) Dsp(A)⊆Dsα(A)⊆Ds*α(A)⊆Dα(A)⊆D(A). 

(iii) Dsp(A)⊆Ds*p(A)⊆Ds*α(A)⊆Dα(A)⊆D(A). 

(iv) Dsp(A)⊆Dsα(A)⊆Ds*α(A)⊆Ds*(A)⊆D(A). 

(v) Dsp(A)⊆Ds(A)⊆Ds*α(A)⊆Dα(A)⊆D(A). 

(vi)  Ds*α(Ds*α(A))\A⊆Ds*α(A).  

(vii) Ds*α(A∪B)⊇Ds*α(A)∪Ds*α(B).  

(viii) Ds*α(A⋂B)⊆Ds*α(A)⋂Ds*α(B).  

(ix) Ds*α(A∪Ds*α(A))⊆A∪Ds*α(A). 

(x)  s*αInt(A)=A\Ds*α(X\A).  

(xi) If (X, τ) is an α-structure, then Ds*α(A)=Ds*(A). 

(xii) If (X, τ) is an extremally disconnected space, then Ds*α(A)=Ds*p(A). 

(xiii) If (X, τ) is a locally indiscrete space and A⊆X, then D[A]=αD[A]=s*D[A]=s*αD[A]=sαD[A]= sD[A] 

 Proof: (i) follows from the definition. 

(ii), (iii), (iv) and  (v) follow from Theorem 2.12 and from definitions.   

(vi) Let xDs*α(Ds*α(A))\A and U be a semi*α-open set containing x. Then   U∩(Ds*α(A)\{x})≠. Let 

yU∩(Ds*α(A)\{x}). Then x≠yU and yDs*α(A). Hence U∩(A\{y})≠. If z U∩(A\{y}), then z≠x and 

U∩(A\{x})≠ which shows that xDs*α(A). This proves (vi). 

(vii) Since A⊆A∪B, by (i), Ds*α(A)⊆Ds*α(A∪B). Similarly Ds*α(B)⊆Ds*α(A∪B). Hence 

Ds*α(A)∪Ds*α(B)⊆Ds*α(A∪B). This proves (vii).The proof for (viii) is similar.  

By Theorem 5.4, A∪Ds*α(A)=s*αCl(A) which is semi*α-closed by Theorem 4.3. From Corollary 5.5, we have 

Ds*α(A∪Ds*α(A))⊆A∪Ds*α(A).This proves (ix). Let xA\Ds*α(X\A). Then xDs*α(X\A) which implies there is a 

semi*α-open set U containing x such that U∩((X\A)\{x})=. Since x∈A, U∩(X\A)= which implies U⊆A. 

Then xU⊆A and hence  xs*αInt(A). On the other hand if xs*αInt(A) then s*αInt(A) is a semi*α-open set 

containing x and contained in A. Hence s*αInt(A)∩(X\A)= which implies xDs*α(X\A). Thus 

s*αInt(A)⊆A\Ds*α(X\A). This proves (x). The statements (xi), (xii) and (xiii) follow from Remark 2.18.            

            

Remark 5.7. It can be seen that the inclusions in Theorem 5.6 may be strict and equality may hold as well.  

 

VI. Conclusion 
The newly defined concept of semi*α-closed sets is shown to be weaker than the concepts of α-closed 

sets and semi*-closed sets but stronger than the concepts of semi α-closed sets, semi-closed sets and semi*-

preclosed sets. Explict expressions for semi*α-closure and semi*α-interior of a subset have been found. The 

properties of semi*α-border, semi*α-frontier and semi*α-exterior have been investigated. 
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I. Introduction 
Components of power plant boiler are exposed to elevated temperatures, aggressive environment, 

creep, fatigue, and other damage mechanisms that can cause degradation, deformation or cracking of 

components. Under such conditions microstructure and mechanical properties of metallic materials degrade, 

causing sometimes significant reduction of high-temperature components life. The steel 14MoV6-3 concept 

goes back to the dawn of creep resistant steels. Experiments with single alloy molybdenum-vanadium steel go 

back to the time prior to World War II and this steel appears to have stood the test already during the war. The 

difficult post-war supply situation contributed essentially to the evolution of this low-alloy, but cheap steel of 

the West German Edelstahl and Roehren werke. Creep rupture strength of steel 14MoV6-3 was clearly superior 

to that of the higher alloyed steel 10CrMoV9-10 which was adopted in West Germany, [1]. Because of 
microstructure evolution and degradation of properties of this steel in exploitation the inspection measures 

should be planned and started depending on evaluation of the exhaustion degree. According to the German 

Codes VGB-R 509L and TRD 508 the start or extended material inspection is required after about 70.000 h for 

steel  14MoV6-3 and about 100.000 h of exploitation for the other heat-resistant steels, [2]. Investigated material 

14MoV6-3 is taken from the Unit 5 main steamline (ø245×28mm) that was in exploitation 156194.207 hours at 

steam temperature 540 °C and steam pressure 13,5MPa, in thermal power plant in india. Samples of streamline 

exploited material 14MoV6-3 were cut in 2008 because of residual life estimation and microstructure inspection 

was a just part of overall investigation conducted on this material. Virgin material used for comparing of 

investigated properties was also cut from the same steam line material 14MoV6-3 (ø245×28mm).  

 

II. Microstructure Evolution According To Technical Norms 
Metallographic methods have been developed that can correlate either cavitations evolution or changes 

in carbide spacing with creep-life expenditure. It has been observed that, in many structural applications, 

cavitation is the principal damage mechanism in brittle zones, and high-stress regions in the base metal. In other 

cases, carbide coarsening can provide a better indication of life consumption, [3]. The determination of the 

structural condition and materials exhaustion of creep exposed power plant components is increasingly carried 

out by field metallographic, examining the relevant components. VGB-TW 507 represents guideline for the 

assessment of microstructure and damage development of creep exposed materials for pipes and boiler 

components. The microstructure is primarily dependent on the operating temperature, while the damage is 

mainly controlled by stress or strain. This guideline is therefore restricted to creep exposed components. 
Depending upon the provision of materials it was anticipated to present microstructures of pipes, bends, fittings 

Abstract: Metallographic testing of material microstructure represents important method for 
characterization of material behavior. In case of heat resistant steels that are used for steam lines and 

boiler components of thermal power plants for a long period of service time, under the influence of 

mechanical and thermal loads their microstructure will be changed. As a result, it will have significant 

influence on mechanical properties of such material. Metallographic testing can be used for following 

of microstructure evolution 

and estimation of components further safe service time, but at the same time knowing of changes in 

material microstructure is necessary for better understanding of mechanical properties degradation 

mechanism. Microstructure as indicator of material degradation of heat resistant streamline steel 

14MoV6-3 after almost 200.000 hours of exploitation at steam temperature 540 °C and pressure 
13,5MPa has been investigated in this paper. It is necessary to emphasize that this streamline has been 

designed for service life time of 100.000 hours for mentioned steam parameters. 

Keywords: Microstructure evolution, prolonged exploitation, 14MoV6-3, 
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and headers. The assessment of the structure was performed on selected components, with heat treatments in 

accordance with the respective standard. The structures often stabilize and unify after prolonged thermal 

exposure. For this reason service exposed materials exceeding 100.000h were selected in VGB-TW 507  
guideline, [4]. 

 

III. CHEMICAL COMPOSITION OF 14mov6-3 
Chemical composition of investigated material 14MoV6-3 (virgin and exploited) was accomplished in 

order to confirm that all delivered specimens of steam line are made from the same material, so the results of 

predicted investigation on virgin and exploited material could be comparable. Method for determination of 

chemical composition was spectral analysis. Chemical composition of material 14MoV6-3 according to 

normative DIN 17175/79, [5], is presented in Table 1, and for virgin and exploited material in Table 2 and Table 

3, respectively. From the results of chemical composition analysis it is obvious that investigated steam line 
specimens (virgin and exploited) are made of the same material 14MoV6-3. 

 

Table 1. Chemical composition of steel 14MoV6-3, according to DIN 17175, [5] 

grade C % Si % Mn % P % Cr % Mo % V % 

14MoV6-3 0.10-0.18 0.10-.35 .40-.70 Max. 0.035 Max. 0.035 0.50-0.70 0.22-0.32 

 

Table 2. Chemical composition of virgin material 14MoV6-3, [6] 

grade C % Si % Mn % P % Cr % Mo % V % 

14MoV6-3 0.149 0.30 0.57 0.013 0.015 0.475 0.28 

 

Table 3. Chemical composition of exploited material 14MoV6-3, [6] 

grade C % Si % Mn % P % Cr % Mo % V % 

14MoV6-3 0.319 0.32 0.56 0.013 0.013 0.47 0.28 

 

IV. Results Of Metallographic Testing 

In order to investigate microstructure of exploited steamline material, metallographic testing was 

accomplished. This was done in laboratory at IWS Institute TU Graz (Institute for materials and welding at 

Technical University Graz), Austria, by testing and comparison of microstructure of virgin material and 
exploited material 14MoV6-3 after 194.207 hours of exploitation. 

One specimen per material condition (virgin and exploited) was used and metallographic testing of 

material microstructure by optical microscope was done with different magnifications of 200x, 500x 157 and 

1000x. Figures 1, 2, 3, 4, 5 and 6 shows microstructure of investigated material 14MoV6-3 at transversal cross 

section of steamline pipe with different magnifications. 

 

 

Figure 1. Microstructure of virgin steam line material 14MoV6-3, magnification 200x, [6] 
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Figure 2. Microstructure of exploited steam line material 14MoV6-3, magnification 200x, [6] 

 

 

Figure 3. Microstructure of virgin steam line material 14MoV6-3, magnification 500x, [6] 

 

 

Figure 4. Microstructure of exploited steam line material 14MoV6-3, magnification 500x, [6] 
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Figure 5. Microstructure of virgin steamline material 14MoV6-3, magnification 1000x, [6] 

 

 

Figure 6. Microstructure of exploited steamline material 14MoV6-3, magnification 1000x, [6] 

 

V. Final Remarks  

Long-term operation of thermal power plant main steamline material at elevated temperature causes 

decrease of strength, greater in the case of yield strength than in the case of tensile strength, but also significant 

decrease of impact toughness. Deterioration in functional properties is caused by changes in the steel 

microstructure due to long-lasting operation. Microstructure changes under the influence of temperature, stress 

and environment in exploitation cause the substantial degradation of mechanical properties. 

According to previous investigations of this material with similar service conditions, that are published 

in scientific journals, the initial microstructure of the 14MoV6-3 low-alloyed steel features the mixture of 

bainite with ferrite, sometimes with a small amount of pearlite. Occurrences of the significant amount of the 
M3C carbides and numerous, very fine MC type ones, are identified in such material. 

The final structure image after prolonged exploitation is ferrite with rather homogeneously distributed 

precipitations inside grains and chains of the significant amount of precipitations on their boundaries, [7]. 

Results of microstructure investigation that are presented in this paper mainly can confirm previous facts, but in 

addition to mentioned microstructure evolution, there is also a significant growth of ferrite grain size after long-

term operation at elevated temperature. 

Among the different aspects that can be observed the evaluation of microcavitation presence and creep 

damage evolution seems to be, for the widely applied ferritic low alloyed steels, the most consolidated approach 

and the evolution of Neubauer classification with subclassification in particular of grade 2 and 3 (that 
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corresponds to the longest part of a component life) should be continued and encouraged, [8]. Revision of 

Neubauer classification is presented in the German VGB-TW 507 “Guidelines for the assessment of 

microstructure and damage development of creep exposed materials for pipes and boiler components” that is 
considered as one of the most updated reference document in European countries. For every other 

microstructural aspect (except microcavities), whatever is the monitored one it is very important that the 

evaluation is made by comparison with the original (virgin material) status.Major limitation of the 

metallographic testing is the necessity to reduce the examined area to a very limited extension if compared to 

actual component dimension. The preliminary correct identification of the position in component that should be 

investigated is thus a very critical phase, in order to be sure that the examined sample of material is 

representative of the most probabilistic damaged area. Evaluation of microstructural evolution in exposed to 

service materials is a key tool for a correct 

evaluation of material status and allowable service extension. The knowledge of the structure and 

degree of damage could be essential for the assessment of residual service life and damage analysis respectively. 

It should however be pointed out that the above mentioned knowledge alone does not allow a prediction of the 
residual service life. A reliable life assessment should be made not only bymeans of microstructural inspection 

but it’s preferable that together with other inspections the same is included. 
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I.    INTRODUCTION 

In this system of  power , operation communication is a very critical and vital area.  For good  

operation of the grid, communication between sub-stations and the load dispatch center is a must.  Similarly 

for better operation the load dispatcher shall get real time data of various generating stations and the sub-

stations for which good communication links is very important. As the generating stations such as hydro and 

sub-stations is generally located in the remote areas, to have normal P&T telecommunication systems will be 

very difficult, costly and not much reliability. This resulted in the development of a new concept called PLCC 

using the high voltage and extra high voltage transmission lines such as 110 kV, 220 kV, 400 kV is acting as a 

medium for sending the carrier signals by super imposing on the Electrical power signals and transmitting on 

the power line with necessary equipment‟s. The power lines are originally intended for transmission of AC 

power in conventional use. But these power lines are used for sending and receiving information between two 

sub stations (or) two subscribers etc.  

This project is done in an electricity mine which is located in Tamilnadu. Neyveli is situated in the Cuddalore 

District of Tamilnadu about 200 Kms. South of Chennai. The Existence of Lignite in this area is known since 

1870. However during 1934, the existence of Lignite was first encountered while drilling a bore well for 

agricultural purpose at Jambulinga Mudaliar‟s land. While drilling, lignite gushed out what appeared as 

“Black clay” from the bore well and later it was identified as lignite. 

Later Neyveli, home of Neyveli Lignite Corporation limited is today India Energy Bridge to the 21st 

century & fulfillment of Pandit Nehru‟s launched the mining operation in May 1957. NLC has achieved the 

objectives it has set for itself, fulfilling its corporate mission to be the leader in the industry, with 2 mines& 2 

thermal power stations. NLC contributes a total power about 2490MW to national grid. 

NlC Telecommunication Division 
 

 

 

 

 

 

 

Abstract: In the current situation all the communication is very much important and faster range but 

the usage of the power should be less in order to reduce the power and the usage of the sources we are 

going for this data transmission through the power lines which is common and much feasible since 

power line is used at all homes. In this paper we have concentrated much in the receiver module where 

the receiver receives the data through the power lines through which we can know the readings of 

amount of usage of power at each homes and also the power theft if it occurs anywhere.by this way we 

no need to generate any particular infrastructure for transmitting an d receiving instead we can use the 

power line itself.This is the work done in NLC,TAMILNADU india which is very less explained in this 

paper. 

Keywords: Receiver Module, Data Transformation, Power monitoring distribution system, power line 

carrier communication (PLCC), SCADA, Power Theft.  
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NLC Telecommunication division was established during 1986 to provide effective communications 

facility within NLC complex. Earlier all communications was provided through telephones operated by 

erstwhile P&T department (Now BSNL) using old type electromechanical exchanges. With the expansion of 

NLC operations with new Thermal stations and Mine, BSNL was unable to satisfy the growing communication 

requirements. Hence a new telecommunication division was established under the control of GM/Electrical 

Services. The unit was renamed as Electrical Services & Communication (ES&C). 

Under consultation with M/s TCIL (Telecommunication Consultant of India Ltd. ) a new telecom 

system was established. Accordingly 4 analog exchanges were installed in Township and 6 Exchanges in 

various production units. Later more exchanges were introduced in accordance with the growing demands. 

The analog EPABX-200 exchanges of the initial project were supplied by M/s ITI Ltd. These 

exchanges were having ultimate capacity of 200 lines. In accordance with the communication requirements 

during the initial project, exchanges were installed in 10 locations later 3 more locations were added to the 

network to meet additional requirements in township (Block 21) and new projects like TPS-I Expansion and 

Mine-IA. The latest addition to this network is TPS-II Expansion. 

The NLC telecom network is spread over a wide area across NLC campus and exchanges are located 

in the following places. 

1. TPS-I 8. Corporate Office 

2. TPS-I Expn. 9. New Service Unit 

3. TPS-II 10. Block-26 

4. TPS-II Expn. 11. Block-16 

5. Mine- I 12. General Hospital 

6. Mine- IA 13. Block-21 

7. Mine- II 14. TA Exchange 

 

With the growth of new ISDN and VOIP technologies and in order to meet the ever growing 

requirement of telephone connections new IP enabled ISDN exchanges were installed in all locations one by 

one. 

 

Networking Of Exchanges: 

The exchanges located at these 13 sites are interconnected throughout the Tandem exchanges at Block 

26. Alternatively the exchanges are interconnected two nearby exchanges on both sites so as to have alternate 

connectivity during failure of main link. 

Normally a call from one exchange to the other is routed through Tandem exchange. In case of failure 

of the link between the exchange and Tandem exchange, available alternate route is chosen automatically and 

call is routed through the neighbor exchange. Number of connectivity between any two exchanges is 

established based on the capacity of the exchange and practical call flow as per studies conducted. The links 

are established through latest ISDN technology called PRI. Each PRI provides 30 voice links. For small 

exchanges one PRI to the Tandem exchange and one PRI each to the adjacent exchange is provided. For high 

capacity exchanges the Tandem exchange connectivity is increased to 2 or more PRI as per the call flow study.  

 

Telecom Cable Network: 

NLC Telecom Network was a combination of state of the art of technologies at that time and 

commissioned at the fag end of 1986 to fulfill the communication requirements of the vast NLC Complex. We 

were one of the first in India to introduce Polythene Insulated Jelly Filled (PIJF) cables in our complex.  

We have been using underground PIJF cables right from the exchanges to the subscriber‟s ends 

without going for overhead lines in any section. This ensures reliability of the communication network. As 

these cables are jelly filled, they are moisture resistant and working satisfactorily throughout the year including 

rainy seasons.So far, 600Kms of different sizes of distribution and junction cables have been laid and are in 

service. This network also consists of 230Kms of internal wiring, 4200Nos distribution points (DPs) for 

providing the total of around 5500Nos Telephone connections. 

Every year around 150-200 new connections are being provided in addition to the maintenance and operation 

of existing Telecom Network using annual maintenance contracts for about 10Kms trenching and 5Kms of 

wiring. 
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Telephone Instruments Lab: 

In Telephone instruments lab at Block-26 Tandem Exchange, all the repairing and testing of various 

makes and various types of telephone instruments like pushbutton, Main and Extension, Cordless telephones, 

Executive Secretary plan 1+1 telephones and Eliminators are carried out. Around 6000Nos of various make 

telephone instruments, 150Nos of mini exchanges connected in residential, plants and office areas connected 

through satellite Exchanges are maintained. 

Any fault occurs in telephone connected in sites are replaced by good working telephones through 

satellite Exchanges. The faulty telephones removed from sites are transported to telephone instruments lab for 

repair. The repairing of telephones by replacing the faulty parts by spare parts and testing are carried out in 

telephones instruments lab. Daily, around 25Nos of telephone instruments are repaired, tested and transported 

to the satellite exchanges for replacing faulty telephone instruments.  

The parameters being measured in our project are as follows: 

1) Voltage 

2) Current 

3) Power supply 

4) Real power 

5) Active power 

6) Reactive power 

7) Power factor 

Fault detection 

There are many cases were fault are very frequent in any distribution system, so theses also can cause loss in 

distribution system and these faults can be easily located and isolated. 

Power theft 

Power theft is also very common in distribution system culprits are there many in number who gets illegal 

connections to them. These also easily determined and punished. 

 

SPECIAL FACILITIES: 

I. NlC Automated Complaint Registration System  

1. Features available: 

Complaint registration    NLC Automated Complaint Registration System 

Complaint status enquiry 

2. To access the facility dial 198 from any telephone and follow the „voice guidance‟ provided from the 

system. 

Note: Remember the „complaint number‟ allotted by the system for complaint status enquiry. 

II. Voice Mail System 

1. Leaving a „Voice Mail Message‟  

When you make a call, the call is automatically forwarded to the voice mail system after 

approximately 10-13 rings (only if the called party telephone is provided with voice mail 

facility) 

To record your message follow the voice guidance provided by system. 

2. Message retrieving: 

2.1 Block-26 and Block-16 Exchanges. 

From own Telephone 

Dial 1222 from your own telephone and follow the instructions provided by voice 

guidance. 

From any NLC phone 

Dial 3900 for Bl-26 Exchange 

Dial 7600 for Bl-16 Exchange 

and follow the instructions of voice guidance system. 

2.2 GH, Block-21 and Chemical unit exchanges. 

From own Telephone 

Dial 1222 from your own telephone and follow the instructions provided by voice 

guidance. 

From any NLC phone 

Dial 2800 for GH Exchange 

Dial 8600 for Bl-21 Exchange 
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Dial 6200 for Chemical Units Exchange and follow the instructions of voice guidance 

system. 

 

III.  Other Facilities 

In Block-26, Block-16 and CO Exchanges     

Automatic call back of busy telephones. 

When called phones is busy, dial flash & 9 and replace handset, exchange gives ring when both 

phones become free. 

Call transfer 

Dial flash and phone number to which call is to be transferred and replace your handset. 

Reminder call 

Dial 9211 & time in 12 hour format & AM/PM code (AM-2, PM-7) and replace handset (eg. For 

reminder call at 5.40 AM dial 921105402). The phone gives you a ring at the registered time. 

In Block-21 & Chemical Unit Exchange  

Automatic call back of busy telephones. 

When called phones is busy, dial 91 and replace handset gives ring when both phones become free. 

Call transfer 

Dial flash and phone number to which call is to be transferred and replace your handset. 

Reminder call 

Dial 92 & time in 24 hour format and replace handset (eg. For reminder call at 5.40 PM dial 921740). 

The phone gives you a ring at the registered time. 

 

TELE-FACILITIES 

I. MPLS Voice Connectivity Between Regional Projects:  

1.0 The Regional office Chennai, Barsingsar project and Neyveli are connected with MPLS (Multi Protocol 

Label Switching) connectivity for voice connectivity between the exchanges at these sites. 

2.0 By dialing the following access codes, the voice connectivity can be established between the above sites. 

STATION NAME OLD CODE NEW CODE 

From Barsingsar to Neyveli 02 81 

From Chennai to Neyveli - 81 

From Neyveli to Barsingsar 02 82 

From Chennai to Barsingsar - 82 

 

3.0 For Example:  

1. To contact Chennai Regional Office from Barsingsar and Neyveli 

Dial 84 + 3 digit intercom number. ( eg : 84 100) 

2. To contact Barsingsar from Chennai Regional Office and Neyveli 

Dial 82 + 4 digit number. ( eg : 82 6200) 

3. To contact Neyveli from Barsingsar and Chennai Regional Office 

Dial 81 + 5 digit number. ( eg ; 81 73200)  

II. NLC Automated complaint registration system: 

1. Features available:

Complaint registration

Complaint status enquiry 

2. To access the facility dial 198 from any telephone and follow the „voice guidance‟ provided from the 

system. 

Note: Remember the „complaint number‟ allotted by the system for complaint status enquiry. 

III. Voice Mail System  

1. Leaving a „Voice Mail Message‟  

When you make a call, the call is automatically forwarded to the voice mail system after 

approximately 10-13 rings (only if the called party telephone is provided with voice mail 

facility) 

To record your message follow the voice guidance provided by system. 

2. Message retrieving:  

2.1 Block-26 and Block-16 Exchanges.  
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From own Telephone 

Dial 1222 from your own telephone and follow the instructions provided by voice 

guidance. 

From any NLC phone 

Dial 3900 for Bl-26 Exchange 

Dial 7600 for Bl-16 Exchange 

and follow the instructions of voice guidance system.  

2.2 GH, Block-21 and Chemical unit exchanges.  

From own Telephone 

Dial 1222 from your own telephone and follow the instructions provided by voice 

guidance. 

From any NLC phone 

Dial 2800 for GH Exchange 

Dial 8600 for Bl-21 Exchange 

Dial 6200 for Chemical Units Exchange 

and follow the instructions of voice guidance system. 

IV Other facilities  

In Block-26, Block-16 and CO Exchanges  

Automatic call back of busy telephones.  

When called phones is busy, dial flash & 9 and replace handset, exchange gives ring when both 

phones become free.  

Call transfer  

Dial flash and phone number to which call is to be transferred and replace your handset.  

Reminder call  

Dial 9211 & time in 12 hour format & AM/PM code (AM-2, PM-7) and replace handset (eg. For 

reminder call at 5.40 AM dial 921105402). The phone gives you a ring at the registered time.  

     Automatic call back of busy telephones.  

When called phones is busy, dial 91 and replace handset gives ring when both phones become free.  

Call transfer  

Dial flash and phone number to which call is to be transferred and replace your handset.  

Reminder call 

Dial 92 & time in 24 hour format and replace handset (eg. For reminder call at 5.40 PM dial 921740). The 

phone gives you a ring at the registered time. 

 

I. PLCC MODEM FOR TRANSFERRING DATA 

The PLC Modem is a  device which is used  for transferring data over low voltage power line. The 

PLC modems are  used in the power line cable as communication medium. It is very efficient  as it eliminates 

the need to lay additional cables.. At the receiving end, the modem recovers the data from the power line 

carrier signal by demodulation and sends the data to data terminals through RS-232 interface. 

The basic process involves three steps 

• It Modulate the data so that it can be sent over transmission medium. 

• It Transmit the signal in such a manner to reduce signal distortion. 

• Also receive and demodulate the signal to extract the data. 

The reliability of transmission lines in terms of availability and mechanical strength is much higher than 

the telecommunication lines.  The PLCC channels are solely used by the Electric utilities and not by general 

public, so the availability factor will be much higher.  The capital cost of the PLCC equipment is 

considerably less compared to the VHF or Microwave equipment and also maintenance is very less.  

 

 Disadvantages of PLCC: 

 As the medium used for communication is High Voltage the cost of insulation of the equipment is high.  

Because of corona noise level will be high.  High-speed data transmission is not possible 
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Real time Data transmission 

For transmission of real time data such as MW, MVAR, Frequency, Voltage and currents etc. of 

power system RTUs are employed.  All parameters are converted to voltage form and this will be fed to RTUs 

(Remote Terminal Unit).  In that all the parameters converted in to digital form and stored. Whenever request 

come from the servers which are located at load dispatch center's the RTU will send its stored data to the 

modem.  In modem the digital data transferred as frequency and transmit to the carrier set.  The frequency 

change will be reproduced in the receiver end and digital pulses are sent to a COM port of the computer and 

can be displayed on the screen.  

The reliability of transmission lines in terms of availability and mechanical strength is much higher 

than the telecommunication lines.  The PLCC channels are solely used by the Electric utilities and not by 

general public, so the availability factor will be much higher.  The capital cost of the PLCC equipment is 

considerably less compared to the VHF or Microwave equipment and also maintenance is very less. 

There are some reasons why the existing system is inefficient 

1. The technology is outdated  in energy meter 

2. There are some Social obligations 

3. Some Human errors    

4. There are some Times consuming 

5. Few Errors in the meter 

 

Proposed System 

Though we produce large amount of power, at a very high cost, we do not have effective technology to 

control and monitor the losses .The losses pose a major threat in the development of power sector. Power 

Thefts have a greater share in the losses and it takes place in each and every sector of distribution and 

consumption such as industrial, domestic and commercial. This is because of improper monitoring of power 

consumption. 

The existing system is modified with microcontroller based system through power lines with a proper 

isolation system. The need of the ours technology in which would enable the electricity board to monitor the 

MW and MVAR consumption of any particular industrial or agricultural, domestic and or commercial concern 

at any desired time, accurately. A technology which would enable to monitor the MW and MVAR 

consumption through telemetry would remove the human intervention. 
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DATA TRANSFER THROUGH DOMESTIC POWER LINES is one such technology which would 

revolutionize the smart power monitoring and metering distribution system and it is used to find out the power 

theft.   

 

 

 

MAX 232- RECEIVER 

 FEATURES: 

 Operate With Single 5-V Power Supply 

 Operate Up to 120 kbit/s 

 Two Drivers and Two Receivers 

 ±30-V Input Levels 

 Low Supply Current . . . 8 mA Typical 

 Designed to be Interchangeable With Maxim MAX232 

 ESD Protection Exceeds JESD 22 

 2000-V Human-Body Model (A114-A) 

 

 

System Architecture. 

The following figure shows the system architecture of SCADA for DAS that is used PLC modem as 

the communication media. The Embedded Ethernet RTU and computer are connected directly to the PLC 

modems. The PLC modems use spread spectrum (SS) technology – CE bus. The SS technology is referred as 

the method of signal modulation where the transmitted signal occupies a bandwidth which is greater than the 

minimum necessary to send the information. The PLC modems use spread spectrum (SS) technology - CEbus. 

The SS technology is referred as the method of signal modulation where the transmitted signal occupies a 

bandwidth which is greater than the minimum. The spread spectrum techniques that have been applied to the 

PLC systems use chirping method. Figure shows the carrier chirp waveform measured from the PLC systems. 

In the CE bus standard the frequency range of the chirping method is to send the information. 
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II.  ARCHITECTURE 
The following figure shows the system architecture of SCADA for DAS that is used PLC modem as 

the communication media. The Embedded Ethernet RTU and computer are connected directly to the PLC 

modems. The system architecture using PLC is given as follows:  

The PLC modems use spread spectrum (SS) technology - CEbus. The SS technology is referred as the 

method of signal modulation where the transmitted signal occupies a bandwidth which is greater than the 

minimum necessary to send the information. The spread spectrum techniques that have been applied to the 

PLC systems use chirping method. Figure shows the carrier chirp waveform measured from the PLC systems. 

In the CEbus standard  the frequency range of the chirping method is from 100 kHz to 400 kHz over a 100_s 

meaning a Unity Symbol  Time (UST). In CEbus protocol, the data is transmitted in short frame as shown in 

figure. The PLC target modem will answer back to the source PLC modem when it receives a request. 

 
   

III. SCADA  SYSTEM  
There are many parts of a working SCADA system. A SCADA system usually includes signal 

hardware (input and output), controllers, networks, user interface (HMI), communications equipment and 

software. All together, the term SCADA refers to the entire central system. The central system usually 

monitors data from various sensors that are either in close proximity or off site (sometimes miles away). 

For the most part, the brains of a SCADA system are performed by the Remote Terminal Units 

(sometimes referred to as the RTU). The Remote Terminal Units consists of a programmable logic converter. 

The RTU are usually set to specific requirements, however, most RTU allow human intervention, for instance, 

in a factory setting, the RTU might control the setting of a conveyer belt, and the speed can be changed or  

overridden at any time by human intervention.  

One of key processes of SCADA is the ability to monitor an entire system in real time. This is 

facilitated by data acquisitions including meter reading, checking statuses of sensors, etc that are 

communicated at regular intervals depending on the system. Besides the data being used by the RTU, it is also 

displayed to a human that is able to interface with the system to override settings or make changes when 

necessary. 

 

IV. VISUAL BASIC FRONT END 
Visual Basic (VB) is the third-generation event-driven programming language and integrated 

development environment (IDE) from Microsoft for its COM programming model. VB is also considered a 
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relatively easy to learn and use programming language, because of its graphical development features and 

BASIC heritage. Visual Basic was derived from BASIC and enables the rapid application development (RAD) 

of graphical user interface (GUI) applications, access to databases using Data Access Objects, Remote Data 

Objects, or ActiveX Data Objects, and creation of ActiveX controls and objects. Scripting languages such as 

VBA and VBScript are syntactically similar to Visual Basic, but perform differently. The language not only 

allows programmers to create simple GUI applications, but can also develop complex applications. 

Programming in VB is a combination of visually arranging components or controls on a form, specifying 

attributes and actions of those components, and writing additional lines of code for more functionality. 

 

FEATURES: 

The language not only allows programmers to create simple GUI applications, but can also develop 

complex applications. Programming in VB is a combination of visually arranging components or controls on a 

form, specifying attributes and actions of those components, and writing additional lines of code for more 

functionality.  

Since default attributes and actions are defined for the components, a simple program can be created 

without the programmer having to write many lines of code. Forms are created using drag-and-drop 

techniques. A tool is used to place controls (e.g., text boxes, buttons, etc.) on the form (window). Controls have 

attributes and event handlers associated with them. Default values are provided when the control is created, but 

may be changed by the programmer.  

Visual Basic can create executables (EXE files), ActiveX controls, or DLL files, but is primarily used 

to develop Windows applications and to interface database systems. Dialog boxes with less functionality can be 

used to provide pop-up capabilities. Controls provide the basic functionality of the application, while 

programmers can insert additional logic within the appropriate event handlers.  

Alternatively, a Visual Basic component can have no user interface, and instead provide ActiveX 

objects to other programs via Component Object Model (COM).  

Unlike many other programming languages, Visual Basic is generally not case sensitive, although it 

will transform keywords into a standard case configuration and force the case of variable names to conform to 

the case of the entry within the symbol table. 

 

BACK END 

 
 

V. CONCLUSION 
In India the power sector  is expanding vastly  and so are the losses which include power theft the 

existing system of power consumption monitoring is very obsolete and does not prove to be of great use for 

consumption monitoring of rapidly expanding power sector. To monitor the   consumption of industrial 

domestic and commercial power utilization. This technology has some salient features like 

• Capital cost of the PLCC equipment is less.   

• It saves a lot of time by collecting many readings in few minutes time. 

• This technology has high accuracy in data transmission and no data loss. 
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Data transfer through medium (or) low voltage power line helps in monitoring the load pattern, 

MVAR consumption, voltage variation, power theft, distribution losses etc. This project is an important tool 

for detecting theft and maintaining power consumption discipline. This technology would save the power 

sector from crumbling clutches of losses and theft. This project paves a way for a new trend in peak demand 

and load management in distribution system. 

 

VI. FUTURE ASSESMENT  
At present we concentrate only on the power usage of   homes category  all the other high voltage 

usage of the power in industries tanneries and other vast areas we can implement in the future projects so that 

it will be very efficient in finding the limitations of the power and the theft if any. 
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I. Introduction 
All the industries are suffering from the tremendous problem of not achieving 100% productivity. 

Many researchers have been done to short out the problems, even they got success. This problem kept in mind 

that some workers are not utilizing their capacity or potential of doing work completely. The workers who are 

dealing with job more than its capacity is suffering from physical problems like body pain, mental harassment, 

boredom and monotony, he has to work over its capacity. The work done by visiting industry GAJRA GEARS 
Pvt. Ltd. Dewas (M.P.) to increase productivity by the worker. 

 

II. Present Study 
For attending goal of the work, it is find out the main factors responsible for loss in production and 

among causes designed in fish bone diagram and necessary data collection.  

Identification For Causes In % Loss In Production 

By Fish Bone Diagram 
 

 

Abstract: Now a day, working in industry is not as comfortable as in earlier times. The man power is 
decreasing day by day and new recruitment is not in same ratio as the persons leaving industries. This is 

turn increase the work load on employees which causes physical problems to employees and also 

decreases the productivity of worker. The purpose is to determine the optimum combination of three 

parameters like Worker weight, component weight and worker age for achieving minimum loss (in 

percentage) in productivity of worker. In order to meet the purpose in terms of productivity study will 

utilize Taguchi parameter optimization methodology. The study includes selection of parameters 

utilizing an orthogonal array, conducting experimental runs, data analysis, determining the optimum 

combination, verification finally the modeling of input parameters (worker weight, component weight 

and worker age), for a particular job work, for particular machine to minimize fatigue of worker and  
loss (in percentage) of productivity in industry.  

Keywords: Taguchi techniques, Optimization Orthogonal Array. 
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Material handling includes following activities lifting, holding, pulling, carrying or moving of load. Manual 

material handling includes pushing, pulling, carrying, lifting and lowering. It includes lifting boxes at packaging 

lines.  

 

Negative Health Effects of Manual Material Handling  

 Cuts, brushes, fractures due to sudden, unexpected events such as accident.  

 Damage to musculoskeletal system of body as a consequence of gradual and cumulative wear and tear 

through repetitive manual handling.  

 

Advantages Of Well Designed MMHS –  

(1) Improve efficiency of production by ensuring right quantity of materials at right place at right time.  

(2) Cut down indirect labor cost.  

(3) Reduce damage of materials during storage and movement.  

(4) Improve customer service for a manner convenient for handling.  

 

Contribution of Organization  

 Study of process in turning department in GAJRA GEAR.  

 Identification of Taguchi methodology, for method refer to parameter design, design of experiments 
using orthogonal array and to evaluate measuring system.  

 Implementation of procedure and steps of Taguchi parameter design. 

 Analyzing the results and determining the combination of selected parameters. 

 

III. Research Methodology 
 

Taguchi Technique 

“The Father of Quality Engineering” introduced the concept of offline quality control techniques 

known as Taguchi parameter design. It is reported that thousand of engineers have performed tens of thousands 

of experiment based on teaching Taguchi method is statistical tool, adopted experimentally to investigate 

influence of product such as weight of worker, weight of component and age. Thus it helps to determine right 

person on right machine by optimizing the available factors. Thus Taguchi design is used to optimize design for 
performance quality and cost. Taguchi method is efficient method for designing process that operates and over a 

variety of conditions. Taguchi approach is easy to adopt and may be applied with limited knowledge of 

statistics, the engineering and scientific community.       

 

Taguchi Philosophy –  

(a) Achieving high system quality levels requires quality to be designed to the product. 

(b) Quality losses defined as deviation from target not conformance to arbitrary specification. 

(c) Quality is best achieved by minimizing deviation from a target.  

 

Signal to Noise Ratios (S/N Ratios) 

Taguchi recommends the use of the criterion he calls, “Signal to noise ratio” as performance statistic. 
The change in quality characteristic of a product under investigations in response to factor induced in the 

experimental design is the signal of the desired effect. The effect of external affairs (Uncontrollable factors) on 

the outcome of the quality characteristic under test is termed the noise.   

The signal to noise ratio  measures the sensitivity of the quality characteristic being investigated in 

controlled manner, to those external influencing factors not under control. The S/N ratio is basically a 

transformed figure of merit, created from the loss function. To use the loss function as figure of merit an 

appropriate loss function with its constant value must first be established which is not always cost effective and 

easy. Taguchi recognizes that dilemma early in the development of his methodologies and created the transform 

of the loss function, which is named S/N ratio.  

From the quality point of view, there are three possible categories of quality characteristic. They are: 

1. Smaller the better.  

2. Nominal is the best.  
3. Larger is better.  
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The S/N ratio is computed from the mean sqaure deviation (MSD) by the equations: 

                                           S/N=-10log10 (MSD)                                    --------  (i) 

For the S/N ratio to be large, MSD must have a value that is small.  
If smaller is the best quality characteristic; 

                                          MSD=-[(Y1
2
+Y2

2
+ ------------- +Yn

2
)]/N       --------  (ii) 

Where, Y1, Y2 --------------- Yn are the quality characteristic.  

If nominal is the best quality characteristic; 

                                         MSD=-[(Y1-Y0)
2
+(Y

2
-Y

0
)

2
 ------- (Yn-Y0)

2
]/N        ------(iii) 

Where, Y0= Target or nominal value  

If larger is the best quality characteristic; 

                                         MSD=-[(1/Y1
2
+1/Y2

2
 +------- +1/Yn

2
)]/N              ------(iv) 

The S/N ratio analysis is designed to measure quality characteristic. This is Taguchi‟s solution to Robust 

Product or Process Design.  

 

Taguchi Design And Analysis  

As to process design stage, the analysis of processing sequences, the selections of production 

equipment, tentative process parameter values, etc. are involved. Since system design is an initial functional 

design, it may be far from optimization in term of quality and cost. Following on from system design is 

parameter design. The objective of parameter design is to optimize the setting of the process parameter value for 

improving quality characteristics and to indentify the product parameter values under the optimal process 

parameter values. In addition, it is expected that the optimal process parameter values obtained from parameter 

design are insensitive to variation in the environmental conditions and other noise factors. Finally, tolerance 

design is used to determine and analyze tolerance around the optimal settings recommended by the parameter 

design.  

 

Steps of Taguchi Parameter Design  

Step-1: Selection of the quality characteristic  

There are three types of quality characteristic in the Taguchi methodology, such as smaller-the-better, 

larger the-better, and nominal-the-best.  

 

Step-2: Selection of noise factors and control factors  

In this step, the controllable factors are Weight of worker (A), Weight of component (B) and age (C), 

which were selected because they can potentially affect the productivity. Since these factors are controllable in 

the production process, they are considered as controllable factors in the study.    

 

Step-3: Selection of Orthogonal Array 

There are 9 basic types of standard Orthogonal Arrays (OA) in the Taguchi parameter design (Genichi 
Taguchi And Yu-in Wu, 1979). An L9 Orthogonal Array is selected from Appendix B, 2nd edition, 2005, Taguchi 

Techniques for quality Engineering, Philip J Ross 20, Tata McGraw-Hill Publishing Company limited, for this 

study.  

 

Step-4: Conducting the experiments   

After the data were collected and recorded, signal-to-noise ratios of each experimental run were 

calculated based on the following equation, which are listed below 

  S/N RATIO (Hi) = - 10 Log10 [MSD]  ------------- (v) 

Where,  MSD=[Y1
2+Y2

2+ -----------------Yn
2]; n=3  

The average response values were also calculated and recorded 

 

Step-5: Analyzing the results and determining the optimum cutting conditions 
(a) Analysis of Raw Data and S/N Ratios  

(b) Determination of the Optimum Factor-Level Combination  

 

Step-6: Predicting Optimum Performance  

Using the aforementioned data, one could predict the optimum combination of Worker weight, 

component weight, and age using the different worker, component, age combination. With this prediction, one 

could conclude that which combination will creates the minimum loss in target achievement within the range of 

specified combinations of the variables.  
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Step-7: Establishing the design by using a confirmation experiment   

The confirmation experiment is very important in parameter design, particularly when screening or 

small fractional factorial experiments are utilized. The purpose of the confirmation experiment in this study was 
to validate the optimum welding conditions.  

 

Advantages  

(i) Consistency in experimental design and analysis. 

(ii) Measurement of quality in terms of deviation from the target (loss functions). 

(iii) Up-front improvement of quality by design and process development. 

(iv) Reduction of time and cost of experiments.  

 

Limitations  

(i) The technique can only be effective when applied early in the design of the product/process.  

(ii) The technique needs knowledge and training. 
Most severe limitations of the technique are the need for timing with respect to product/process 

development.  

 

IV. Experimental Setup 
 

Selection of Ranges & Levels of Process Variables  

The experimental setup is constructed for the various factors and their levels are chosen, which are 
dependent on  

 Weight of Worker  

 Weight of job/component 

 Age of the workers.  

 

Weight of the worker  

Different persons have different weight. So they can be arranged in intervals. Selection of Ranges for 

Weight is as follows: 

 L = (40-55) Kg 

 M = (55-70) Kg 

 H = (70-85) Kg 

 

Weight of Components  

The second parameter is Weight of Components and it has three levels. The three levels are low, 

medium and high.  
 L = Lower Level  = (2-6) Kg 

 M = Medium Level  = (6-10) Kg 

 H = High Level   = (10-15) Kg 

 

Age of Workers 

Different persons have different ages but we use here three levels called three age parameters such as 

L, M and H. L type of person are lower age persons and having high strength. M type of person is of middle age 

and middle strength category and the other belongs to higher age person and having lower strength. 

 L = Lower Age   = (30-40) 

 M = Middle Age   = (40-50) 

 H = Higher Age   = (50-onwards) 

 

V. Conclusion And Future Scope 
By the application of Taguchi Methodology and Mathematical Regression Modeling the researcher has 

find out a formula in order to find out that for a fixed percentage loss in productivity, which operator has to 

assign in which machine so that the maximum utilization of an operator could be possible.  

 

Summary of the Work  

The researcher has first visited to the company i.e., GAJRA GEAR, DEWAS, M.P., there in the 

company the researcher found that a critical phase is there that an appropriate worker is not appoint to the proper 
machine, due to which the operator has to suffer from many physical problems such as low back pain, monotony 

etc.,  
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This gives the researcher a motivation to compute a formula so, that an operator can be appointed to a 

proper machine where the person gives maximum efficiency and low productivity loss. 

The Mathematical Regression Modeling has been implemented to find out the formula for the 
percentage loss of an operator if all his physical attributes and component weight are known. So, that it is 

concluded whether the operator is assigned to a proposed machine or not. The formula obtained is 

 

 

 

 

Here,  Y= the percentage loss in productivity  

 Ww= Weight of Worker, 

 Wc = Weight of component. 

 

VI. Contribution 
After finding out the problem of % loss in productivity. The researcher go through the optimization 

technique of Taguchi Method of optimizing parameters in order to overcome the problem of % loss in 

productivity. A mathematical regression modeling has been done to obtain a formula by which it can be 

suggested that which operator should appoint to which machine so, as to get maximum productivity by 

minimizing the losses.  

 

VII. Future Scope 
Presently the researcher has applied the technique of Taguchi in a single Department i.e., Turning 

Deptt. In the company. In future the work can be extended for all over the company.  
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I. Introduction 
Past seventy years have witnessed a tremendous growth in the area of powder perform forging/ 

extrusion/rolling either cold/warm or hot to produce components to near net shape with almost one hundred per 

cent density. Further it has been believed over the past several decades that higher is the density, improved are 

the mechanical properties, but, the last remaining residual porosity becomes very vital to all related properties of 

the product .However, the reports also indicate that merely attaining the high density is not an index of 
improved mechanical properties. This very aspect can be referred elsewhere[1-3].The conventional P/M route 

has been to consolidate the metal or blended powders in a suitable die, punch and bottom insert assembly at 

enhanced pressures and sintering them under the protective or the reducing atmospheres for a given length of 

time and same were employed directly in service. However, the demands raised by the automobile, nuclear and 

space industries were that the parts produced must serve the requirements of structural applications and, hence, 

one of the deformation processes were thought to be essential to be employed  even though an open option of 

liquid phase sintering or liquid phase infiltration processes were available to enhance sound metallurgical bonds. 

But, the period beyond seventies saw a sea change in producing forged P/M parts for direct applications with 

improved efficiency. In majority of the cases, P/M forged parts exhibited higher range of mechanical properties 

which were isotropic in nature then the conventionally produced ingot metallurgy (I/M) parts. 

Abstract: Present investigation pertains to evaluate the tensile properties of sintered hot forged 
and oil quenched and also homogenized, but furnace cooled specimens which were machined from 

square cross section bars of approximate dimensions of ~13mm x ~13mm x~100±5mm of Fe-

0.16%C, Fe-0.16%C-0.7%Mn, Fe-0.16%C-1.0%Cr-0.55%Mo and Fe-0.16%C-2.25Cr-1.05%Mo 

P/M steels prepared from elemental powders. Green compacts of homogeneously blended powders 

of all compositions were prepared with initial aspects ratio of 1.34 with diameter being 27.5mm 

using suitable  compaction die set assembly on 1.0MN capacity UTM to a density level of 0.85±0.01 

of theoretical employing controlled pressures in the range of 490±10MPa and taking pre – weighed 

powder blends. All green compacts were protected during sintering by applying thin film of 

indigenously developed ceramic coating on the entire surfaces. Ceramic coated compacts were 

sintered in an electric muffle furnace at 1373±10K for a period of 120 minutes. All sintered 

preforms of each com position were hot forged on a 1.0MN capacity friction screw press to square 
cross section bars of afore mentioned dimensions. Once the forging operation was completed 10-12 

bars were quenched in linseed oil and nearly 12 bars were homogenized at sintering temperature 

for one hour and then cooled inside the furnace itself. Standard tensile specimens were machined 

and tested on Hounsfield Tensometer for evaluating tensile properties which were appreciably close 

to the properties reported in literature for the above steels. Microstructure of specimens containing 

chromium and molybdenum exhibited few un-dissolved particles along with the presence of fine 

pores. SEM Fractography revealed mixed mode failure mostly ductile and partly brittle. These 

steels also exhibited adequate ductility as is exhibited by conventionally produced steels. Thus, this 

investigation shows the way how to produce high density P/M steels which can be used in structural 

applications. 

Key Words: applications, bars, composition, density, dissolved, ductility, failure, furnace cooled, 

fractography,   hot forged, microstructures, sintered, structural, tensile. 
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                 P/M parts are practically well suited for fast high volume production of countless parts in the 

automotive, various appliances, agricultural equipment, business machines, electrical and electronic, power 

tools ordnance and machine tools industries. However, they also find extensive applications in the aerospace, 

nuclear and other industries [4]. Thus, powder metallurgy offers the engineers and scientists, a means of 

conserving materials, minimizing machining and by securing a uniform product at reasonable costs [5]. In 

industries, the forming of structural components from porous materials, either directly from atomized powders 

or from blended powders, but, sintered preforms is becoming a popular route. This is due to the fact that P/M 
forming processes result in savings in energy and materials in addition to quality improvement. In automotive 

industries, the weight reduction results in favourable operating conditions of the engine in terms of reduced 

exhaust gas emissions and vibrations. Thus, lowering down the fuel consumptions .Connecting rod is the bulk 

component, i.e., required in automobiles, and, hence, the P/M forming route is in strong competition with the 

conventional processes such as casting and forgings routes [6]. 

               In powder preform forging or hot isostatic pressing, the density and the mechanical properties of 

components and parts is raised to values to those of wrought products [7]. Plastic deformation of sintered 

powder materials are similar to that of conventionally fully dense materials, but, there are additional 

complications due to the substantial volume fraction of voids in the perform materials. In particular, the voids 

must be eliminated during deforming operation so that a sound metallurgical structure is obtained [8]. The 

forging of sintered powder performs has been shown to be a process capable of producing higher density P/M 
parts for high stress applications where porosity must be minimized or completely eliminated. Mechanical 

properties of powder forged parts depend upon the processing parameters, the composition, the sintering time 

and forging operations [9]. Pores present in a P/M parts act as stress raisers and also provide initiation sites for 

corrosion, especially in an environment containing chloride ions. However, industrial use of stainless P/M 

products has increased in the recent years due to their improved corrosion properties and at relatively low cost. 

Porosity in P/M parts makes them highly susceptible to crevice corrosion [10]. However, the probability of 

fracture is mainly dependent upon the volume fraction of pores and only to a small extent depends on pore size 

[11]. However, the fatigue properties in P/M parts can be referred elsewhere [12-16]. But, the fatigue strength of 

hot forged and shot pinned P/M parts are detailed elsewhere [17, 18] and other stressed P/M parts can be further 

referred in literature [19-23]. Apart from these, the mechanical properties of differently produced ferrous based 

P/M steels of challenging in nature can be referred elsewhere [24-29]. 

               Systems selected to be produced through elemental powders were (A) Fe-0.16%C, (B) Fe-0.16%C-
0.70%Mn, (C) Fe-0.16%C-1.0%Cr-0.55%Mo, and (D) Fe-0.16%C-2.25%Cr-1.05%Mo steels. Applications of 

(A)  category of steels i.e., Fe-0.16%C steels are that they are used for rivets, wires, nails, chains, stampings, 

seam welded pipes, hot and cold rolled strips, sheets and plates for general purposes, ship plates, boiler plates, 

cams and shafts, stay bolts, wheel hubs, brake housings and brake pedal levers. Since, B grades of steels, i.e., 

Fe-0.16%C-0.7%Mn steels contain 0.7%Mn which neutralizes the harmful effects of sulphur by forming MnS 

which melts at higher temperatures. Further manganese enhances the tensile strengths, imparts freedom from 

blow holes, deoxidizes the steel and produces fine grained steel and improves surface quality. Manganese can be 

used as structural materials as well. However, (C) grade of steels, i. e., Fe-0.16%C-1.0%Cr-0.55%Mo, and (D) 

grade of steels, i. e., Fe-0.16%C-2.25%Cr-1.05%Mo containing chromium and molybdenum as alloying 

elements which are known to induce beneficial effects to these steels. Chromium is added in steels as it is 

comparatively less expensive and imparts many useful characteristics to the steel. Readily combines with carbon 
in preference to iron. Cr offers resistance to oxidation. However, the addition of molybdenum in steels refines 

grains, enhances harden ability and improves high temperature properties.  Thus, Cr-Mo steels possess good 

mechanical properties and sufficiently adequate machinability as molybdenum enhances the beneficial effects of 

chromium in chromium molybdenum steels and find applications as low alloy structural steels. These steels 

have good resistance to corrosion and oxidation and offer high creep resistance. Therefore, the above four steels 

have been selected for the present investigation. Basically, Cr and Mo are strong carbide formers.  Cr raises 

tensile strengths, hardness, wears resistance and hardenability and makes the steel stainless when added beyond 

12%. These steels find applications in general purpose structural applications such as ball bearing steels, spring 

steels, hard magnetic steels, and, stainless steels. Since,  molybdenum is a strong carbide former, imparts high 

temperature strengths, enhances resistance to creep, minimizes temper embrittlement, and increases the 

resistance to corrosion of high chromium steels, and, therefore, molybdenum assists in case hardening steels, 
Hot work steels, High speed steels, and, Non magnetic steels.  

           Aim of the present investigation is to produce and evaluate the tensile properties of hot forged square 

cross section (~13mm x ~13mm) bars with an approximate lengths of 100±05mm of Fe-0.16%C, Fe-0.16%C-

0.7%Mn, Fe-0.16%C-1.0%Cr-0.55%Mo,and, Fe-0.16%C-2.25%Cr 1.05%Mo steels prepared from elemental 

powders which were suitably mixed, homogeneously blended, compacted, sintered, hot forged to square cross-

section bare and heat treated differently. Mechanical properties are suitably related to microstructure and SEM 

fractographs. 
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II. Experimental Details 
2.1 Materials Required 

Atomized iron powder of -180 um was procured from M/s. Sundaram Fasteners Pvt. Limited, 

Hyderabad, and Andhra Pradesh, India. Manganese, chromium and molybdenum powders of -37 um were 
obtained from M/s. The Ghrishma Speciality Powders Limited, Mumbai, Maharashtra, India. However, the 

graphite powder of less than 5 micron was supplied by the M/s. Ashbury Graphite Inc., New Jersey, U.S.A. 

 

2.2 Tooling and Equipment          

High-Carbon High-Chromium die steel was required to fabricate the mother die, punch, and the bottom 

insert for compaction of powder blends. Molybdenum-di-sulphide paste was needed to be used during 

compaction as a die wall lubricant. In house designed, fabricated die, punch and bottom insert were suitably heat 

treated and tempered. However, hot forging die set was fabricated from molybdenum hot die steel. These were 

suitably heat treated and tempered. 

 

2.3 Powder and Powder Blend Characteristics 

          Basically, the ability of a metal powder blends to be effectively compacted and the resulting properties of 
the compacts before and after sintering are influenced to a substantial degree by the characteristics of the 

starting powdered material. The basic powder characteristics required to be assessed include, sieve size analysis, 

apparent density, flow rate and compressibility. Sieve size analysis of basic iron powder is given in Table 1, 

and, Table 2 shows the flow rates, apparent densities and the compressibility for iron powder and other powder 

blends to yield the final composition of Fe-0.16%C, Fe-0.16%C-0.7%Mn, Fe-0.16%C-1.0%Cr-0.55%Mo, Fe-

0.16%C-2.25%Cr-1.05%Mo steels after sintering. Manganese, chromium and molybdenum powders taken in 

the present investigation were of -37 microns. 

   

Table 1 Sieve Size Analysis of Iron Powder 

Sieve size, µm Powder   Size  Distributio 

Wt % 

retained 

-180 

+ 150 

-150 

+125 

-125 

+106 

-106 

+90 

-90 

+75 

-75 

+63 

-63 

+53 

-53 

+37 
-37 

Wt% powder 

retained 
1.52 1.83 23.12 1.11 21.86 2.21 18.60 13.62 16.11 

Cum, Wt% 

powder Ret.  
1.52 3.35 26.47 27.58 49.44 51.65 70.25 83.87 99.98 

 

2.4 Powder Blend Preparation 

Powder mixes of Fe-0.16%C, Fe-0.16%C-0.7%Mn, Fe-0.16%C-1.0%Cr-0.55%Mo and Fe-0.16%C-

2.25%Cr-1.05%Mo were separately kept in a standard stainless steel pots with a powder mix to porcelain balls 

of 10 - 15mm diameter in the weight ratio of 1.1:1. Pot lids were securely tightened, and, the pots were fixed on 

the pot mill and the mill was switched on. The blending operation was carried out for a period of 32 hours which 

yielded homogeneous powder blends. Homogeneity of powder blends were ascertained by taking nearly 120±10 

g of each of the powder mixes from each pot and were used for measuring the flow rates, and apparent densities. 

Immediately, after the completion of measurements of flow rates and apparent densities, the powder mixes were 

returned back to their respective pots, and, the pot lids were tightened once again and were placed back on the 
potmill and securely fixed and then the mill was switched on again, This operation was repeatedly carried out 

till the last thee consecutive readings of flow rates and apparent densities were almost constant independently. 

This ensured the homogeneity of the powder blends. Thus, the time of blending was experimentally found to be 

32 hours and the same was fixed. 

Table 2 Basic Properties of Iron, Fe-0.16%C, Fe-0.16%C-0.7%Mn, Fe-0.16%C-1.0%Cr-0.55%Mo and Fe- 

0.16%C-2.25%Cr-1.05%Mo Powder Blends. 

Sl. 

No. 
Systems 

Apparent 

density, g/cc 

Flow rate by Hall 

Flow Meter, S/100g. 
Remarks 

1 Iron 2.973 51.52 6.594g/cc at 400±10MPa 

2 Fe-0.16%C 2.934 48.67 6.751g/cc at 450±10MPa 

3 Fe-0.16%C-0.7%Mn 2.990 50.93 6.756g/cc at 375±10MPa 

4 Fe-0.16%C- 1.0%Cr-0.55%Mo 3.010 47.01 6.74g/cc at 450±10MPa 

5 Fe-0.16%C-2.25Cr -1.05%Mo 3.090 46.77 6.732g/cc at 375±10MPa 
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2.5 Compact Preparation from Iron powder and the Powder Blends 

               Green compacts of iron powder and the above prepared powder blends were prepared on a 1.0 MN 

capacity Universal Testing Machine. Compacts of initial aspect ratios of 1.34 with the diameter being 27.75mm 

were prepared by applying pressures in the range of 540±10 M Pa in the relative density range of 0.85±0.01of 

theoretical by taking accurately pre-weighed iron powder and powder blends respectively. In all, twenty four 

compacts of each composition were prepared. A schematic diagram shown in fig.1 depicts the compaction 

assembly for the compaction of iron powder and powder blends. 

 
Figure 1 Complete Compaction Assembly - Schematic Diagram 

 

2.6 Application of Indigenously Developed Ceramic Coating and Drying 

              Entire surfaces of all compacts of all compositions were coated with a thin film of indigenously 

developed ceramic coating [30] and the same was allowed to dry for a period of 12 hours under an ambient 

conditions. A second coat of the same coating was now applied on the entire surfaces of all the compacts once 

again, but, this time 900 to the previous coating. This second coating was also allowed to dry under the 

aforementioned conditions for a further period of 12 hours. 

 

2.7 Sintering and Hot Forging To Square Cross-Section Bars 

           The ceramic coated compacts of all compositions were separately sintered in an electric muffle furnace in 

the temperature range of 1373±10K for a period of 120 minutes. The sintered compacts of H/D ratio of 1.34 
with a diameter of 27.75mm were hot forged to square cross-section (13mmx~13mm) bars of approximate 

lengths of 100±5mm. Twelve forged bars of each compositions were kept inside the furnace chamber and 

homogenized for a period of sixty minutes at the sintering temperature itself, and, subsequently cooled to room 

temperature inside the furnace chamber by switching off the furnace. Apart from the above, other sets of twelve 

sintered compacts of each composition were also forged to similar types of bars and then quenched in linseed oil 

kept at room temperature separately. 

 

III. Results and Discussions 
 

3.1 Dimensional Measurements and Tensile Properties 

      Standard tensile specimens as per specifications given elsewhere [27] were machined from the Fe-

0.16%C, Fe-0.16%C-0.7%Mn, Fe-0.16%C-1.0%Cr-0.55%Mo and Fe-0.16%C-2,25%Cr-1.05%Mo sintered 

powder metallurgy steels hot forged to square cross-section bars under two different conditons of heat 

treatments, namely, sintered hot forged and oil quenched (SFOQ) and sintered hot forged, but, homogenized at 

1373±10K for sixty minutes and furnace cooled (SFHFC). Prior to conducting the tensile tests, the dimensional 

measurements such as initial gauge length (L0), initial diameter (D0) within the guage length were under taken 
and recorded. During and after fracture, the final gauge length (Lf) and final diameter (Df) at the point of 

fracture were also measured and recorded. Further peak load (Ppl, Kg) qand fracture load (Ffl, Kg) were also 

recrded during and after carrying out the tensile tests respectively. All tension test experiments were carried out 

on a 0.02 MN capacity bench type Haunsfield Tensometer. Original area of cross-section (A0, mm2) for all 

specimens were calculated and all experimental and measured parameters are provided in Table 3. Perusal of 

this table very clearle reflects that the area of cross-section at the fracture point has decreased irrespective of the 

heat treatments meted out to the specimens and their compositions. Further the area of reduction in tension 

tested specimens were observed to be more when the 
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Table 3 Initial and Final Dimensions of the Tensile Specimens of Four Different Sintered Hot 

Forged P/M Steels to Square -Cross Section Bars 

Steel Composition Treatment 

Dimensional measurement 
Peak 

Load 

Area of Cross 

section 

Fracture 

Load 

L0 

mm 

D0 

mm 

Lf 

mm 

Df 

mm 
Ppl, Kg A0 Af 

Ffl 

Kg 

Fe-0.16%C 
SFOQ 5.17 3.74 6.67 3.18 761 10.96 7.94 724 

SFHFC 5.18 3.85 7.66 2.68 428 11.62 5.64 357 

Fe-0.16%C-0.55%Mo 
SFOQ 5.59 3.74 7.01 3.42 810 10.98 9.20 728 

SFHFC 5.73 3.76 7.76 3.00 486 11.08 7.08 342 

Fe-0.16%C-1%Cr-

0.55%Mo 

SFOQ 6.07 3.75 6.5 2.54 769 11.04 9.85 738 

SFHFC 5.43 3.71 7.72 3.26 307 10.80 8.34 269 

Fe-0.16%C-2.25%Cr-

1.05%Mo 

SFOQ 6.54 3.76 7.52 3.68 744 11.10 10.21 738 

SFHFC 7.19 3.72 8.56 3.34 394 10.88 8.69 375 

  

Specimens were subjected to homogenization step followed by furnace cooling. Apart from this, these 

specimens exhibited increased elongations compared to the specimens which were forged and directly quenched 

in oil. In order to justify the above, the Table 4 has been constructed based on the experimental data and 

standard calculations of tensile properties such as tensile strengths, fracture (true and engineering) strengths, per 

cent age elongation and per cent area reduction including true tensile and true area strains at fracture. Further, 

this table shows the hardness taken on each of the specimens under all conditions of heat treatments. Directly 

forged and oil quenched specimens have shown higher values of tensile strengths compared to the specimens 
which were forged, homogenized and furnace cooled. Apart from these, it is also observed that the forged-

homogenized and furnace cooled specimens have demonstrated quite high values of ductility compared to the 

forged and oil specimens. An introduction of homogenization step for an hour at the sintering temperature 

followed by furnace cooling has resulted in a substantial drop in tensile strength with an enhancement in 

ductility, i.e., toughness. Similarly, the hardness values have also dropped correspondingly on homogenization. 

 

Table 4 Calculated Tensile Properties of Four Different Hot Forged Low Alloy P/M Steel Bars 

Steel 

Compositio

n 

Heat 

Treatments 

Tensile Properties 

T.S. 

F.S. , MPa 

%El. 

Strain at 

Fract. % 

A.R. 

Area 

Strain  

ln(A0/Af) 

Har

dnes

s 

 
Engg True Engg True 

Fe-0.16%C 
SFOQ 694.3 661 912 28.99 0.29 0.276 27.58 0.323 249 

SFHFC 368.5 307 633 47.69 0.477 0.515 51.46 0.723 161 

Fe-0.16%C 

0.7%Mn 

SFOQ 738 663 792 25.34 0.253 0.162 16.23 0.177 256 

SFHFC 438.7 309 483 35.43 0.354 0.361 36.10 0.448 169 

Fe-0.16%C-

1%Cr-

0.55%Mo 

SFOQ 697 669 749 7.03 0.070 0.108 10.76 0.0680 269 

SFHFC 284 248 323 42.17 0.422 0.228 22.79 0.259 157 

Fe-0.16%C-

2.25 %Cr-

1.05%Mo 

SFOQ 670 665 723 14.93 0.149 0.080 7.95 0.083 287 

SFHFC 362 345 431 23.22 0.232 0.201 20.11 0.224 251 

 

3.2 Microstructural Details 
Figs. 2, 3, 4, 5, 6, 7 and 8 are shown as the metallographs exhibiting the microstructural details of Fe-

0.16%C, Fe-0.16%C-0.7%Mn, Fe-0 .16%C-1.0%Cr-0.55%Mo, and  Fe-0.16%C-2.25%Cr-1.05%Mo steels 

processed using elemental powders which were homogeneously blended, compacted, suitably coated with the 

indigenously developed ceramic coating to protect them during sintering were sintered, and, then hot forged to 

square cross-section bars. Equal numbers of these bars were oil quenched and homogenized for a period of one 

hour at the sintering temperature itself and then furnace cooled. Microstructures have well corresponded to the 

tensile properties that are revealed from the tensile test results. Fig. 2 shows the microstructures which are 

mostly ferrite with few fine pores uniformly distributed. These microstructures correspond to as forged, 
homogenized and furnace cooled condition. Whereas, the fig. 3, represents the structure of the same steel under 

the condition of sintered, forged and oil quenched condition. Similarly figs. 3(a), (b) and (c) are shown from 

three different locations of the hot forged, but, homogenized and furnace cooled condition showing mostly 
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ferrite and few scattered but rounded pores well within the structure itself. However, fig. 4 represents the same 

steel under the as forged and oil quenched condition. Similarly figs. 5 and 6 correspond to Fe-0.16%C-1.0%Cr-

0.55%Mo steel under two above mentioned conditions. Likewise figs. 7(a), 7(b) and 7(c) and fig.8 correspond to 

the P/M steel of composition Fe-0.16%C-2.25%Cr-1.05%Mo under the above conditions, i.e., under the forged, 

homogenized and the furnace cooled condition. and also under the forged and oil quenched condition. The 

general observations of these micro-structures reveal that the homogenization step has introduced grain growth 

and structural modification. These structures clearly show that they are under the completely stress relieved 
condition. These structures very closely corresponded to the tensile properties as well as the respective hardness 

values. Further observation reveals that the microstructure of forged and homogenized specimens contain 

rounded and evenly distributed pores, but, they are very few in numbers whereas, the microstructure 

corresponding to forged and oil quenched conditions did exhibit the presence of rounded pores but unevenly 

distributed in the microstructure. Apart from these, the steels containing chromium and molybdenum have 

shown carbide formation and also at few places un-dissolved chromium and molybdenum particulate structures 

are evidently seen. Such particulate structures are seen in both types of heat treated specimens. 

 

 
(a) SFHFC CONDITION(2% Nital) Mag. 250X                             (b)SFOQ   CONDITION (2% Nital) Mag. 250X 

Figure 2 Microstructures of Sintered Forged Fe-0.16%C Steel Under Two different Heat Treated 

Condition (etchant; 2% Nital) 

 
                   (a) Centre(100X)  

     (b ) Middle of centre and edge(100X)                            (c) Edge(100X) 

Figure 3 Microstructures shown at Three Different Locations of the Cross-section Bars of  

Fe-0.16%C-0.7%Mn P/M Steel SFHFC Condition (etchant; 2% Nital) 

 
Figure 4 Microstructures shown at the Centre Locations of the Cross-section Bar of Fe-0.16%C-0.7%Mn 

P/M Steel SFOQ Condition at 250X; (etchant; 2% Nital). 
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                          (a) Centre(250 X)        (b) Edge(250 X)  

Figure 5 Microstructures shown at the Centre and at the Edge Locations of the Cross-section Bar of Fe-

0.16%C-1.0%Cr-0.55%Mo P/M Steel SFHFC Condition (etchant; 2% Nital) 

 

   Magnification = 100X 

Figure 6 Microstructures shown at the Centre  Locations of the Cross-section Bar of Fe-0.16%C-1.0%Cr-

0.55%Mo P/M Steel SFOQ Condition (etchant; 2% Nital). 

 

                           (a) Centre(100 X)                  (b) Edge(100 X)  

Figure 7 Microstructures shown at the Centre d at the Edge  Locations of the Cross-section Bar of Fe-

0.16%C-2,25%Cr-1.05%Mo P/M Steel SFHFC Condition (etchant; 2% Nital) 

 

                  
         (a) Centre(400X)               (b) Middle of centre and edge(400X)          (c) Edge(400X)  

Figure 8 Microstructures shown at the Three DifferentLocations of the Cross-section Bar of Fe-0.16%C-

2.25%Cr-1.05%Mo P/M Steel Under SFOQ Condition (etchant; 2% Nital). 
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3.3 SEM Fractography Fractured Surfaces of Tensile Tested Specimens all four Steels Investigated 
                Fractographs shown through figs. 9 to 12 reveal the exact nature of the fractured surfaces of the tensile 

tested specimens under various conditions. Fig. 9 (a) shows the fractographs corresponding to Fe-0.16%C P/M 

steel which has been homogenized and furnace cooled. This structure clearly shows large number of dimples 

indicating the failure mode to be highly ductile and the same is very well supported by the tensile properties that 

are fairly high, which is an index of high ductility (~48%elongation and ~52% area reduction). Similarly the 

fractographs represented through fig. 9 (b) also depicts fairly large number of dimples and at places fine, but, 
rounded porosities in good numbers are also visible. Fractured pieces of this specimen when visually examined 

have exhibited cup and cone type separation of the two corresponding counter parts. High level of ductility 

(29% elongation and 28% area reduction) is recorded. Similarly the steel corresponding to Fe-0.16%C-0.7%Mn 

composition exhibited quite ductile mode of failures under both the conditions of heat treatments.However, 

under the homogenized and furnace cooled condition the failure has advanced through the coalescence of 

residual pores, but, the failure remained ductile only (fig.10(a). Once again the similar situation existed when 

the steel has been forged and oil quenched. Even though, the steel exhibited high strength values, the ductility 

remained fairly high indicating that the steel under this condition also remained fairly tough and thus the failure 

remained quite ductile as is evident through the fig.10(b). 

                                     (a) SFHFC                                                                               (b) SFOQ 
Figure 9 SEM Fractographs of Tensile Tested Specimen fractured Surfaces of Fe-0.16%C P/M Steel 

 

Figs. 11 and 12 showing the SEM fractographs corresponding to the steel composition of  Fe-0.16%C-1.0%Cr-

0.55%Mo. This steel SEM fractographs under the forged, homogenized and furnace cooled condition shows 

large number of dimples an index of ductile mode of failure (fig. 11(a)) which is ably supported by the tensile 

test results exhibiting high percentage of elongation (~42%) and per cent area reduction (~23%).SEM 

fractographs shown in fig. 11(b) corresponds to the same steel, but, under sintered, forged and oil quenched 

condition. Even though dimples  
 

(a) 

SFHFC                                              (b)SFOQ 

Figure 10 SEM Fractographs of Tensile Tested Specimen fractured Surfaces of Fe-0.16%C-0.7%Mn P/M 

Steel Under Two conditions of Heat Treatments. 
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    (a) SFHFC                                                                            (b) SFOQ        

Figure 11 SEM Fractographs of Tensile Tested Specimen fractured Surfaces of Fe-0.16%C-1.0%Cr-

0.55%Mo P/M Steel Under Two conditions of Heat Treatments. 

 
(a) SFHFC                            

(b) SFOQ 

Figure 12 SEM Fractographs of Tensile Tested Specimen fractured Surfaces of Fe-0.16%C-2.25%Cr-

1.05%Mo P/M Steel Under Two conditions of Heat Treatments. 

 

IV. Conclusions 
 Based on the experimental data on tensile properties of four different low alloy steels produced through 
powder metallurgical routes using elemental powders via homogeneous blending, compacting, sintering and hot 

forging to square cross-section bars and heat treating them under two distinct conditions such as sintering, 

forging and oil quenching (SFOQ) and sintering, forging and homogenizing at the sintering temperature for a 

period of an hour followed by cooling them inside the furnace itself and after analyzing the data critically, the 

following main conclusions have emerged:   

1. Four P/M steels investigated in the present investigation produced from the elemental powders which were 

sintered, forged and oil quenched have shown improved strengths, but, reduced ductility compared to the 

steels which were sintered, forged, homogenized and furnace cooled which have shown high degree of 

ductility, 

2. Microstructures of all the four steels have clearly shown the presence of porosities which were mostly 

rounded in the event of homogenized for a period of one hour at the sintering temperature and cooling inside 
the furnace itself. However, at places in the microstructures corresponding to steels containing chromium 

and molybdenum, few un-dissolved particles of these elements are also present, 

3. Tensile tested specimens fractured in a cup and cone type in all the steels except for the steel Fe-0.16%C 

which was highly cup and cone type when they were homogenized and furnace cooled. However, the forged 

and oil quenched specimens have exhibited mixed mode of failures, 
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4. SEM fractographs corresponding to steels which were produced by sintering, forging, homogenizing 

and furnace cooling have exhibited mostly ductile failures as it contained large number of dimples which are an 

index of ductile failures, but, the quenched steels in their corresponding fractographs have shown fairly good 

amount of dimples as well as presence of particle de-lamination which is an index of mixed mode of failures, 

 Finally summarizing the outcome of the present investigation, it is, established that there exists a 

certainty of producing the quality P/M products by using elemental powders and their homogeneously blended 

mixes to required compositions of the given steel/s. The higher mechanical properties such as strength and 
sound metallurgical structures along with the enhanced toughness under the sintered forged and oil quenched 

condition. However, under sintered, forged, homogenized and furnace cooled condition, the strength and 

toughness attained are suitable for producing quality structural parts. Thus, the present investigation opens up a 

new area of research to produce structural components using elemental powders. 
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I.    INTRODUCTION 
There are number of methods of crack detection in the beam has been presented by many authors. The 

problem of crack detection is simple whenever dealt with single crack but as number of cracks to handle are 

more than one then the problem becomes relatively complex. D. P. Patil and S. K. Maiti [1] propose method to 

detect multiple cracks in the beam using frequency measurement. Their results give linear relationship between 

damage parameters and natural frequency of vibration of beam. A. K. Darpe et al. [2] studied dynamics of a 

bowed rotor with a transverse surface crack. They concluded that amplitude and directional nature of higher 

harmonic components of bowed rotor remains unaltered, however rotating frequency component changes in 

magnitude. In another research Athanasios C. Chasalevris and Chris A. Papadopoulos [3] studied 

identification of multiple cracks in beams under bending. They formulate compliance matrix of two DOF as a 

function of both crack depth and angle of rotation of the shaft. Their stated method gives not only depth and 

size of the crack but also angular position of the crack. Ashish K. Darpe [4] proposes a novel way to detect 

transverse surface crack in a rotating shaft. He studied the behavior of the simply supported shaft with 

transverse crack subjected to both bending and torsional vibration. K.M. Saridakis et al. [5] propose the 

application of neural networks, genetic algorithm and fuzzy logic for the identification of cracks in shafts. In 

another research of Ashish K. Darpe [6] he present coupled vibrations of a rotor with slant crack. He 

established stiffness matrix for Timoshenko beam on concepts of fracture mechanics the behavior of the shaft 

slant crack was compared with transverse crack. Sachin S. Naik and Surjya K. Maiti [7] studied triply coupled 

bending–torsion vibration of Timoshenko and Euler–Bernoulli shaft beams with arbitrarily oriented open 

crack. The variation of compliance coefficients with angular position of the crack was illustrated. The study 

shows that the frequency of vibration decreases as the distance of the crack from free end increases. Ashish K. 

Darpe [8] studied dynamics of a Jeffcott rotor with slant crack. Stiffness coefficients based on flexibility 

coefficients was used to form equation of motion. His study shows that the lateral and longitudinal stiffness is 

more for slant crack as compared to transverse crack. The trend of 3 x frequency component can be used to 

detect as well as to identify the type of crack. Tejas H. Patel, Ashish K. Darpe [9] studied influence of crack 

breathing model on nonlinear dynamics of a cracked rotor. Their study shows that for the rotor with deeper 

crack, the switching crack model displays chaotic, quasi-periodic and sub harmonic motion. A.S. Sekhar [10] 

presented a review on multiple cracks effects and identification. He summaries different methods of single and 

double crack detection. S.K. Georgantzinos, N.K. Anifantis [11] presented the study of breathing mechanism 

of a crack in a rotating shaft. He studied the behavior of the transverse crack in cantilever shaft beam with two 

Abstract: Crack in component if undetected may lead to catastrophic failure of the component. The 

cracked rotor problem received the first attention in 1970 and after that the interest among the 

researchers started. The vibration behavior of cracked structures, in particular cracked rotors, is 

important to study as the introduction of the crack alters the vibration characteristics of the structure. 

The problem of damage and crack detection in structural components has acquired important role in past 

few years. However, cracked rotor studies are mainly deals with single crack. For multiple cracked 

structures the problem of crack sizing and location becomes more complex. Only few authors have 

pointed out the multiple crack assessment in the rotor. The proposed work is on vibration analysis of 

multiple cracked shaft beam. An Euler Bernoulli beam fixed at one end with two transverse cracks is 

considered. The vibration characteristics of the shaft are studied using Experimental Modal Analysis and 

Finite Element Analysis. The mode shapes and natural frequencies of the beams are studied and their 

variation with change in position and depth of the crack is also studied. The study shows good agreement 

of the results obtained using Finite Element Analysis and Experimental Modal Analysis. 

Keywords: vibration analysis, crack detection, modal analysis, damage, condition monitoring. 
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different cases of straight and curved front of the shaft. Flexibility coefficients were calculated based on energy 

principle. He concludes that the breathing behavior depends on depth and shape of the crack front. In the 

present work the Experimental modal analysis of the shaft beam was done and the results are compared with 

results of Finite Element Analysis performed in ANSYS 14.5.  

 

II. FEA ANALYSIS OF SHAFT BEAM 
The 3-D modeling of the shaft with diameter 0.03m and length 0.360m is done in ANSYS 14.5. The 

3-D model of the shaft is meshed with element 20node186. The material used for the shaft has following 

properties, 

1)  Modulus of Elasticity= 2x1011N/m2, 

2)  Poisons ratio= 0.3 and  

3) Mass Density 7850 kg/m2.  

 

Boundary Conditions as cantilever beam is applied by making all degrees of freedom zero at one end 

of the shaft. A Block Lanczos method was used for extraction of natural frequency of free vibration. The first 

three modes of transverse vibration are extracted. Also the mode shapes of the first three modes of transverse 

vibration are plotted.  

 
Fig.1. 1st Mode of Vibration (e1=0.25, a1/d=0.1, e2=0.55, a2/d=0.1) 

 
Fig.2 2nd Mode of Vibration (e1=0.25, a1/d=0.1, e2=0.55, a2/d=0.1) 
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Fig.3 3

rd
 Mode of Vibration (e1=0.25, a1/d=0.1, e2=0.55, a2/d=0.1) 

 

III. EXPERIMENTAL MODAL ANALYSIS 
 

 
Fig.4 Test rig for Experimental Modal Analysis 

 

The fig. 4 shows the test rig used for experimental modal analysis of the shaft beam.  The instruments 

used for experimental modal analysis are Fast Fourier Transform analyzer, accelerometer, impact hammer and 

related accessories. The FFT analyzer used is 4 channel Bruel and Kjaer make with measuring range 10-200 

dB, amplitude stability + 0.1 dB. RT-PROTM software, compatible with the FFT analyzer is used. The 

piezoelectric, miniature type unidirectional accelerometer is used to sense the frequency response functions. 

The accelerometer is mounted on the beam using wax. The accelerometer is mounted just near the crack to 

capture the correct signals. The impact hammer is used to excite the beam whose frequency response function 

is to be captured. The beam is tapped gently using impact hammer. Impact hammer has the range of excitation 

1-4000 Hz. 

 

IV. RESULTS 
4.1 Experimental and FEA Results 

Table 1. Experimental and FEA results 

Sr. no. e1 a1/d e2 a2/d 
ω1 FEA, 

HZ 

ω1 Exp., 

HZ 

ω2  FEA, 

HZ 

ω2 Exp., 

HZ 

1 Healthy beam 163.65 167.98 1002.6 1008 

2 0.25 0.1 0.55 0.1 162.97 160.33 998.32 982.54 

3 0.25 0.2 0.55 0.2 160.49 162.34 983.46 964.69 

4 0.25 0.3 0.55 0.3 155.43 159.86 953.26 942.31 

5 0.25 0.4 0.55 0.4 147.48 145.17 906.99 898.78 

6 0.25 0.5 0.55 0.5 135.41 136.64 838.66 829.85 
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Where, L is the length of the beam. L1 is the distance of first crack from fixed end. L2 is the distance 

of second crack from fixed end. e1 is the ratio of L1 and L. Similarly e2 is the ratio of L2 and L. a1 and a2 are the 

depth of the first and second cracks. a1/d and a2/d are crack depth ratios. 

4.2 Comparison of Experimental and FEA Results 

 
Fig.5 Comparison of FEA and Experimental results for different crack depth and e1=0.25, e2=0.55 for 1st 

mode of vibration. 
 

 
Fig.6 Comparison of FEA and Experimental results for different crack depth and e1=0.25, e2=0.55 for 2nd 

mode of vibration. 

 

4.3 Variation of Natural Frequency of Vibration with Increase in Depth of Crack. 

 
Fig.7 Natural Frequency ratio at different crack depths for e1=0.25 and e2=0.55 
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4.4 Variation of Mode Shapes of the Beam 

 
Fig.8 Mode shapes of 1st mode 

 

 
Fig.9 Mode shapes of 2nd mode 

 

 
Fig.10 Mode shapes of 3rd mode 
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V. DISCUSSION 
The Natural Frequency of the beam for first three modes of transverse vibration is extracted from 

ANSYS. The results obtained using Finite Element Analysis for the first three modes are compared with the 

results obtained using Experimental Modal Analysis of the beam. The results obtained by FEA and 

Experimental Modal Analysis show good agreement as shown in the figure 5 and figure 6. Also the variation 

of the Natural Frequencies of first three transverse modes with increase in crack depth is studied. The 

orientation of the crack in the structure caused the local flexibility.  As shown in the figure 7 the Natural 

Frequency of vibration decreases with increase in depth of the crack. The mode shapes of the first, second and 

third modes of transverse vibration are extracted and plotted as shown in figures 8 to 10. It has been observed 

that the mode shapes of the healthy beam and the cracked beam has different shapes. This is because of 

increase in flexibility causes increase in amplitude of vibration. 

 

VI. CONCLUSION 
In this study the Finite Element Analysis of a shaft beam with two transverse cracks was done in 

ANSYS and its validation is done using Experimental Modal Analysis. Mode shapes of first three modes of 

transverse vibration are plotted and comparison of mode shapes of healthy and cracked shaft was done. Also 

the comparison of the values of natural frequency obtained by Finite Element Analysis is compared with the 

results of Experimental Modal Analysis. The study shows good agreement between Experimental modal 

analysis and Finite Element Analysis results. It is observed that the natural frequency of vibration of all three 

transverse vibrations decreases with increase in depth of the crack as the presence of crack in structural 

member introduces local flexibilities. The mode shapes of the first three modes of vibration are plotted on the 

graph and it can be seen that the introduction of the crack changes the shape of mode shapes. 
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I. INTRODUCTION 
Due to increasing population since the past few years car parking space for residential apartments in 

populated cities is a matter of major concern. Hence the trend has been to utilize the ground storey of the 

building itself for parking. These types of buildings having no infill masonry walls in ground storey, but 

infilled in all upper storeys, are called Open Ground Storey (OGS) buildings. They are also known as ‘open 

first storey building’ (when the storey numbering starts with one from the ground storey itself), ‘pilotis’, or 

‘stilted buildings’. There is significant advantage of these category of buildings functionally but from a seismic 

performance point of view such buildings are considered to have increased vulnerability. From the past 

earthquakes it was evident that the major type of failure that 2 occurred in OGS buildings included snapping of 

lateral ties, crushing of core concrete, buckling of longitudinal reinforcement bars etc. Due to the presence of 

infill walls in the entire upper storey except for the ground storey makes the upper storeys much stiffer than the 

open ground storey. Thus, the upper storeys move almost together as a single block, and most of the horizontal 

displacement of the building occurs in the soft ground storey itself. In other words, this type of buildings sway 

back and forth like inverted pendulum  during earthquake shaking, and hence the columns in the ground storey 

columns and beams are heavily stressed. Therefore it is required that the ground storey columns must have 

sufficient strength and adequate ductility. The vulnerability of this type of building is attributed to the sudden 

lowering of lateral stiffness and strength in ground storey, compared to upper storeys with infill walls. 

 

II. OBJECTIVE OF THE STUDY 
The salient objectives of the present study have been identified as follows:  

i) To study the effect of infill strength and stiffness in the seismic analysis of OGS buildings.  

ii) To check the applicability of the multiplication factor of 2.5 as given in the Indian Standard IS 1893:2002 

for design of low rise open ground storey building.  

iii) To assess the effect of support condition on the seismic behaviour of OGS buildings.  

 

Abstract: Presence of infill walls in the frames alters the behavior of the building under lateral loads. 

However, it is common industry practice to ignore the stiffness of infill wall for analysis of framed 

building. Engineers believe that analysis without considering infill stiffness leads to a conservative 

design. An existing RC framed building (G+3) with open ground storey located in Seismic Zone-V is 

considered for this study. This building is analyzed for two different cases: (a) considering both infill 

mass and infill stiffness and (b) considering infill mass but without considering infill stiffness. Two 

separate models were generated using commercial software SAP2000. Infill weights were modelled 

through applying static dead load and corresponding masses considered from this dead load for 

dynamic analyses. Infill stiffness was modelled using a diagonal strut approach. Two different support 

conditions, namely fixed end support condition and pinned end support condition, are considered to 

check the effect of support conditions in the multiplication factors. Linear and non-linear analyses were 

carried out for the models and the results were compared. 

Keywords: infill walls, diagonal strut, open ground storey, equivalent static analysis, response 

spectrum analysis, pushover analysis, low rise building . 
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III. Modeling   
The methodology worked out to achieve the above-mentioned objectives is as follows:  

(i) Review the existing literature and Indian design code provision for designing the OGS building  

(ii) Select an existing building model for the case study.  

(iii)Model the selected building with and without considering infill strength/ stiffness. Models need to consider 

two types of end support conditions as mentioned above.  

(iv) Linear analysis of the selected building model and a comparative study on the results obtained from the 

analyses.  

(v) Nonlinear analysis of the selected building model and a comparative study on the results obtained from the 

analyses.  

(vi) Observations of results and discussions. 

 

Structural Modeling  

3.1 Overview  

It is very important to develop a computational model on which linear / non-linear, static/ dynamic 

analysis is performed. The first part of this chapter presents a summary of various parameters defining the 

computational models, the basic assumptions and the geometry of the selected building considered for this 

study. Accurate modelling of the nonlinear properties of various structural elements is very important in 

nonlinear analysis. In the present study, frame elements were modelled with inelastic flexural hinges using 

point plastic model. A detailed description on the nonlinear modelling of RC frames is presented in this 

chapter. Infill walls are modelled as equivalent diagonal strut elements. The last part of the chapter deals with 

the computational model of the equivalent strut including modelling nonlinearity. 

 
 

3.2 Building Description  

An existing OGS framed building located at Guwahati, India (Seismic Zone V) is selected for the 

present study. The building is fairly symmetric in plan and in elevation. This building is a G+3 storey building 

(12m high) and is made of Reinforced Concrete (RC) Ordinary Moment Resisting Frames (OMRF). The 

concrete slab is 150mm thick at each floor level. The brick wall thicknesses are 230 mm for external walls and 

120 mm 24 for internal walls. Imposed load is taken as 2 kN/ m2 for all floors. Fig. 3.1 presents typical floor 

plans showing different column and beam locations. The cross sections of the structural members (columns 

and beams 300 mm×600 mm) are equal in all frames and all stories. Storey masses to 295 and 237 tonnes in 

the bottom storyes and at the roof level, respectively. The design base shear was equal to 0.15 times the total 

weight. 
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The amount of longitudinal reinforcement in the columns and beams is given in Table 3.2. Although 

the columns have equal reinforcement in all storey levels beam reinforcement in floor and roof are different. 

Refer Fig. 3.1 (a) and (b) for column and beam identification (ID). 

 

3.3 Structural Modelling 

Modelling a building involves the modelling and assemblage of its various load-carrying elements. 

The model must ideally represent the mass distribution, strength, stiffness and deformability. Modelling of the 

material properties and structural elements used in the present study is discussed below. 

3.3.1 Material Properties 

M-20 grade of concrete and Fe-415 grade of reinforcing steel are used for all the frame models used in 

this study. Elastic material properties of these materials are taken as per Indian Standard IS 456: 2000. The 

short-term modulus of elasticity (E
c
) of concrete is taken as: 

Ec=5000√𝑓𝑐k𝑀   

f
ck 

is the characteristic compressive strength of concrete cube in MPa at 28-day (20 MPa in this case). For the 

steel rebar, yield stress (f
y
) and modulus of elasticity (E

s
) is taken as per IS 456:2000. The material chosen for 

the infill walls was masonry whose compressive strength (f
m
’) from the literature was found out to be 1.5 MPa 

and the modulus of elasticity was stated as: 

E
m 

= 350 to 800 MPa for table moulded brick  

    = 2500 to 5000 MPa for wire cut brick 

According to FEMA 356:2000 elasticity of modulus of brick is taken as E
m 

= 750 f
m
’. For the present study the 

modulus of elasticity of the masonry is taken as given in literature by Asokan (2006). 

3.3.2 Structural Elements  

Beams and columns are modelled by 3D frame elements. The beam-column joints are modelled by 

giving end-offsets to the frame elements, to obtain the bending moments and forces at the beam and column 

faces. The beam-column joints are assumed to be rigid. Beams and columns in the present study were modelled 

as frame elements with the centrelines joined at nodes using commercial software SAP2000NL. The rigid 

beam-column joints were modelled by using end offsets at the joints (Fig. 3.2). The floor slabs were assumed to 

act as diaphragms, which ensure integral action of all the vertical lateral load-resisting elements. The weight of 

the slab was distributed as triangular and trapezoidal load to the surrounding beams. 

The structural effect of slabs due to their in-plane stiffness is taken into account by assigning ‘diaphragm’ 

action at each floor level. The mass/weight contribution of slab is modelled separately on the supporting 

beams. 

 
 

3.3.3 Modelling of Column Ends at the Foundation 

The selected building is supported on a raft foundation. Therefore, the column ends are modelled as 

fixed at the top of the raft and analysed. To study how the response of the building changes with the support 

conditions, the same building model also analysed by providing a hinge in place of fixity. 

3.3.4 Modelling Infill Walls  

Infill walls are two dimensional elements that can be modelled with orthotropic plate element for 

linear analysis of buildings with infill wall. But the nonlinear modelling of a two dimensional plate element is 

not understood well. Therefore infill wall has to be modelled with a one-dimensional line element for 

nonlinear analysis of the buildings. Same building model with infill walls modelled as one-dimensional line 

element is used in the present study for both linear and nonlinear analyses. Infill walls are modelled here as 

equivalent diagonal strut elements. Section 3.5 explains the modelling of infill was as diagonal strut in detail. 

Fig. 3.3 presents a three-dimensional computer model of building without and with considering infill stiffness. 
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(a)Without infill                                                                  (b) With infill 

Fig. 3.3: 3D Computer model of building without and with considering infill stiffness respectively. 

 

IV. Result & Discussions 
As mentioned earlier the selected OGS building is analyzed for following two different cases and two 

end support conditions (fixed and pinned end support) (a) Considering infill strength and stiffness (with 

infill/infilled frame) (b) Without considering infill strength and stiffness (without infill/bare frame). Therefore 

there are a total of four building models: (a) building modelled without infill and fixed end support, (b) 

building modelled with infill and fixed end support, (c) building modelled without infill and pinned end 

support and (d) building modelled with infill and pinned end support. Equivalent static and response spectrum 

analyses of these four building models are carried out to evaluate the effect of infill on the seismic behaviour of 

OGS building for two different support conditions. Following sections presents the results obtained from these 

analyses. 

4.1 Calculation of Time Period and Base Shear 

The design base shear (V
B
) was calculated as per IS 1893: 2002 corresponding to the fundamental 

period for moment-resisting framed buildings with brick infill panels as follows 

𝑉𝐵=𝐴𝑊  

𝐴=𝑍/2.𝐼/𝑅.𝑆𝑎/𝑔 

where W ≡ seismic weight of the building, Z ≡ zone factor, I ≡ importance factor, R ≡ response reduction 

factor, S
a 

/g ≡ spectral acceleration coefficient corresponding to an approximate time period (T
a
) which is given 

by: 𝑇𝑎=0.09/√𝑑   for RC frame with masonry infill 

 
Table 4.1: Comparison of fundamental time periods for with and without infill for pinned and fixed end 

support condition 

4.2 Shift in Period 

 

 
 

Table 4.2 (a): Shift in period for fixed end                       Table 4.2 (b): Shift in period for pinned end 

support condition                                                                support condition. 
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From Table 4.2(a) and 4.2(b) we can see that there is not much considerable difference in the time 

periods of the building irrespective of the directions considered according to the empirical formula. From the 

computational value we can see that there is a considerable shift of period for buildings modelled with fixed 

end support conditions. But the period shift is found to be very little in case of buildings modelled with pinned 

end support conditions Hence it can be said that the IS 1893:2002 (Part-1) does not take into account the 

support conditions for the calculation of fundamental period. It always gives a lower bound solution to be 

conservative for force calculation. 

 

4.3 Column Interaction Ratios 

 

 
This table clearly shows that for a low rise OGS building model with fixed-end support the ground 

storey column forces actually reduced when infill stiffness is considered in Equivalent Static Analysis. It 

marginally increases (less than 10%) in the case of response spectrum analysis. This is because the forces 

applied to building model with infill stiffness is little more compared to that applied to building model without 

infill stiffness in Response Spectrum Analysis. But the applied forces to these two buildings are same in case of 

Equivalent Static Analyses. Therefore using a multiplication factor of 2.5 for ground floor columns of low rise 

OGS buildings as per Indian Standard IS 1893:2002 (Part-1) is not justified. 

 

4.4 Beam Demand-to-Capacity Ratios 
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Table 4.4 presents results from both equivalent static analyses (ESA) and response spectrum analyses 

(RSA). The table presented above shows that the conclusion drawn for the columns hold good for beams also. 

Force demands in all first floor beams are found to be lower when infill stiffness modelled in OGS building. It 

can be concluded from this results that it is conservative to analyse low-rise OGS building without considering 

infill stiffness. 

 

V. CONCLUSION 
Followings are the salient conclusions obtained from the present study:  

i) IS code gives a value of 2.5 to be multiplied to the ground storey beam and column forces when a building 

has to be designed as open ground storey building or stilt building. The ratio of IR values for columns and 

DCR values of beams for both the support conditions and building models were found out using ESA and RSA 

and both the analyses supports that a factor of 2.5 is too high to be multiplied to the beam and column forces of 

the ground storey. This is particularly true for low-rise OGS buildings.  

ii) Problem of OGS buildings cannot be identified properly through elastic analysis as the stiffness of OGS 

building and Bare-frame building are almost same.  

iii) Nonlinear analysis reveals that OGS building fails through a ground storey mechanism at a comparatively 

low base shear and displacement. And the mode of failure is found to be brittle. 

iv) Both elastic and inelastic analyses show that the beams forces at the ground storey reduce drastically for the 

presence of infill stiffness in the adjacent storey. And design force amplification factor need not be applied to 

ground storey beams.  

v) The linear (static/dynamic) analyses show that Column forces at the ground storey increases for the presence 

of infill wall in the upper storeys. But design force amplification factor found to be much lesser than 2.5.  

vi) From the literature available it was found that the support condition for the buildings was not given much 

importance. Linear and nonlinear analyses show that support condition influences the response considerably 

and can be an important parameter to decide the force amplification factor.  
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I.   Introduction 

Petrol engines are widely used for various applications in automobiles. Spark Ignition Engine has the 

advantages of low specific weight, compactness and simplicity in the design, low production cost and low 

maintenance cost. However this type of engine has serious drawback of High pollutant emission.  

With increasing concerns on environmental pollution and the steadily inflation in demand for liquid 
fuels and downtrend in supply of petroleum crude oil, researchers have been forced to look to substitute fuels in 

order to fulfill the future demands for liquid fuels. Recent events throughout the world, including the inadequacy 

of petroleum crude oil, the sharp rising in the cost of oil and gasoline motor fuels, and the political instability of 

some crude oil producing countries, have demonstrated the vulnerability of the current sources for liquid fuel. 

Nevertheless, even if these supply and economic risks were acceptable, it is clear that worldwide product of 

petroleum products at projected levels can neither keep pace with the increasing demand nor continue 

indefinitely. It is becoming increasingly evident that the time will soon come when there will have to be a 

transition to resources which are more plentiful and preferably renewable.  

Alternative fuels, as defined by the Energy Policy Act of 1992 (EPACT, US), include ethanol, natural 

gas, hydrogen, biodiesel, electricity, methanol and so on. These fuels are being used worldwide in a variety of 

vehicle applications. They are a major force in the effort to reduce petroleum consumption, harmful pollutants 
and exhaust emissions in the transportation sectors. 

Among alternative fuels, ethanol is one of fuels employed most widely. The reasons are in the 

followings. First, it is technically feasible to make ethanol from a wide variety of available feed-stocks. Fuel 

ethanol could be made from crops which contain starch such as feed grains, food grains, and tubers, such as 

potatoes and sweet potatoes. Crops containing sugar, such as sugar beets, sugarcane, and sweet sorghum also 

could be used for the production of ethanol. In addition, food processing byproducts, such as molasses, cheese 

whey, and cellulosic materials including grass and wood, as well as agricultural and forestry residues could be 

processed to ethanol. Thus it is renewable source of energy. Secondly, ethanol (CH3CH2OH) is made up of a 

group of chemical compounds whose molecules contain a hydroxyl group,-OH, bonded to a carbon atom; so, the 

oxygen content of this fuel favors the further combustion of gasoline. Besides, ethanol is most commonly used 

to increase gasoline’s octane number [1-3]. It can be concluded that using ethanol–gasoline blended fuels can 
ease off the air pollution and the depletion of petroleum fuels simultaneously. As a result, study of the effect of 

ethanol fuel on the pollutant emissions of an engine gain more attention. 

 

1.1 Literature Related Review 

C. Ananda Srinivasan et al. [4] tested the properties of ethanol-gasoline blended fuels with various 

blends. Results show that using ethanol–gasoline blend with additives causes improvement in engine 
performance and exhaust emissions. Ethanol addition results in the increase in brake thermal efficiency. Using 

ethanol blended gasoline leads to a significant reduction in exhaust emissions. For all engine speeds, the values 

Abstract: In India, Ethanol is generally produced as a by-product of sugar is blended with petrol and was 

tested for their use as a substitute fuel, based on their emissions. The main aim of this experiment is to 

study the effect of various blends on the exhaust of the engine. The 99.96% pure ethanol was blended with 
gasoline, solutions of gasohol (ethanol blended gasoline) with 5%, 10%, 15%, 20% and 25% ethanol 

blended in gasoline, volume per volume were prepared and tested on a 1000cc four stroke four cylinder 

inline engine by a digital analyzer and on a 100cc four stroke single cylinder engine by standard PUC 

norms followed in India. It was observed that E20 had the optimum readings of emission.  

Keywords: Engine, Ethanol, Exhaust Emission, Gasohol, Substitute Fuel. 
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of CO, CO2, HC, and NOX have been reduced. On the other hand, O2 emissions have been increased 

significantly. The E60 gives the best result for the engine performance and exhaust emissions: The brake 

thermal efficiency is 23.24% at 2,800 rpm. The CO emission is reduced to 0.08% by volume at 2,600 rpm and 

3,000 rpm. The CO2 emission is reduced to 7.9% by volume at 2,800 rpm. The HC emission is reduced to 15 

ppm at 2,800 rpm and 3,000 rpm. The NOX emission is reduced to 224 ppm at 3,000 rpm. The O2 emission is 

increased to 9.5% by volume at 2,800 rpm. The study of He et al. [5] pointed out that the fuel containing 30% 

ethanol by volume can drastically reduce engine-out HC, CO and NOX emissions at idle speed, but unburned 
ethanol and acetaldehyde emissions increase. Hasan [6] investigated that using an ethanol–unleaded gasoline 

blend leads to a significant reduction in exhaust emissions by about 46.5 and 24.3% of the mean average values 

of CO and HC emissions, respectively, for all engine speeds. On the other hand, CO2 emission increases by 

about 7.5%. The research of Ajava et al. [7] showed that the exhaust gas temperature, lubricating oil temperature 

and exhaust emissions (CO and NOX) are lower with operations on ethanol–diesel blends as compared to 

operation on diesel. 

 

II.   Objectives of the Study 

Hygroscopic nature of ethanol may produce corrosion effect on metallurgies of engine. Since corrosion 
effect is negligible for proportion of ethanol up to 25, hence ethanol up to 25% can be readily used in existing 

engine without any modification. So the objective of present study is to gain insight into the effect of ethanol-

gasoline blended fuel with various blended rates (0, 5, 10, 15, 20, 25 %) by volume on exhaust emission of 

Spark Ignition Engine. 

 

III.    Experimental Apparatus and Method 
 

3.1 Engine Setup 

 The experiments were carried out on four stroke four cylinder engine having cylinder of 65mm bore 

and stroke of 72 mm and swept volume of engine is 1000 cm3 with compression ratio 8.8:1.The engine having 

rated power is 44 BHP at 3000 rpm. This engine is attached with electrical dynamometer in order to measure 

torque produce by engine at output shaft. Fuel consumption was measured by burette and stopwatch. The 

emission of NOXand SOX were measured by digital gas analyzer. The single cylinder four stroke engine having 

100 cc displacement was used and maximum power developed by engine was 7.2 BHP at 8000 rpm. Using this 

engine PUC report for HC was generated. 

 

 
1.  The Engine 

2.  Dynamometer 

3.  Digital Display 

4.  Fuel Burette 

5.  Gas Analyzer 

6.  Drive Shaft 

Figure 1: The schematic diagram of the engine and its instrumentation 
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Figure 2: Experimental Setup 

3.2 Fuel Used 
In this experiment two types of fuel were used, ethanol and unleaded gasoline. Using these two fuel 

different blends were made in which ethanol contain vary from 0% to25% with increment of 5%.The fuel are 

represented by E5,E10,E15,E20 and E25.Here E5 stands for 5% ethanol in one liter blend with 95% gasoline. 

Properties comparison of both the fuels is given in table.  

Table 1: Properties Comparison of Ethanol and Gasoline 

Properties Gasoline Ethanol 

Formula   (Liquid)                                          C8H18 C2H6O 

Molecular weight (kg kmol-1) 114.15 46.07 

Density (kg m-3) 765 785 

Heat of vaporization (kJ kg-1) 305 840 

Specific heat (kJ kg-1 K-1)                 

(Liquid) 
2.4 1.7 

(Vapor) 2.5 1.93 

LHV (kJ kg-1) 44000 26900 

Stoichiometric air-fuel ratio   15.13 9.00 

 
From above tables it can be seen that there is minor difference in density of ethanol and gasoline so 

they can be easily blended. Calorific value of blended fuel decreases from E0 to E25 as low heat value (LHV) of 

ethanol is lower than gasoline. 

 

3.3Procedure 

The engine was made to run at constant 3000 rpm and 99.96% pure Ethanol blended with regular 
gasoline in various compositions was used as fuel. A four cylinder four stroke, inline S.I. engine of 1000cc and a 

single cylinder four stroke S.I. engine of 100cc was used in this analysis. The 1000cc engine is directly attached 

to an electric dynamometer which was used for analysis and its SOX, NOX and HC emission was checked by gas 

analyzer. PUC reports of various blends on 100cc bike engine were generated. 
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IV.   Results and Discussions 
 

4.1 SOX Emission  

Table 2: SOX Emission for Various Blends 

BLENDS E0 E5 E10 E15 E20 E25 

SOX 0.96 0.78 0.60 0.57 0.54 0.50 

 

 

Figure 3: Emission of SOX for Various Blends 

 

The results of SOX from the gas analyzer suggest that the amount of SOX emission decreases with 

increase in percentage of ethanol in the fuel, which makes it a better and a greener fuel in compare of only 

gasoline (E0). Analysis shows that E25 has the least SOX emission and is optimum fuel, based on SOX 

emission.SOX emission depends upon amount of sulphur contain in gasoline,since the amount of sulphur will 

reduce in ethanol blended gasoline as quantity of gasoline reduces in gasohol compare to pure gasoline, 
emission of SOX reduces in case of gasohol. 

 

4.2 NOX Emission 

Table 3: NOX Emission for Various Blends 

BLENDS E0 E5 E10 E15 E20 E25 

NOX 1.98 1.94 1.64 1.62 1.60 1.58 

 

 

Figure 3: Emission of SOX for Various Blends 
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Above NOX emission graph represents that emission of NOX reduces with increase in proportion of 

ethanol in gasoline and in our experiment NOX emission is optimum in case of E25.The reason behind reduction 

in NOX emission is that the reaction rate between nitrogen and oxygen will be high at higher temperature, since 

calorific value of ethanol is lower than gasoline so temperature of combustion product will be less than that of 

gasoline which reduces the emission of NOX. 

4.3 HC Emission 

Table 2: HC Emission for Various Blends 

BLENDS E0 E5 E10 E15 E20 E25 

HC (ppm) 3140 1868 1123 1049 605 967 

 

 

Figure 3: Emission of HC for Various Blends 

 

The emission of Hydro-Carbon (HC), decreases from E0 to E20 and then again increases from E25, 

suggesting that the combustion efficiency of the fuel increases with increase in amount of ethanol, till E20 and 

then decreases at E25. Thus, suggesting that E20 is the optimum fuel.The cause behind reduction of HC in 

emission is that extra O2 present in the ethanol helps in combustion and it will take combustion process towards 

complete combustion hence reduction in HC emission take place.  

 

V.   Conclusions 

In the present study, the effect of ethanol blended gasoline on pollutant emission of commercial engine 

has been investigated. The results of research indicated that the amount of SOXand NOXemission decreases with 

increase in percentage of ethanol blended with gasoline and E25 has highest i.e. 48% and 20 % reduction in 

SOXand NOXemissionrespectively when compared with pure gasoline (E0). It is also found that increasing the 

ethanol content, amount of HC emission decreases drastically and reduction is highest for E20 i.e. 81% when 

compared with pure gasoline(E0).Thus the use of ethanol reduces adverse effect on health of living creature 

caused by SOXand NOXand further lead to cleaner environment by reducing HC emission. It can be concluded 

that using ethanol–gasoline blended fuels can ease off the air pollution and the depletion of petroleum fuels 

simultaneously. 
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I. INTRODUCTION  

In the fast growing field of nanotechnology, polymer nanocomposites have become a prominent area of 

current research and developments. Considerable interest is being shown in the use of composite for high 

technology engineering components in such applications as wind mill blade, pipelines carrying sand slurries, 

petroleum refining, aircraft gas turbine compressor blades, radomes etc. All these applications may involve 

impingement by solid particles. Knowledge of impact and erosion behavior is necessary before composite can 

be used with confidence in these systems. It has been shown that dramatic improvements in mechanical 

properties can be achieved by incorporation of a few weight percentages (wt %) of inorganic exfoliated clay 

minerals consisting of layered silicates in polymer matrices.[1-3] Three main types of structures can be obtained 

when layered clay is associated with a polymer: (i) a phase-separated structure, (ii) an intercalated structure and 

(iii) an exfoliated or delaminated structure.[4-5] When the polymer is unable to intercalate (or penetrate) 

between the silicate sheets, a phase-separated composite is obtained and the properties stay in the same range as 

those for traditional microcomposites. In an intercalated structure, where a single extended polymer chain can 
penetrate between the silicate layers, a well-ordered multilayer morphology results with alternating polymeric 

and inorganic layers. An exfoliated or delaminated structure is obtained when the silicate layers are completely 

and uniformly dispersed in a continuous polymer matrix. When the filler has nanometer thickness and high 

aspect ratio (30–1000) plate-like structure, it is classified as layered nanomaterial (such as organo-silicate) [6]. 

In general, nanomaterials provide reinforcing efficiency because of their high aspect ratios [7].  Epoxy resins 

have played a vital role in polymer matrix materials because of their superior mechanical and adhesive 

properties. They have been used widely as a matrix to hold the high-performance fiber reinforcement together in 

composite materials, as well as structural adhesives. Nanocomposites are named when the dispersed phase 

particle size is less than 100 nm, and the reinforcement of polymeric resin with nanoclay as fillers has resulted 

in light-weight materials with increased modulus and strength, decreased permeability, less shrinkage and 

increased heat resistance even at low friction loading. But in recent times epoxy resin added with modified 
MMT clay as filler finds major applications.  Visualizing the importance of polymer composites lot of work has 

been done by various researchers [8-9] to evaluate the erosion resistance of various types of polymers and their 

composites to solid particle erosion. Most of these workers have carried out wide range of thermo sets and 

thermoplastics polymer composite with synthetic fibers like glass, carbon, graphite and Kevlar. However there 

is no information available on erosive wear behavior of basalt fiber reinforced composite.   The goal of this 

study is to improve the wear properties of Basalt-epoxy composites by incorporation of nanoclay. For this 

Abstract: Developments of nano clay particle reinforced plastics are of growing interest towards the 

emergence of new materials which enhance optimal utilization of natural resources and particularly of 

renewable resources. The effects of nano clay as filler in Basalt–epoxy composite systems on the 

tribological properties have been discussed in this article. Basalt fiber reinforced epoxy (BE) composite 
finds widespread application in erosive environment due to its several advantages like high wear 

resistance, high strength-to-weight ratio and low cost. Experiments were carried out to study the effects 

of impingement angle, particle velocity and filler material on the solid particle erosive wear behavior of 

BE composite. The erosive wear is evaluated at different impingement angles from 30° to 90° at three 

different velocities of 23, 42, & 60 m/s. The erodent used is silica sand with the size range (150 – 280 µm) 

of irregular shape. The result shows semi-ductile behavior with maximum erosion rate at 60° 

impingement angle. It is observed that wear rate increases with increasing particle velocity and 

decreases with increases of filler percentage. The morphology of the eroded surfaces was examined by 

using Scanning electron microscopy (SEM).  

Keywords: Erosive wear, Basalt Fabric, Nanoclay, Vacuum Assisted Resin Infusion Technique, Wear 
Mechanism. 
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purpose, Basalt-epoxy composites containing various loading of clay was produced by VARI technique 

followed by thermal curing. In order to improve the dispersion and exfoliation of the Clay in the epoxy matrix, 

both sonication and mechanical stirring techniques were used together. It is believed that Nanoclay can improve 

the modulus, strength and impact properties of the Basalt-epoxy composites profoundly, provided that well 

exfoliated structure and good interfacial bonding can be achieved. In this study, erosive wear behavior of the 

Basalt-epoxy composites were characterized and discussed. 

 

II. EXPERIMENTAL DETAILS  
 

2.1   Material Used  
Basalt woven fabric 360 g/m2 obtained from M/s. APS Austria. The basalt fabric diameters 18 μm was 

used as reinforcement.  Multifunctional epoxy-Bisphenol A-epichlorohydrin (MY 740) and cyclo aliphaticamine 

(HY 951) (room temperature cure system) were obtained from M/s. S& S POLYMERS, Bangalore, India. The 

resin is a clear liquid, its viscosity at 250C is 10000– 14500 mPa s and density is 1.15-1.20 gm/cc. The hardener 

is a liquid and its viscosity is 50–80 mPa s and specific gravity is 1.59. The commercially available Nano clay 

powder was procured from M/s Sigma Aldrich, Bangalore, India.   

 

2.2   Fabrication of Composite Specimen Material 
The composite fabrication consist of mixing of the epoxy resin and filler using a mechanical stirrer, 

mixing of the curing agent with the filled epoxy resin, fiber impregnation and consolidation and curing of 

fabricated composites. In the first step a known quantity of filler was mixed with epoxy resin using a high speed 

mechanical stirrer to ensure the proper dispersion of filler in the epoxy resin and the hardener was mixed into 

the filled epoxy resin using a mechanical stirrer and then an ultrasonic mixing was used to distribute various 
content of nanofillers in epoxy resin. The ratio of epoxy resin to hardener was 100:30 on weight basis.     The 

composites were fabricated using the VARI process as described elsewhere [10].   Fig1.  shows schematic 

representation of VARI. Basalt fabrics were cut into required dimensions. A granite mold was used for the 

fabrication. Granite mold was cleaned by using an acetone and it is pre-coated with a releasing agent (suitable 

wax) to facilitate easier removal of the part from the mold. The basalt fabrics are placed on a granite mold. On 

the top layer of the basalt fabrics, a peel ply (porous teflon film) and breather were placed. This peel ply enables 

separation of the part from the vacuum bag and breather ensures uniform distribution of vacuum. A two sided 

insulated tape (acts as a sealant) was placed all around the fabrics at a distance of about 75 mm around the 

perimeter of the mold, an open spiral tubes were attached and connecting to a vacuum pump, which acts as a air 

channel from inside the mold when vacuum is applied.  Air is evacuated by a vacuum pump and maintained at 

0.0965Mpa of pressure, and a low viscosity epoxy resin is infused into the lay-up to impregnate the fabrics. once 
the layers were wet with resin system, the vacuum bagging was removed. The entire assembly was again 

covered with vacuum bag with a new peel ply and breather and allowed to cure under vacuum at 0.0965Mpa of 

pressure at room temperature up to 24 h. To improve the consolidation and reduces the voids and dry spots, the 

epoxy resin was injected into the mould before going into VARI. Finally the panels were post cured at 1000C for 

3 h in a controlled oven.  

The details of the composites are provided in Table 1.The laminate of dimensions 300 mm x 300 mm x 

2.6 ± 0.2 mm was fabricated. The specimens for the required dimensions of 30mm X 30mm were cut using a 

diamond tipped cutter. Density of the composite specimens was determined using a high precision digital 

electronic weighing balance of 0.1 mg accuracy. 

 

2.3   Testing 
The method used is the one involving dry and compressed air accelerating the solid particles to strike 

the surface of specimens. (as in Fig. 2) which was designed for the tests consists of main reservoir, pressured 

particle tank, universal valves, pressure indicator, flow control and pressure regulators, nozzle, specimen holder, 

recycling box and a compressor. The particles impact velocities used in the tests (23, 42 and ≈60 m/s) were 

adjusted by using the double disc method in which two discs were connected to a common shaft from a driving 

prime mover [11]. The impingement angle, one of the most important parameters affecting solid particle erosive 

wear was varied by turning the test specimen holder around its own axis, in addition, moving the specimen 

holder up and down to adjust the standup distance. (Between the nozzle and the test specimen). 
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Fig. 1 Schematic of VARTM setup (a) Granite molding tool,  (b) Dry Basalt fabrics,  (c) peel ply and breather 

material (d) distribution medium, (e) Vacuum bag (f) resin inlet  (g) vacuum outlet. 

 

Table1. Formulation of composite specimen with measured  density 

Materials Sample code Matrix   

( Wt.%) 

Filler   

(Wt.%) 

Density  

(gm/cc) 

Basaltfibre-Epoxy composite BE 40 - 1.987 

1% clay filled Basalt -Epoxy Composite 1CL-BE 39 1 1.976 

2% Clay  filled Basalt -Epoxy Composite 2CL-BE 38 2 1.947 

3% Clay filled Basalt -Epoxy Composite 3CL-BE 37 3 1.914 

 

The solid particle erosion experiments were carried out as per ASTM-G76 standard on the erosion test 

rig. The silica sand of size 150–280 μm is used as erodent. The normalized erosion rate (Ws) was expressed in 

terms of equation (1): 

gmgm
ErW

WcWS /

                 (1) 
Where Wc is the loss in weight of the composite material and WEr is the total weight of erodent used 

for erosion of each specimen. Wc is determined by weighing the sample before and after the erosive wear test 

using a digital electronic balance, 0.1 mg accuracy. Each erosive wear test was performed twice and average 

values for wear loss were calculated. The experimental details are presented in TABLE 2. 

  The graphical plots of erosion rate versus impingement angles at two different velocities of filled and 

unfilled composite systems are shown in Fig. 3. 
 

 
Fig.2 Details of erosion test rig.  (1) Erodent pipe from hopper   (2) Conveyor belt system for sand flow (3) 

Particle -air mixing chamber  (4) Pressure transducer (5) Nozzle   (6) X-Y and  axes assembly   (7) Sample 

holder. 
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Table.2 Erosion Test condition 

 

 

 

 

 

 
 

 

 

 

 

 

III. RESULTS AND DISCUSSION 
The Impingement angle is one of the important parameters for the erosive wear behavior of composite 

materials. Dependence of erosion rate on the impingement angle is largely determined by the nature of the target 
material and other operating conditions. In the literature, materials are broadly classified as ductile or brittle, 

based on the dependence of their erosion rate with impingement angle. The ductile behavior is characterized by 

maximum erosion rate at low impingement angle i.e. typically in the range of (15° -30°). On the other hand, if 

the maximum erosion rate occurs at normal impact (90°) then the behavior of material is purely brittle mode 

[12]. Fig. 3 shows the effect of impingement angle on erosion rate of composites with and without nanoclay 

fillers. From fig.3, it is observed that the peak erosion rates are observed at an impingement angle of 60° for all 

composite samples. This shows semi-ductile erosion response for the basalt fiber reinforced composites. 

Minimum volume loss was observed at an impingement angle of 90◦ and lower erosion rate was observed. At 

this juncture, the authors are pleased to quote the research work of Hager et al. and Mohan.et al [13-14] stated 

that no fixed trends are available which correlate ductility and brittleness of materials and maximum or 

minimum angle of impingement. Some polymers erode in ductile manner some other are shows the both ductile 
and brittle nature. As compared to unfilled composite, nanoclay filled composite shows minimum erosion rate at 

all experimental conditions. 

 

  

Test parameter   

Erodent Angular silica sand 

Erodent size(µm) 150-280 

Impingement angle (degree)  30, 45, 60, 75 & 90 

Impact velocity (m/s) 23, 42, & 60 m/s 

Erodent feed rate(gm/min) 5.5 

Test Duration(min) 3 

Test temperature RT 

Nozzle to sample distance(mm) 10 

Nozzle diameter (mm) 3 
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Fig.3: Erosion Rate versus Angle of Impingement for the composite at (a) 23 m/s, (b) 42 m/s (c) 60 m/s and 

(d) Variation of Erosion Rate as a function of Impact Velocity at 60° Impingement Angle. 

 

 

Worn Surface Morphology 

To identify the mode of material removal, the morphologies of eroded surface are studied under 

scanning electron microscope. Fig. 4(a) shows a portion of the composite after erosion occurred. It shows good 

bonding of nanoclay particulate with epoxy and basalt fiber. At a velocity of 23m/s and at an impingement angle 

of 60°, matrix removal was observed. 

Fig. 4(b) shows the worn surface of BE composite, it can be seen from the micrograph that, when 

impacting at angles, the hard erodent particles can penetrate the surfaces of the samples and cause material 

removal by fiber cutting and removal of fibers are seen. It indicates plastic deformation and micro cracking as 

the dominant wear mechanisms. Repeated impact of the erodent caused roughening of the surface of the 

material and cutting with chip formation is reflected in Fig. 5(b). Erosion along the fibres and clean removal of 
the matrix to expose glass fibers and breakage is also seen, the matrix shows multiple fractures and material 

removal. The exposed fibres are broken into fragments at some points along with some amount of cavitations 

and thus can be easily removed from the worn surfaces 
 

  
(a) Filled (b) Unfilled 

Fig. 4: SEM Images of Eroded Surfaces at a velocity of 23 m/s at 60° Impingement angle. 

Fig.5(a) shows the removal of matrix material is observed with greater degree of severity as compared 

to Fig.4(a). Fiber breakage is more in this case because of the higher magnitude of the impact velocity.  Fig.5(a) 
shows the good bonding of matrix and fibre because the nano clay restricts the debonding of materials even at 

higher velocity. 
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(a) Filled (b) Unfilled 

Fig. 5: SEM Images of Eroded Surfaces at a velocity of 60 m/s at 60° Impingement angle. 

 

IV. CONCLUSION 
  Addition  of nanoclay in B-E composite shows minimum erosion rate as it restricts the fiber–matrix 

deboning, without any filler shows  highest erosion rate due to weak bonding strength  and has adequate 

potential for tribological applications. 

  Influence of the impingement angle on erosive wear of all composites under consideration exhibits semi-

ductile behavior with maximum erosion at 60° impingement angle. 

  SEM studies of worn surfaces support the wear mechanisms involved and indicated pulverization of wear 

debris, exposure of fibers, micro-cutting, crushing of fibre and cavities due to detachment of broken 

fibers from the resin matrix and cracks at higher particle velocity. 
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