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I. Introduction 
The A vehicle door is a type of door, typically hinged, but sometimes attached by other mechanisms 

such as tracks, in front of an opening which is used for entering and exiting a vehicle. A vehicle door can be 

opened to provide access to the opening, or closed to secure it. These doors can be opened manually, or 

powered electronically. Powered doors are usually found on minivans, high-end cars, or modified cars. Unlike 

other types of doors, the exterior side of the vehicle door contrasts sharply from its interior side (the interior 

side is also known as the car door panel): The exterior side of the door is designed of steel like the rest of the 

vehicle's exterior. In addition, its decorative appearance, typically colored with a design, is intended to match 

with the rest of the vehicle's exterior, the central purpose being to add to the overall aesthetic appeal of the 

vehicle exterior. 

On the other hand, the vehicle door's interior side is typically made up of a variety of materials, 

sometimes vinyl and leather, other time’s cloth and fabric. Because the car door panel is typically intended to 

match the rest of the styles used in the car's interior, the choice of cover materials depends on the rest of the 

styles used in the vehicle's inner body like the dashboard, carpet, seats, etc. However, unlike the material used 

on the exterior side of the vehicle door, the material on the interior side serves a greater purpose other than just 

aesthetic appeal. While the materials that makes up the interior side are intended to match their surroundings 

and contribute to the overall aesthetic appeal, there's an additional purpose of coziness and comfort. This is to 

say, a car door panel has interior parts that contribute to the overall functionality and ergonomics of the ride, 

such as: armrests; various switches; lights; electronic systems like the window controls and locking 

mechanism; etc. 

 

II. Literature Review 
Previous studies by different researches show that the efficient design and increase use of composite 

materials into the automotive parts directly influences the car safety, weight reduction and gas emission, 

because the efficient design can absorb more deformation and composite materials have high specific strength 

(strength to density) and high specific stiffness (stiffness/density). They also have very high impact load 

absorbing and damping properties.  

The side impact door should have the ability to absorb as much deformational energy as possible 

without breaking. Steel is still the most widely used material for beam members, but the steel increases the 

total weight of the car. However, breakthroughs in the application of lighter materials, such as composite, are 

being initiated in the automotive industry. Correct fiber orientation and stacking sequence of the cross-ply 

laminate contribute to higher energy absorption when compared to steel equivalent. 

The composite materials have high specific energy absorption when compared to steel. The properties 

like high specific strength and high specific stiffness are attractive for the construction of lightweight and fuel 

Abstract: Car door is one of the main parts which are used as protection for passengers from side 

collisions. Presently steel is used for car doors construction. The aim of the project is to analyze the car 

door with presently used material steel and replacing with composite materials like Aluminum, Carbon 

Epoxy, S-glass epoxy, E-Glass epoxy. Impact analysis is conducted on door for different speeds by 

varying the materials. Best of the result we will consider for the door design. Also we are going to reduce 

weight of the door by using composite materials replacing with steel. By this we have to reduce the 

damage percentage of the car and passenger protection. In this project, the Car door is modeled using 

parametric modeling software Pro/Engineer. Pro/ENGINEER is the standard in 3D product design, 

featuring industry-leading productivity tools that promote best practices in design. We have to variety the 

materials of the car door and speed to impacting of door.  
Keywords: We are doing impact analysis in the software COSMOS (SOLID WORKS). 
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efficient vehicle structures. The energy absorption capability of the composite materials offers a unique 

combination of reduced weight and improves crashworthiness of the vehicle structures. Fuel efficiency of the 

vehicle directly depends on the weight of the vehicle. The carbon fiber composite body structure is 57% lighter 

than steel structure of the same size and providing the superior crash protection, improved stiffness and 

favorable thermal and acoustic properties. The composite materials are replacing most of the steel structures. 

Rotors manufactured using RTM (Resin Transfer Molding) for air compressor or super chargers of cars are 

used to substitute for metal rotors which are hard to manufacture. The composite material was for the first time 

introduced to the formula-1 in 1980 by McLaren team. Since then the crashworthiness of the racing cars has 

improved beyond all recognition. They used the carbon fiber composite to manufacture the body, which is low 

weight, high rigidity and provided the high crash safety standards. The lightweight composite materials are 

already finding the exciting break in the automotive field as a means to increase the fuel efficiency. The 

vehicle weight directly contributes about 75 percent of fuel consumption. The vehicle industry can anticipate 

an aggressive 6 to 8 percent reduction in fuel consumption with 10 percent decrease in vehicle weight. This 

reduces around 20 kilogram of carbon dioxide emission per kilogram reduction in weight over the vehicle’s 

lifetime. The report from the united states and Canada predicted that plastics and composites would be widely 

used applied to body panels, bumper systems, flexible components, trims, drive shaft and transport parts of 

cars. Also rotors manufactured using RTM (Resin Transfer Moldings) for air compressor or superchargers of 

cars have been used to substitute for metal rotors which are difficult to machine. Composites have been used to 

substitute flexi spline materials in harmonic drives. 

 

III. Modeling Of Car Door 
 

The specification of DOOR for CAR below 

The software used for Modelling of car door is Pro-E and software it is developed by Parametric 

Technology Corporation  
This is CAD/CAM/CAE software but we are using this for only 3-D part modelling (CAD).  

This CAD includes. 

1. Sketcher 

2. Part modelling (part design) 

3. Surface Design 

4. Assembly Design 

5. Drafting 

 

 
Figure 1: 3-D model of Car Door using Solid works-Design 1-Original 
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Figure 2: 3-D model information of Car Door with mass 16.26Kg 

 

IV. Meshing Of Car Door 
The Figure.3 shows the meshed model of door. The Discretization (Mesh generation) is the first step 

of Finite Element Method. In this step the component or part is divided into number of small parts. In 

discretization the    no of elements are 9095, and 7688 nodes. The effect of force on each portion of the 

component is not same.  The purpose of discretization is to perform the analysis on each small division 

separately 
    

 
Figure 3: 3-D Meshing model information of Car Door 

 

The Figure.4,5,6: shows the study  model of door. After the application of boundary conditions and 

force, the next step is to perform the structural analysis of door.  In  this  structural analysis,  we  are  mainly  

concern  with  the  total deformation  and  the  stresses  acting  on  the  door  (von-masses  stresses).  When the 

force is applied, the slight deformation and also the stresses take place in the crankshaft. The total deformation 

of crankshaft is shown in Figure.4. The deformation in the door is not same throughout. The portion in red 

color shows that the deformation  at  that  region  is  maximum  and  the portion in blue color shows that the 

deformation is minimum  in  that  region.  
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Figure 4: 3-D model stress study of Car Door 

 

V. Study Stress Of Car Door 

 
Figure 5: 3-D model stress study of Car Door Min 7.674 & Max 485.49(Mpa) 

 

VI. Displacement Stress Of Car Door 
 

 
                           Figure 6: 3-D model Displacement study of Car Door Min 0.030 & 12.27(Mpa) 
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VII. Displacement Stress Of Car Door 
 

 
Figure 7: 3-D model strain study of Car Door Min 6.307 & Max 0.0041(Mpa) 

 

The stress acting on the Design1Original door is shown in Figure.5, 6, and 7. 

 

VIII. FIGURES AND TABLES 
After applying loading and boundary conditions results from Solid works were obtained and compiled 

in table  

Eglass Epoxy: 

Speed Stress Displacement Strain  

Material 

(Eglass Epoxy) 

 Stress 

Min()MPa 

Stress Min 

()MPa 

Displacemen

t Min Mm 

Displacement 

Minm 

Strain(min) 

 

Strain(max) 

 

45 
7.66411 

N/mm^2 

486.55 

N/mm^2 

0.0414237 

mm 

12.0775 mm 

 

8.54216e-005  

 

0.00470882  

 

60 
10.5646 

N/mm^2 

707.566 

N/mm^2 
0.110908 mm 

18.0986 mm 

 

0.000103121  

 

0.00665921  

 

80 
5.94308 

N/mm^2 

1059.51 

N/mm^2 

0.152936 mm 

 

24.6295 mm 

 

0.000101913 

 

0.00883602  

100 
15.7078 

N/mm^2 

1348.39 

N/mm^2 
0.267476 mm 

31.2923 mm 

 

0.000149278  

 

0.0109856 

Table1: Results obtained from SOLID WORKS 

 

Sglass Epoxy: 

Speed Stress Displacement Strain  

Material 

(Sglass Epoxy) 

 Stress 

Min 

()MPa 

Stress 

Min 

()MPa 

Displaceme

nt Min 

Mm 

Displacement 

Min 

m 

Strain(min) 

 

Strain(max) 

 

45 
7.67429 

N/mm^2 

485.892 

N/mm^2 

0.030621m

m 

12.2794 mm 

 

6.30705e-005 0.00415769  

 

60 
11.5391N/

mm^2 

610.998 

N/mm^2 

0.0398429m

m 

18.3876 mm 

 

5.34882e-005  

 

0.00484095  

 

80 
11.2458 

N/mm^2 

886.518N

/mm^2 

0.152936m

m 

 

24.6295 mm 

 

0.000101913 

 

0.00883602  

100 
10.1045 

N/mm^2 

1114.93N

/mm^2 
0.11594mm 

30.9996 mm 

 

7.59825e-005  0.00992091  

 

Table1: Results obtained from SOLID WORKS 
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Steel Epoxy: 

Speed Stress Displacement Strain  

Material 

(Steel) 

 Stress 

Min 

()MPa 

Stress 

Min 

()MPa 

Displacemen

t Min 

Mm 

Displacement 

Min 

m 

Strain(min) 

 

Strain(max) 

 

45 
14.8305N/

mm^2 

1922.55 

N/mm^2 

0.0185283 

mm 

 

11.2098 mm 

 

3.86505e-005  

 

0.0059074  

 

60 
11.5391N/

mm^2 

610.998 

N/mm^2 

0.0398429m

m 

18.3876 mm 

 

5.34882e-005  

 

0.00484095  

 

80 
26.2071 

N/mm^2 

3092.92 

N/mm^2 

0.0283487 

mm 

22.4748 mm 

 

4.94524e-005 

 

0.00971505  

 

100 
10.1045 

N/mm^2 

1114.93

N/mm^2 
0.11594mm 

28.982 mm 

 

7.59825e-005  

 

0.00992091  

 

Table1: Results obtained from SOLID WORKS 

 

GRAPHS: 

 

Stress Min (Eglass, Sglass, Steel): 

 
 

Stress Max (Eglass, Sglass, Steel): 
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Displacement Min(Eglass, Sglass, Steel): 

 
 

Displacement Max(Eglass, Sglass, Steel): 

 
 

Strain Min(Eglass, Sglass, Steel): 

 
 



Design and Impact Analysis of a Car Door 

| IJMER | ISSN: 2249–6645 |                               www.ijmer.com                        | Vol. 4 | Iss.9| Sept. 2014 | 8| 

Strain Max(Eglass, Sglass, Steel): 

 
 

IX. CONCLUSION 
Finite  Element  analysis  of  the  impact of the car door  has  been  done  using  FEA  tool SOLID 

WORKS. From the results obtained from FE analysis, many discussions have been made.  

In this study, Steel, Eglass, Sglass epoxy materials are used for side-door impact, for passenger cars, 

was designed to reduce weight, as well as to improve impact energy absorption; Structural modifications were 

tidied using FEA, in order to determine a suitable cross-section for the side-door impact. Furthermore, the 

impact energy absorption characteristics of Steel, Eglass, Sglass Epoxy were also investigated using impact 

test. 

1.  Results show the improvement in the strength of the door as the maximum limits of stresses. 

 The value of von-misses stresses that comes out from the solid works is far less than material yield stress 

so our design is safe.  

2.  The strength of the car door is also increased (weight Reduction) from change of material from steel to 

Eglass epoxy and sglass epoxy. 

3.  As the cost of the car door is increased by using the composite materials for the car door manufacturing 

and decrease the risk from the collisions.   

4.  Above Results shows that FEA results conformal matches with the theoretical calculation so we can say 

that FEA is a good tool to reduce the time consuming theoretical work. 
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I. Introduction 
Exponential increase in energy demand globally is leading to rapid depletion of existing fossil fuel 

resources [1], [2]. This has led the power industry to explore renewable energy sources such as wind, solar, and 

tidal energies. Renewable energy resources attracted more attention recently owing to their pollution free energy 

generation capabilities. Wind as a potential source for electricity generation on a large scale has been receiving 

much attention recently. [1], [3] 

Egypt now relies on burning fossil fuels to satisfy about 85% of its electricity demand, which is growing 

at a rate of 8% per year[4]. The Arab countries' fossil fuel supply is expected to dry up within the next 30-50 

years [4]. The National Renewable Energy Authority (NREA) states that Egypt generated 600 MW of power 

from wind in 2010 with a goal to generate 7.2 GW of wind power by 2020, about 12% of its total electricity 

production [4].  

Due to the unpredictable nature of wind gust, accurate wind prediction is difficult but much needed. 
Therefore, researchers have focused on deriving accurate stochastic models for wind speed, wind direction, and 

consequently wind power prediction. These wind models are based on soft-computing either using probabilistic 

modeling (using random process estimation theories) or based on approximate reasoning using expert systems 

like neural networks, fuzzy logic, and hybrid systems [4]. 

In this paper, new time series forecast models for wind-speed prediction are proposed for Egypt’s north-

western coast, since Egypt is a very promising country for wind energy generation. All models are based on real 

data gathered for that site. The proposed method doesn’t require much data in order to give a prediction with 

respectable accuracy; the inputs are correlated over severalyears to take into account seasonal changes. The 

resultant models are used to predict twenty four hours ahead based on same month of real data in seven 

consecutive years and predicts twenty four hours ahead based only one month of data using a time series 

predication schemes. The predicted wind-speed is compared to the actualdata to validate the obtained models. 

 

II. Wind-Speed Forecasting 
Integration of accurate wind prediction in the management and control regimes involved in the wind 

energy conversion system (WECS) provides a significant tool for optimizing operating costs and improving 

Abstract: Wind energy plays an important role as a contributing source of energy, as well as, and in 

future. It has become very important to predict the speed and direction in wind farms. Effective wind 

prediction has always been challenged by the nonlinear and non-stationary characteristics of the wind 

stream. This paper presents three new models for wind speed forecasting, a day ahead, for Egyptian 

North-Western Mediterranean coast. These wind speed models are based on adaptive neuro-fuzzy 
inference system (ANFIS) estimation scheme. The first proposed model predicts wind speed for one 

day ahead twenty four hours based on same month of real data in seven consecutive years. The second 

proposed model predicts twenty four hours ahead based only one month of data using a time series 

predication schemes. The third proposed model is based on one month of data to predict twenty four 

hours ahead; the data initially passed through discrete Kalman filter (KF) for the purpose of 

minimizing the noise contents that resulted from the uncertainties encountered during the wind speed 

measurement. Kalman filtered data manipulated by the third model showed better estimation results 

over the other two models, and decreased the mean absolute percentage error by approximately 64 % 

over the first model. 

Keywords: Kalman Filtering, Forecasting, State Estimation, Time series, Adaptive Neuro-Fuzzy 

Inference System. 

 

http://en.wikipedia.org/wiki/Mediterranean
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reliability [5]. However, due to highly complex interactions and the contribution of various meteorological 

parameters, wind forecasting is a very difficult task. Stochastic techniques depend on collecting wind-speeds data 

for wind atlas preparations, wind sites monthly and annual production, and wind turbines optimum sites 
prediction using a Weibull statistical model for predicting the performance of hybrid wind systems and their 

annual production, consumption of fuel, and costs [4]. 

Very short-term forecastingis defined as look ahead periods from a few minutes up to an hour, while 

short-term forecasting, which is proposed in this paper,will indicate hours out to a few days ahead. This 

difference between the two forecasting time periods is important when trying to create a prediction system .Three 

main classes of techniques have been identified for wind forecasting. These techniques are numeric weather 

prediction (NWP) methods, statistical methods, and methods based upon artificial intelligence [6]. 

Fuzzy sets were introduced to represent and manipulate data and information that possesses non-

statistical uncertainty. Fuzzy sets are a generalization of conventional set theory that was introduced as a new 

way to represent vagueness in the data. It introduces vagueness (with the aim of reducing complexity) by 

eliminating the sharp boundary between the members of the class from nonmembers [4].These approaches are 
problem dependent to a large extent and converge slowly and even may diverge in certain cases.  

Weibulldistribution is the most commonly used probability density function to describe and evaluate the 

frequency of wind-speed at the selected sites [4].Weibull distribution can be described by (1) [7]; 

( )
1( ) ( )

vw

v

wB

v w
f w e 

 


          (1) 

Wherevis a shape parameter,  is a scale parameter, and independent variable w is the wind-speed. If the shape 

parameter equals 2, the Weibull distribution is known as the Rayleigh distribution. For the Rayleigh distribution 

the scale factor, c, given the average wind speed ( w ) can be found from (v=2, and
2

w


 ) [4]. 

 
Figure 1. Probability density of the Rayleigh distribution for selected sites 

 

In Fig. 1, the wind-speed probability density function (pdf) of the Rayleigh distribution is plotted. The 

average wind speeds in the figure are 5m/s, 5.3 m/s, and 5.4 m/s correspond to the wind speed in SidiBarrani, 

MersaMatruh and El Dabaaas three important candidate regions in Egypt’s North-Western coast [7]. 

In this paper, three different wind-speed prediction models are proposed. The differences between these 

models are the size of wind-speed data block required and the scheme by which ANFIS is implemented. All 

proposed models are short-term based models, twenty four hours ahead of wind-speed forecasting.  

 

III. Proposed Approach 
The proposed approach in this paper is based on Kalman filter and ANFIS as a superior soft-computing 

technique. 3.1) Kalman Filter (KF) 

The Kalman filter was created by Rudolf E. Kalman in 1960, though Peter Swerling actually developed 

a similar algorithm earlier [8]. It was developed as a recursive solution to the discrete-data linear filtering 

problem. Kalman filter is based on recursive data processing algorithm and Generates optimal estimate of desired 

quantities given the set of measurements. 

Kalman Filtering is so popular because Good results in practice due to optimality and structure. 
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In order to use the KF to estimate the internal state of a process given only a sequence of noisy 

observations; the following matrices must be specified, which is represented as a linear stochastic difference 

equation. 

1k k k k k kx A x B u w              (2) 

Where: 

kx = state vector  

kA = state transition model which is applied to the previous state 1kx   

kB = control-input model which is applied to the control vector uk 

kw = process noise which is assumed to be drawn from a zero mean multivariate normal distribution with 

covariance Q, ( ) (0, )P w N Q  

The relationship between the process state and the measurementvaluescanbe represented as [8]: 

k k k kZ H x v             (3) 

Where: 

kZ = measurement of system state 

kH = the observation (or measurement) zk of the true state space into the covariance R 

kv = measurement noise; ( ) ~ (0, )p v N R
 

To find an equation that computes an a posteriori  state estimate as ˆkx a linear combination of an a priori 

estimate ˆkx and a weighted difference between the actual measurement kz and a measurement prediction ˆkHx ,[8]. 

ˆ ˆ ˆ( )k kx x K Z Hx             (4) 

 The difference ˆ( )k kz Hx iscalled innovation or residual. Residual of zero;meansthat, the twoterms are 

in complete agreement and k is the gain or blending factor thatminimizes the posteriori error covariance.  

Matrix k is the gain thatminimizes the a posteriori error covariance. The equationsthatneed to beminimized,

 ˆ ˆ ˆ( )k k k kx x K Z Hx  
         

 (5) 

Ongoing Discrete Kalman Filter CycleProject the state ahead, 

1
ˆ ˆ

k k k k kx A x B u

            (6) 

Project the error covariance ahead 

1
T

k k k kP A P A Q
            (7) 

Compute the Kalman gain 
1( )T T

k k kK P H HP H R             (8) 

Update estimate with measurement zk 

ˆ ˆ ˆ( )k k k k kx x K z Hx             (9) 

Update the error covariance [8] 

(1 )k k kP K H P            (10) 

3.2) Adaptive Neuro-Fuzzy Inference Systems (ANFIS)  

Adaptive Neuro Fuzzy Inference System (ANFIS) is a fuzzy mapping algorithm that is based on Tagaki-Sugeno-

Kang (TSK) fuzzy inference system.ANFIS is integration of neural networks and fuzzy logic and have the 

potential to capture the benefits of both these fields in a single framework. ANFIS utilizes linguistic information 

from the fuzzy logic as well learning capability of an ANN for automatic fuzzy if-then rule generation and 

parameter optimization [9].  

A conceptual ANFIS consists of five components: inputs and output database, a Fuzzy system generator, 
a Fuzzy Inference System (FIS), and an Adaptive Neural Network. The Sugeno- type Fuzzy Inference System, 

which is the combination of a FIS and an Adaptive Neural Network, was used in this study for rainfall-runoff 

modeling. The optimization method used is hybrid learning algorithms [9].  

For a first-order Sugeno model, a common rule set with two fuzzy if-then rules is as follows:  

Rule 1: If x1 is a1 and x1 is b1, then 

1 1 1 1 1 1f a x b x c             (11) 

Rule 2: If x1 is a2 and x2 is b2, then 

2 2 2 2 2 2f a x b x c             (12) 

Where, 1x and 2x are the crisp inputs to the node and 1 1 2 2, , ,a b a b are fuzzy sets, ,i i ia b andc ( i = 1, 2)are the 

coefficients of the first-order polynomial linear functions.  
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It is possible to assign a different weight toeach rule based on the structure of the system, where, weights 

w1 and w2 are assigned to rules 1 and 2 respectively and f = weighted average . 

ANFIS network is composed of five consequent layers. Each layer contains several nodes described by 

the node function. Let Oi
j
 denote the output of the ith node in layer j[9], [10].  

In layer 1, every node i is an adaptive node with node function 
1 ( ), 1,2i iO A x i           (13) 

Or 
1

2( ), 3,4i iO B y i            (14) 

Where x (or y ) is the input to the ith node and
iA  (or

2iB 
) is a linguistic label associated with this node. The 

membership functions for A and B are usually described by generalized bell functions [11], e.g. 

2

1
( )

1

i
i q

i

i

A x
x r

p

 




         (15) 

where{ , , }i i ip q r  is the parameter set. Any continuous and piecewise differentiable functions, such as triangular-

shaped membership functions, are also qualified candidates for node functions in this layer [4]. Parameters in this 

layer are referred to as premise parameters. 

In layer 2, each node  multiplies incoming signals and sends the product out 

2 ( ) ( ), 1,2i i i iO w A x B y i           (16) 

Each node output represents the firing strength of a rule. 

In layer 3, each node N computes the ratio of the ith rule firing strength to the sum of all rules’ firing strengths 

3

1 2

, 1,2i
ii

w
O w i

w w
  


         (17) 

The outputs of this layer are called normalized firing strengths.In layer 4, each node computes the 

contribution of the ith rule to the overall output 
4 ( ), 1,2i ii i i i iO w z w a x b y c i    

     
 (18) 

Where iw  is the output of layer 3 and {𝑎𝑖 , 𝑏𝑖 , 𝑐𝑖}is the parameter set. Parameters of this layer are referred to as 
consequent parameters. 

In layer 5, the single node  computes the final output as the summation of all incoming signals 

5
i i

i
ii i

i i

i

w z

O w z
w

 





        (19) 

Thus, an adaptive network is functionally equivalent to a Sugeno-type fuzzy inference system. ANFIS is 

an embedded tool in the MATLAB fuzzy toolbox. This approach is based on using the neural networks training 

capability to adjust the membership functions’ (MF) parameters of the proposed fuzzy inference system (FIS). 

The proposed ANFISs utilize a subtractive clustering technique in which Gaussian MFs are used. 

Subtractive clustering generates an initial model for ANFIS training. This subtractive clustering method partitions 

the data into groups called clusters, and generates an FIS with the minimum number of rules required to 

distinguish the fuzzy qualities associated with each of the clusters. Subtractive clustering avoids the curse of 

dimensionality of grid partitioning method. Subtractive clustering is a fast, one-pass algorithm for estimating the 
number of clusters and the cluster centers in a set of data. It is especially used if there is no clear idea about how 

many clusters should be assigned for a given set of data. 

The real-data sets used to build the proposed models were obtained through a huge database website for 

weather recordings that covers almost all countries around the globe [12]. These recordings are based on real 

hourly-based measurements for the corresponding sites. The study proposed is done for MersaMatruh site as one 

of the candidate sites in Egypt that has sufficient wind resources [7]. 

 

IV. Simulation Results And Discussions 
In this paper the study is based on a real wind speed data gathered from Egypt north-western coast 

[12].This location has been selected based on the evaluation done in [7], as it can be considered one of the most 

promising locations at the north coast. Each subsection has a model to forecast the wind-speed for a certain period 

of time and a different data block size to obtain with four different models by the end of this section.  
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1.1. Model-I: 24-Hrs Ahead Based on Yearly Data Recordings 

The first model is based on a single month’s wind-speed data in seven consecutive years e.g. the month 
of July of years 2007, 2008, 2009, 2010, 2011, 2012 and 2013. In order to train an ANFIS, complete data sets of 

inputs along with their corresponding desired output data are needed. Thus, wind-speed data from 2007-2012 are 

used as six inputs with data sets of 2013 are used as a corresponding output. Since July is 31 days, only 30 days 

data (5040 data points) were used for training and the 31st whole day is to be predicted using the obtained model. 

The monthly data is selected in the same season to avoid the climate change between seasons. 

 1 2 3 4 5 6( )Data k x x x x x x
      

(20) 

The output training data corresponds to the trajectory prediction. 

 7arg ( )T et k x            (21) 

Where: 
1x through

7x are wind-speed data in seven consecutive years e.g. the month of July of years 

2007, 2008, 2009, 2010, 2011, 2012 and 2013 respectively.  

The training input/output data is a structure whose first component is the six-dimensional input ( )Data k

as in (20), and its second component is the output arg ( )T et k as in (21). 

Fig. 2 presents the wind-speed data sets in m/s for July in 2007 through 2013 from upper graph down 

respectively, these data sets were obtained from [9]. The data are hourly recordings, thus for 31 days a total of 

744 data point are shown per graph, but only 720 points per graph are used for training purposes and the last 24 

hours are to be predicted.  Fig. 3 shows the generated FIS using subtractive clustering using ANFIS toolbox that 

provides a single output Takagi-Sugeno-Kang (TSK) type with linear MFs for the output.  
The upper graph of Fig. 4 shows the root mean square error (RMSE) that resulted during the ANN 

training epochs. The resultant ANFIS model is used for the purpose of testing and validation to predict 24-Hrs 

ahead. The middle graph of Fig. 4 shows the wind-speed forecasting in m/s for one complete day ahead for the 

end of July. The error over one day between actual and predicted wind-speed is shown in the lower graph of Fig. 

4. The mean value of the error (ME) is found to be around 0.2645 m/s with a mean absolute error (MAE) of 

1.6319 m/s. Figure 5 gives scattered plot for actual speed verses predicted speed month data. 

 

 
Figure 2. Real wind-speed data for 7 months all in July (2007-2013). 
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Figure 3. Proposed TSK-FIS for model-I based onReal Wind Speed Data Input 

 
Figure 4. Upper graph is RMSEresult for the model-I, Middel graph is actual and prediction of 24-Hrs ahead 

,where the lower graph shows the prediction error 
 

 
Figure 5. Scattered plot for actual vs predicted month data 

 

1.2. Model-II: 24-Hrs Ahead Based on one month Data 

This model is based on only one month wind-speed data, e.g. July 2013. In this model, one month of 

hourly based wind-speed recordings are required. Data are rearranged to create a mapping from 4 samples wind-

speed data points, sampled every 24 hours, to a predicted future of 24 hoursas shown in Fig. 6. 

 
Figure 6. Block diagram of ANFIS without Kalman Filter (KF) 
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The output training data corresponds to the trajectory prediction. 

( ) ( )Target k x k P            (23) 

Where k is the time instant in hours and P is the period to be predicted ( P = 24 in this case). The training 

input/output data is a structure whose first component is the four-dimensional input ( )Data k as in (22), and its 

second component is the output ( )Target k as in (23). There are 720 input/output data points. These data points 

are used for the ANFIS training (these became the training data set), while only part of them are used as checking 

data to validate the identified fuzzy model. 

 
Figure 7.Upper graph is RMSE result for the model-I, Middel graph is actual and prediction of 24-Hrs ahead 

,where the lower graph shows the prediction error 

 
The one month data points (July 2013) were plotted earlier as the last graph of Fig. 2 to illustrate the data 

used for the training. These data points are then rearranged as five vectors of shifted wind-speed recordings (each 

vector is 24-Hrs shifted from its corresponding consequent vector). Training the ANFIS is done based on the 

concept of time-series prediction. RMSE resulted from the training epochs of the ANN is shown in theupper 

graph of Fig. 7. Data is then used to validate the ANFIS by predicting 24-Hrs ahead. The prediction of July 31st is 

shown in middle graph of Fig. 7, while the lower graph illustrates the prediction error which shows a quite similar 

prediction error for model-II as for model-I. The mean value of the error is found to be around 0.8545 m/s with 

MAE of 1.1975 m/s. The results obtained by model-II is similar to the results of the previous model (model-I), 

but it has a significant advantage over model-I. This advantage is that model-I has much more data points used in 

the training step (model-II uses only 14% of model-I data points). Thus, model-II is preferred over model-I. 

Figure 8 gives scattered plot for actual speed verses predicted speed month data of model II 
 

 
Figure 8. Scattered plot for actual vs predicted month data 
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1.3. Model-III: 24-Hrs Ahead Based on one month Data with Kalman Filter 

The statistical uncertainty is the randomness or error that comes from different sources; the five types 
of uncertainty that emerge from the imprecise knowledge are:  

 Process uncertainty: dynamic randomness.  

 Modeling uncertainty: wrong specification of the model structure.  

 Measurement uncertainty: error on observed quantities.  

 Implementation uncertainty: consequence of the variability.  

 Estimate uncertainty: appear from any source of uncertainties or a combination of them, and it is called 

inexactness and imprecision.  

 

Wind speed measurements obtained from [12], are subjected to some sort of uncertainties which are 

presented as vagueness of the wind speed value due to noise contents. KF is commonly used to filter out noisy 
data as it is considered the best linear unbiased estimator (BLUE). In Model-II; data set is allowed to pass initially 

through KF for the purpose of minimizing the error covariance exhibited by the data set as shown in Fig. 9. 

Estimated (filtered) data are then rearranged to create a mapping from four samples wind-speed data points, 

sampled every twenty four hours, to a predicted future of twenty four hours. 

 
Figure 9. Block diagram of ANFIS with Kalman Filter (KF) 

 

 ˆ ˆ ˆ ˆ( ) ( 3 ) ( 2 ) ( ) ( )DataE k x k p x k p x k p x k   
       

(24) 

Where:  

( )DataE k = Estimated data Vector 

The output training data corresponds to the trajectory prediction. 

  ˆEstimated Target k  ( )x k p           (25) 

Where k is the time instant in hours and p is the period to be predicted ( p = 24 in this case). The training 

input/output data is a structure whose first component is the four-dimensional input ( )DataE k as in (24), and its 

second component is the output Estimated Target (k) as in (25). There are 720 input/output data points. These 

data points are used for the ANFIS training (these became the training data set), while only part of them are used 

as checking data to validate the identified fuzzy model. 

 
Figure 10.Upper graph is RMSE result for the model-I, Middel graph is actual and prediction of 24-Hrs ahead 

,where the lower graph shows the prediction error 

 

RMSE resulted from the training epochs of the ANN is shown in upper graph of Fig.10. Data is then 
used to validate the ANFIS by predicting 24-Hrs ahead. The prediction of July 31st is shown in middle graph of 

Fig. 10, while the lower graph illustrates the prediction error. The mean value of the error is found to be around 

0 1000 2000 3000 4000 5000 6000 7000

0.6

0.8

1

Number of epochs

R
M

S
E

Error Curves

720 725 730 735 740
0

5

10

15

P
re

d
ic

te
d
 V

w
in

d
 m

/s

Time in Hrs

Wind-Speed and ANFIS Prediction for one day ahead

 

 Actual

Predicted

720 725 730 735 740

-2

0

2

P
re

d
ic

te
d
 e

rr
o
r 

m
/s

Time in Hrs

Prediction Errors



Improved Kalman Filtered Neuro-Fuzzy Wind Speed Predictor For Real Data Set Collected At.. 

| IJMER | ISSN: 2249–6645 |                               www.ijmer.com                          | Vol. 4 | Iss.9| Sept. 2014 | 17| 

0.0804 m/s with MAE of 0.6624 m/s. The results obtained by model-III arebetter than the results of the previous 

model (model-II), because it has a significant advantage over model-II. This advantage is that model-III has low 

mean absolute error this mean the prediction is more accurate by 55.5%. Thus, model-III is preferred over model-
II. Figure 11 gives scattered plot for actual speed verses predicted speed month data of model III 

 

 
Figure 11. Scattered plot for actual vs predicted month data 

 

Table I. shows accuracy study between the three proposed models including the used forecasting period 

which is twenty four hours during seven months for the first model and one month for the next both of models. 

The comparison discusses: RMSE, ME, MAE and Mean Absolute Percentage Error (MAPE).  

Model-III using KF showed better accuracy based on error calculation. Thus; model-III is better than 

model-I because MAPE has been improved by 51.45% as shows in equation (26): 

MAPE of Model-III
Enhancement Ratio = (1- )

MAPE of Model-I       
(26) 

10.31
(1 ) 63.17%

28
  

 
And model-III is better than model-II because MAPE has been improved by 51.45% as shows in equation 

(27): 

MAPE of Model-III
Enhancement Ratio = (1- )

MAPE of Model-II
     (27) 

10.31
(1 ) 51.45%

21.24
  

 
 

Table I. Accuracy study for wind-speed forecasting. 

 Model-I Model-II  Model-III 

Forecasting Period 24-Hrs 24-Hrs 24-Hrs 

Amount of data 

points 
5040 720 720 

RMSE (m/s) 1.9782 1.3466 0.7652 

Mean Error (m/s) 0.2645 0.8545 0.0804 

MAE (m/s) 1.6319 1.1975 0.6624 

MAPE (%) 28.00 21.24 10.31 

 

V. Conclusion 
In this paper, three effective time series stochastic wind models for Egypt’s north-western coast were 

proposed and optimized using ANFIS and Kalman filter. 

Model-I based on real wind-speed data sets for the month of July in the years 2007 through 2013; the 

target was to predict wind-speed 24-Hrs ahead. Model-I accuracy (MAE)is 1.6319 m/s. Model-II and model-III 

are both based on one month of data to predict 24-Hrs (July 2013);which have the advantage of using only 14% 

of the data block size and improve the accuracy in the same time. In model-III an initial stage of kalman filter has 

been added. KF stage has filtered out noise exhibited from measurement uncertainty. Model-III showed better 

accuracy over model-I by approximately 63.17% mean absolute error and by approximately 51.45% mean 

absolute error for model-II.  
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I. Introduction 
The science of aerodynamics is the fundament of all flight. Ignor Sikorsky’s vision of rotating wing 

aircraft that could safely hover and perform other desurable flight maneuvers under full control of the pilot took 

thirty years to be achieved. This rotating aircraft we know it today as helicopter. The great Leonardo da Vinci 

years back in his drawing showed a basic human carrying helicopterlike machine an obvious elaboration of 

Archimedes water-screw. The origin of sucessful helicopters can be traced from the achievements of Lilienthal, 

Langly then to the first pilot controlled aircraft by the Wright Brothers in 1903 to the present date.   

 

1.1 Background and scope 

 A helicopter is an aircraft that is lifted and propelled by one or more horizontal rotors, each rotor 
consisting of two or more rotor blades.  A helicopter works by having its wings move through air while the body 

stays still. The helicopter blades are called main rotor blades. During flight there are four forces on the 

helicopter and those forces are 

 lift 

 drag 

 thrust  

  weight 

Helicopters are in wide usage in present era. Due to its rapid action and novelty it has created a great 

impact in the upper class. Rapid flight action inturn results in a special type of stalling process called dynamic 

stall. A helicopter flies because aerodynamic forces necessary to keep it aloft are produced when air passes 

about the rotor blades. The rortor blade is an aerdodynamic structure that makes flight possible. Its shape 
produces necessary lift when it passes through the air. Heliocopter blades have airfoil sections designed for a 

specific set of flight characterictics. In this report we are going to study in detail helicopter flapping and the 

effect of dynamic stall on it. 

The topic involves the basic understanding of helicopter blade characteristics i.e. structure, 

nomenclature and its action under fluid flow and stall. This literature survey deals with the basic study related 

with helicopter aerdynamics.These factors are the main criteria on which the design and development of 

helicopters depend. For a helicopter in motion, there are different types of blade movements that occur.  In order 

to study and understand the topics related, various jornals and books have been referred, as illustrated 

in’REFRENCES’ chapter -6. 

 

1.2 Dynamic stall and its effect  

The main journal Helicopter blade flapping with and without small angle assumption in the presence of 
dynamic stall by Jyoti Ranjan Majhi, Ranjan Ganguli(1) deals with the general flapping equation without taking 

into account the small angle assumptions. The validity of the small induced inflow angle of attack assumption is 

Abstract: A helicopter is an aircraft that is lifted and propelled by one or more horizontal rotors, each 

consisting of two or more rotor blades. The main objective of this seminar topic is to study the basic 

concepts of helicopter aerodynamics. The forces acting on helicopter i.e. lift, drag, thrust and weight 

are considered for developing analytic equations. The main topics that are discussed include blade 

motions like blade flapping, feathering and lead-lag. The effect of stall on helicopter blade flapping is 

studied and it was noticed that there is a sudden lift drop at this stall condition. It was also found that 

dynamic stall occurs due to rapidly changing angle of attack, which inturn affect the air flow over the 
airfoil. Blade flapping angle and induced angle of attack are the main parameters concerned with stall. 

The theory behind blade element analysis has been inferred in detail. The importance of all these in the 

present scenario are also taken into consideration. 

Keywords: Flapping, Dynamic stall, angle of attack, airfoil, lift, drag. 
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investigated in various flight regimes. Moreover it’s better to assume that the flap angle and inflow angle are 

large angles in helicopter dynamics. 

In the journal Dynamic stall on a fully equipped helicopter model by K.Mulleners, K.Kindler, M.Raffel 
(2) tells about three dimensinal stall observed on the rotor of a fully equipped helicopter model. It’s said that 

dynamic stall on an airfoil comprises a series of complex aerodynamic phenomena into an unsteady change of 

the angle of attack. Finite wing and rotational effects as well as blade lag motion should be considered for 

aComprehensive understanding of dynamic stall on retreating helicopter rotor blades. 

In Shallow and deep dynamic stall for flapping low Reynolds number airfoils by Michael V, Luis 

Bernal, Chang-Kwon Kang (3) its described about various experiments based on flow visualisaton and direct 

force measurement Comparison of classical unsteady aerodynamic theory, for an airfoil spanning the test section 

seek to elucidate the impact of flow separation on the validity of the various approaches and on prediction of lift 

coefficient time history. 

 

1.3 Air foil 
An airfoil is the shape of a wing or blade of propeller, rotor, turbine or sail as seen in cross section.  

An airfoil-shaped body moved through a fluid produces an aerodynamic force. The component of this 

force perpendicular to the direction of motion is called lift. The component parallel to the direction of motion is 

called drag.  The lift on an airfoil is primarily the result of its angle of attack and shape. When oriented at a 

suitable angle, the airfoil deflects the oncoming air, resulting in a force on the airfoil in the direction opposite to 

the deflection. Most foil shapes require a positive angle of attack to generate lift, but cambered airfoils can 

generate lift at zero angle of attack. This turning of the air in the vicinity of the airfoil creates curved 

streamlines which results in lower pressure on one side and higher pressure on the other. The thicker boundary 

layer also causes a large increase in pressure drag, so that the overall drag increases sharply near and past the 

stall point. 

As a wing moves through air, the air is split and passes above and below the wing. The wing’s upper 

surface is shaped so the air rushing over the top speeds up and stretches out. This decreases the air pressure 
above the wing. The airs flowing below the wing moves in a straighter line, so its speed and air pressure remains 

the same. Since high air pressure always moves toward low air pressure, the air below the wing pushes upward 

toward the air above the wing. The wing is in the middle, and the whole wing is “lifted.” The faster an airplane 

moves, the more lift there is. And when the force of lift is greater than the force of gravity, the airplane is able to 

fly. 

Airfoil design is a major facet of aerodynamics. Various airfoils serve different flight regimes. 

Asymmetric airfoils can generate lift at zero angle of attack, while a symmetric airfoil may better suit frequent 

inverted flight as in an aeobic airplane. Modern aircraft wings may have different airfoil sections along the wing 

span, each one optimized for the conditions in each section of the wing. Movable high-lift devices, flaps and 

sometimes slats, are fitted to airfoils on almost every aircraft. 

 

1.4 Airfoil Terminology 

The various terms associalted with airfoil are: 

 The suction surface is generally associated with higher velocity and lower static pressure. 

 The pressure surface has a comparatively higher static pressure than the suction surface. The pressure 

 gradient between these two surfaces contributes to the lift force generated for a given airfoil.  

 The leading edge is the point at the front of the airfoil that has maximum curvature. 

 The trailing edge is defined similarly as the point of maximum curvature at the rear of the airfoil. 

 The chord line is a straight line connecting the leading and trailing edges of the airfoil. 

 The chord length is the length of the chord line.  

 The mean camber line is the locus of points midway between the upper and lower surfaces. 

 Pitch angle: The mechanical angle between the chord line of the airfoil and the plane of rotation of the 
 rotor. 

 Angle of attack:The acute angle formed between the chord line of an airfoil and the resultant relative 

 wind 
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Fig .1: Airfoil nomenclature 

 

II. Theoretical Study 
 

2.1 Helicopter Rotor 

A helicopter main rotor is the combination of a rotary wing and a control system that generates the 

aerodynamic lift force that supports the weight of the helicopter, and the thrust that counteracts 

aerodynamic drag in forward flight. Each main rotor is mounted on a vertical mast over the top of the helicopter, 

as opposed to a helicopter tail, which connects through a combination of drive shaft and gearboxes along the tail 

boom. A helicopter's rotor is generally made of two or more rotor blades. The blade pitch is typically controlled 

by a swashplate connected to the helicopter fllight controls. Helicopters are one of the major examples of rotary-

wing aircraft. 
The helicopter rotor is powered by the engine, through the transmission, to the rotating mast. The mast 

is a cylindrical metal shaft that extends upward and is driven by the transmission. At the top of the mast is the 

attachment point for the rotor blades called the hub. The rotor blades are then attached to the hub. 

 
Fig 2.1: Helicopter rotor 

 
 Limiting conditions  

1. Helicopters with teetering rotors must not be subjected to low-g condition because such rotor systems 

do not control the fuselage attitude. 

2. When operating in sandy environments, sand hitting the moving rotor blades erodes their surface. This 

can damage the rotors and presents serious and costly maintenance problems. 

 

2.2 Blade motions 

A rotating blade can have the following three types of motions: 

 Flapping 

 Feathering 

 Lead and lag 
 

2.2.1 Helicopter Flapping 

In order to get a clear idea of blade flapping we must be clearly know the concept of dissymetry of 

lift.Dissymmetry of lift is the difference in lift that exists between the advancing half of the rotor disk and the 

retreating half. It is caused by the fact that in directional flight the aircraft relative wind is added to the rotational 

relative wind on the advancing blade, and subtracted on the retreating blade. All rotor systems are subject to 

Dissymmetry of Lift in forward flight. At a hover, the lift is equal across the entire rotor disk. As the helicopter 

http://en.wikipedia.org/wiki/File:Wing_profile_nomenclature.svg
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gain air speed, the advancing blade develops greater lift because of the increased airspeed and the retreating 

blade will produce less lift, this will cause the helicopter to roll. 

 

 
Fig 2.2: Symmetry and Dissymmetry of “LIFT” 

 
Dissymmetry of lift in helicopter aerodynamics refers to an uneven amount of lift on opposite sides of 

the rotor disc.The dissymmetry is caused by differences in relative airspeed between the advancing blade and 

the retreating blade.  

Dissymmetry of lift is compensated by blade flapping, because of the increased airspeed and lift on the 

advancing blade will cause the blade to flap up and decreasing the angle of attack. The decreased lift on the 

retreating blade will cause the blade to flap down and increasing the angle of attack. The combination of 

decreased angle of attack on the advancing blade and increased angle of attack on the retreating blade through 

blade flapping action tends to equalize the lift over the two halves of the rotor disc.             Thus Flapping is the 

up and down movement of the rotor blades about a flapping hinge (or flexible hub).   Blades flap in response to 

changes in lift caused by changes in velocity of the relative wind across the airfoil, or by cyclic feathering. No 

flapping occurs when the tip path plane is perpendicular to the mast.  

 

2.2.2 Helicopter feathering 

Blade feathering is the term for changing blade angle. It influences the blade's angle of attack. A blade 

feathers along its longitudinal axis, and a bearing is usually used to support this. The blade angle is set by the 

control rod, which is connected to the swashplate. Changing the blade pitch will result in a change in blade 

flapping behaviour. The place where the control rods connect to the blade, and the position of the flapping axis 

both influence feathering and, therefore, blade angle. Feathering is the rotation of the blade about its span-wise 

axis.  Feathering can be uniform throughout the rotor through collective inputs.   Feathering can be adjusted 

differentially through cyclic manipulation. 

 

2.2.3 Lead Lag 

Coriolis force tends to make a rotor blade want to speed up and slow down it's rotation around the 
mast. If the blade is rigidly attached to the mast but isn't strong enough, it could develop stresses large enough to 

break the blade.A lead lag hinge simply is a hinge which allows the blade to pivot slightly forward and 

backward.  

 

 2.3 Stall  

A stall is a condition in aerodynamics wherein the angle of attack increases beyond a certain point such 

that the lift begins to decrease. The angle at which this occurs is called the critical angle of attack. This critical 

angle is dependent upon the profile of the wing, its planform, its aspect ratio, and other factors, but is typically 

in the range of 8 to 20 degrees relative to the incoming wind for most subsonic airfoils. The critical angle of 

attack is the angle of attack on the lift coefficient versus angle-of-attack curve at which the maximum lift 

coefficient occurs. Flow separation begins to occur at small angles of attack while attached flow over the wing 
is still dominant. As angle of attack increases, the separated regions on the top of the wing increase in size and 

hinder the wing's ability to create lift. At the critical angle of attack, separated flow is so dominant that further 

increases in angle of attack produce less lift and vastly more drag. 
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Fig 2.3: Stall formation  

 

One symptom of an approaching stall is slow and sloppy controls. As the speed of the aircraft decreases 

approaching the stall, there is less air moving over the wing, and, therefore, less air will be deflected by the 

control surfaces at this slower speed. Some buffeting may also be felt from the turbulent flow above the wings 

as the stall is reached.  

 

2.4 Dynamic Stall  

Dynamic stall is a non-linear unsteady aerodynamic effect that occurs when airfoils rapidly change 

the angle of attack. The rapid change can cause a strong vortex to be shed from the leading edge of the airofoil, 
and travel backwards above the wing. The vortex, containing high-velocity airflows, briefly increases 

the lift produced by the wing. As soon as it passes behind the trailing edge, however, the lift reduces 

dramatically, and the wing is in normal stall.  

A dynamic stall is a stalled condition different from a statically stalled condition. It is a transient, non-

permanent condition. Airfoil stalls at a given angle of attack. This critical angle of attack is the angle of attack 

that gives the highest coefficient of lift, ie, beyond this angle of attack, the CL decreases due to increased 

airflow separation on the upper side of the airfoil. This is measured in a static, steady-state, constant 

system.However, the airflow separation on top of the wing is in reality dynamic and always changing, and 

during these changes we may see conditions, beyond the nominated critical angle of attack, where the airflow is 

less separated than in the above steady-state scenario.  

Dynamic stall is mostly associated with helicopters and flapping wings. During forward flight, some 
regions of a helicopter blade may incur flow that reverses, and thus includes rapidly changing angles of attack. 

Stall delay can occur on airfoils subject to a high angle of attack and a three-dimensional flow. When the angle 

of attack on an airfoil is increasing rapidly, the flow will remain substantially attached to the airfoil to a 

significantly higher angle of attack than can be achieved in steady-state conditions. As a result, the stall is 

delayed momentarily and a lift corfficient significantly higher than the steady-state maximum is achieved. 

Helicopter, flapping wings, oscillating wings of insects, propellers are all associated with dynamic stall. 

 

III. Case Study 
 

3.1 Blade element analysis 

The blade element theory is used to obtain the loads acting on a blade section. Blade element 

theory involves breaking a blade down into several small parts then determining the forces on each of these 

small blade elements. These forces are then integrated along the entire blade and over one rotor revolution in 

order to obtain the forces and moments produced by the rotor. If the blade element method is applied to 

helicopter rotors in forward flight it is necessary to consider the flapping motion of the blades as well as the 

longitudinal and lateral distribution of the induced velocity on the rotor disk. 

The blade cross section consists of an airofoil section: 
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Fig 3.1: Rotor disc plane                                 Fig 3.2: Blade element velocity and forces 

 

3.1.1 Blade element velocity components  

There are three dimensional components of velocity, an in plane component of velocity UT,  an out of 

plane component,UP  and a radial component URUR=(ΩR)µcosΨ                               
  UP= (ΩR)(λcosβ+rβ+µsinβcosΨ)       

UT=(ΩR)(rcosβ+µsinΨ)                      where 𝜇 =
𝑣∞𝑐𝑜𝑠𝛼

ΩR
 

4.1.2 Blade element forces  

Lift and drag forces per unit blade span are: 

L=
1

2
 ρU2 CCL 

D=
1

2
 ρU2 CCD 

where, U=resultant velocity 

            CL= CL(α) 

                     CD= CD(α) 

The lift and drag forces act perpendicular and parallel,respectively, to the dorection of the resultant flow 

velocity. 

 

3.2 Graphical study 

The main objective of this paper is to address two issues: 

 The validity of small β assumption 

 The validity of the small φ assumption. 

These assumptions are inestigated in the foregoing sections. 

 

3.2.1 Flapping response 

In the following case study, a uniform inflow model is used. We see that θ0  increases from 1 degree to 

16 degree. For low θ0 the effect is primarily on the phasing of the flap response but at higher θ0, its affects both 

magnitude and phasing. The small β assumption over pedicts the effective angle of attack which results in 
appropriate lift prediction which in turn brings out an erroneous flap response. 
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Fig 3.3: Variation of φwith azimuth for collective pitch. 

 

3.2.2 Induced inflow angle          

In this the small flap angle approximation formulation is not always valid. Φ is assumed to be large. 

The nature of the induced inflow angle that is wether it is really large or a small angle approximation can be 

made which reduces the mathematical compliations inolved in this study. 

 

 
Fig 3.4: Variation of φ with azimuth for 

𝑐

𝜎
=0.15 
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IV. Conclusion 
In this report, the basic concepts related to helicopter aerodynamics is described and studied. Details 

regarding airofoil, helicopter rotor, blade motions are known. A complete justification to the seminar topic 

“helicopter flapping under dynamic stall” is done. Flapping of helicopter blades and the effect of stall on the 

helicopter motion is discussed in detail. Dynamic stall is given the prime emphasis. 

The conclusions assessed from the above Chapters are given below: 

 There are three components of velocities: 

1. Radial component UR 

2. Tangential component UT 

3. Perpendicularar component UP 

 

 There are mainly three forces acting on an element: 
1. Inertia force (opposing the flapping motion) 

2. Centifugal force (acting radially outwards) 

3. Aerodynamic force (normal to the blade) 

 

 Blade element forces 

1. Lift (act perpendicular to direction of the flow velocity) 

2. Drag  (act parallel to direction of the flow velocity) 

 

 Rotating blades of helicopter mainly has three types of motions 

1. Blade flapping 

2. Blade feathering  
3. Lead and lag                   

 

Dissymetry of lift in helicopter is compensated by the flappindg of blades.It is better to assume that the 

flap angle β and inflow angle φ are larger angles in helicopter dynamics.No flapping occurs when the tip path 

plane is perpendicular to the mast. A stall occurs at the critical angle of attack. At this point lift force suddenly 

reduces and the drag force increases. Dynamic stall occurs when airfoil rapidly changes the angle of 

attack.When dynamic stall occurs, the vortex containing high velocity airflows increase the lift, which futher 

decrease after passing the trailing edge. 
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I. INTRODUCTION  
The concept of use spacer fabrics in composite sandwich structures was first devised in 1985 in both 

katholieke universiteit leuven (Belgium) and university of Stuttgart and MBB (Germany). Some researchers 

have evaluated drum- peel strength, flat-wise compressive strength and transverse shear modulus of the mono- 

spacer fabric composite panels. It was proved that the fabric composites featured a very high skin core 

debonding resistance and the pile played an important role on the flat wise compression and shear properties. 

3D spacer fabric constructing is a newly developed concept. The fabric are strongly connected to each other by 

the vertical pile fibers which are interlinked with the skins. 

 In comparison with the face sheet reinforcement spacer fabric composite, here the composite without 

additional weaves is called monospacer fabric composite two kinds of mono-spacer composites with integrated 

hollow cores have been developed, one with 8-shaped piles and the other with corrugated piles. The 

mechanical characteristics and the damage modes of these mono-spacer fabric composites under different load 

conditions show considerable change in results. Besides, effects of pile distribution density and pile structure 

on the composite mechanical performances were different.[1]  

 Mechanical properties of 3-D spacer fabric, a new sandwich structure, developed by integrally woven 

technique composites have super-high specific strength and specific stiffness. Face sheet-reinforced 3-D spacer 

fabric composites were investigated experimentally by laminating additional glass weave at the skin sheets. 

Effects of various factors on the mechanical properties, such as the additional layer number, the type of glass 

weave, and the lay-up type were also discussed. Furthermore, an innovative integral multi-face sheet structure 

composite was developed by directly weaving three uniformly spaced factsheets’ in one construction. The 

mechanical performance was compared with bonded multi-face sheet spacer fabric composite and mono-spacer 

fabric composite under the same conditions. The results indicated that additional weaves could strengthen the 

composite face sheets greatly, and the multi-face sheet structure could improve the properties correlated with 

the piles effectively.[2]  

Compressive behaviors of 2-D basalt fiber laminated plain woven composite and 3D basalt fiber 

orthogonal woven composite were tested under various strain rates and compressive stress strain curves were 

obtained at various strain rates ranging. The compressive curves exhibited strong strain-rate sensitivity. 

Compression modulus and failure stress of the 2D woven composites are both greater than those of the 3D 

woven composite under the same strain rate. The main failure mode of the 2D woven composite is 

delamination both along in-plane direction and through thickness direction. As the impact velocity increases, 

the 2D woven composite will be in debris owing to the resin cracks, whereas for that the 3D orthogonal woven, 

there is no delamination between each layer because of the binds of Z-yarns. The 3D woven composites will 

also be in debris under high strain rate compression when the Z-yarns break.[3] 

Abstract: The paper deals with the fabrication and flexural property studies of 3D Spacer fabrics with 

three different stiffener height, i.e., 5mm, 10mm and 15mm. The specimens were fabricated over two 

bidirectional woven fabric surfaces of glass fiber reinforced composite face sheet which were 

mechanically connected with vertical threads. An innovative stitching technique was used. The flexural 

strength and deflection of fabricated specimens were determined through three point bending test (ASTM 

C 393-62). A significant increase in flexural rigidity was observed when it compared with other panels, 

and found it is highest for 3D Spacer fabric with stiffener height 3415mm. Also, the results proved that 

flexural strength of 3D Spacer fabric increases with respect to the height of the stiffener. Also the results 

were compared with simply glued sandwich composite of thickness 15mm and found a significant 

improvement in flexural strength of 3D spacer fabric composite compared to glued composite. 

Keywords: Deflection, Elastic modulus, Flexural rigidity, Stitched core sandwich, 3-point bending  
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 The characteristics of different spacer fabrics including low-stress mechanical properties, air 

permeability and thermal conductivity were investigated in three dimensional spacer. Low-stress mechanical 

properties obtained by the KES-fabric evaluation system revealed that all tensile, bending and compression 

properties of spacer fabrics are greatly depending on the type of spacer fabric, the type of spacer yarn used , the 

yarn count of the spacer yarn, the stitch density and the spacer yarn configuration. Air permeability and 

thermal conductivity of spacer fabric are closely related to the fabric density. This experimental work suggests 

that carefully selecting the spacer fabric according to the envisaged application is of primary importance.[4] 

 

II. MATERIALS AND EXPERIMENT 
Three-dimensional sandwich composite is a newly developed sandwich structure, the reinforcement of  

which is integrally woven by advanced textile technique. Two face-sheets are connected by continuous fibers, 

named pile in the core, providing excellent properties like outstanding integrity, debonding resistance, 

lightweight, good design ability and so on. In this paper, specimens were fabricated with various stitching 

orientation with glass fiber reinforced face sheet and Divinycell core and compared with unstitched sandwich 

composite. Both the fabrication and testing methods are mentioned in following paragraph. 

 

1.  Preparation of 3D Spacer Fabric Composite Specimen 

Divinycell closed-cell ‘H’ grade foam core (density = 80kg/m3, thickness = 10 mm) was used as the 

core material along with the woven open form glass fabric face sheets of 10 mils thickness. Panels with closed 

cell foam sandwiched between two layers of bi-directionally woven glass fabric on each side were put for 

fabrication. Newly developed fixture was used for stitching the sandwich panels with stiffner height 5mm, 

10mm and 15mm as shown in Figure-1. The fixture consists of two wooden slots. The material has to be place 

in between them. The rubber dampers had been used for to give additional stiffness for stitching.The Glass 

Yarn G37 1/5 3.8S was used for the stitching of the sandwich panels. A low viscous epoxy resin based on 

bisphenol constituent and modified with aromatic glycidyl ether called Araldite GY257 with hardner C2963 

manufactured by Huntsman, Australia, was used for the fabrication of the panels. The resin and hardener was 

mixed in a proposition of 100:45 respectively. After stitching, the spacer fabric composites were prepared 

using the hand layup process. The specimens were allowed to pre cure for 24 hours at room temperature 

conditions at laboratory, and then kept for 7 days for post cure before taken out for experimental studies. The 

configuration of 3D spacer fabric composite specimen are shown in Fig. 2 and 3, respectively. 

 

2. Tension Test 

3D spacer fabrics were prepared and tested according to ASTM C297 to determine the tensile 

properties. The 3D spacer fabrics were cut such that the properties in the direction perpendicular to rise would 

be the direction of flexural stresses in the sandwich panel. The specimen had a 70 x 70 mm cross-section.. The 

tests were conducted in Universal Testing Machine with wedge-type mechanical grips and with a displacement 

rate of 0.5 mm/min at Microlab, Ambattur industrial estate, Chennai as shown in Fig. 4 The force - strike 

curves were obtained for each stiffener height as shown in Fig. 5, 6 &7. 

 

3. Flexural Test Procedure 

The sandwich panels were tested in a 3-point bending test as per ASTM standard C393-63. The 

support span dimension a1 was calculated from equation 1.  

                                                             a1 =2fF/S                      (1) 

The allowable facing stress F (182Mpa) for the E glass fabric was found out by 3-point bending test using  

ASTMD790M, f represents facing sheet thickness (0.4 mm). The allowable core shear stress S (1.15 Mpa) was 

taken from the manufacture’s data sheet (24). The 3-point bending test was conducted. The theoretical flexural 

rigidity (D) value was found as shown in equation 3. 
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Where P is the load, l is the length of the specimen,  is the deflection, E is the Young’s modulus and 

I is the moment of inertia. Five specimens of each type of sandwich composite were tested in three point 

bending test and average results were presented in Table 1. 

 

III. RESULTS AND DISCUSSIONS  
The flexural stiffness of sandwich composite is an essential determining factor for application of the 

material on design. Generally, the compositions of sandwich material have higher elastic modulus of face sheet 

compare to elastic modulus of face core. Here, it is approximately 243 times higher as observed from 

experiment. In addition, the thickness of the face sheet (i.e., only 0.4mm) is quite small compare to the 

thickness of core material (i.e., 10 mm). It has been observed that the 3D space fabric with stiffener height 15 

mm has   highest flexural rigidity compared to all other specimen tested. 

 

IV. FIGURES AND TABLES  
 

    
                                         Fig. 1                                                                                                              Fig. 2 

 

     
                                         Fig. 3                                                                                                              Fig. 4 
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                                         Fig. 5                                                                                                              Fig. 6 

 

 
Fig. 7 

 

 
Table 1 
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V. CONCLUSION  
The present paper focused on the mechanical experimental characterization and numerical simulation 

of Divinycell closed - cell ‘H’ grade foam/glass fibre composite sandwich conceived as a lightweight material  

for various engineering applications. The experimental campaign confirmed the remarkable potentialities of 

the innovative sandwich structure with core and skins interconnected by transverse stitched plies. Based on the 

experimental and numerical analysis the following concluding remarks revealed.  

 

1.   If the thickness of the 3D spacer fabric increases the flexural rigidity of the specimen will also lead to 

increase.  

2.   The failure mode of the 3D spacer fabric composite has distinct into two different categories as the face 

sheets failed by compressive and tensile load whereas the core failure occurred due to shear failure. 

3.   The use of foam to fill the sandwich core appears to increase the sandwich stiffness and strength quite 

remarkably with respect to lighter but weaker solutions: at the same time it furnishes a drastic weight 

saving with respect to a fully laminated glass fibre reinforced plate. 

4.   As a main point of remark from the experimental studies, it emerges the considerable weakness of the 

sandwich extra-skins in real engineering applications could then be quite relevant this should be at least 

partially eliminated or reduced by improving the production technology on this specific aspect. 
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I. INTRODUCTION  

In lathe machine, a cylindrical workpiece rotates along its axis and the tool removes material from the 

workpiece to form it into a specific shape. On metal working lathes, the cutting tools are held rigidly in a tool 

holder that is mounted on a movable platform called the carriage. The tool is moved in and out by means of 

hand cranks and back and forth either by hand cranking or under power from the lathe. The result is that 

material is removed from the workpiece under very precise control to produce shapes that are truly precision 

made. Because of the inherent rotational nature of a lathe, the vast majority of the work produced on it is 

basically cylindrical in form. Single point tools are used in turning, shaping, planning and similar operations, 

and remove material by means of one cutting edge. Cutting tools must be made harder than the material which 

is  to be cut and the tool must be able to withstand the heat generated in the metal cutting process. Also the tol 

must have a specific geometry, with clearance angles designed so that the cutting edge can contact the 

workpiece without the rest of the tool dragging on the workpiece surface. 
 

1.1 Turning Process 

Turning is a form of machining, a material removed process, which is used to create rotational parts 

by cutting away unwanted material. The turning process requires a turning machine or lathe, workpiece, 

fixture and cutting tool. The workpiece is a piece of preshaped material that is secured to the fixture, which 

itself is attached to the turning machine, and allowed to rotate at high speeds. The cutter is typically a single 

point cutting tool that is also secured in the machine. The cutting tool feeds into the rotating workpiece and 

cuts away material in the form of small chips to create the desired shape. 
 

1.2 Turning Machine 

This machine typically referred to as lathe can be found in a variety of sizes and designs. While most 

lathes are horizontal turning machines, vertical machines are sometimes used, typically for large diameter 

workpieces. Turning machines can also be classified by the type of control that is offered. A manual lathe 

requires the operator to control the motion of the cutting tool during turning operation. Turning machines are 

also able to be computer controlled, in which case they are referred to as a computer numeric control (CNC) 

lathe. CNC lathes rotate the workpiece and move the cutting tool based on commands that are preprogrammed 

and offer very high precision. In this variety of turning machines, the main components that the workpiece to 

be rotated and the cutting tool to be fed into the workpiece remain the same. 
 

1.3 Turning Cutting Tool 

All cutting tools that are used in turning can be found in a variety of materials, which will determine 

the tool’s properties and the workpiece materials for which it is best suited. This properties include the tool’s 

hardness, toughness and resistance to wear. The most common tools that are used include the following: 

Abstract: Modern manufacturers, seeking to remain competitive in the market, rely on their 

manufacturing engineers and production personnel to quickly and effectively set-up manufacturing 

processes for new products. T-test method is a powerful and efficient method for optimizing quality and 

performance output of a manufacturing process, thus a powerful tool for meeting this challenge. This 

paper discusses an investigation into the use of t-test method for optimizing controlled dia of workpiece in 

a lathe machine. Control parameters being considered in this paper are spindle speed, feed rate and 

depth of cut. After experimentally turning sample work pieces using the selected parameters, this 

investigation produced an optimum combination of controlled parameter for the cutting tool.  

Keywords: Depth of cut, Dia of work, Feed rate, Spindle speed, T-test  
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1.3.1 High Speed Steel 

These are so named primarily because of their ability to machine materials at high cutting speeds. 

These are complex iron-base alloys of carbon, chromium, vanadium, molybdenum, tungsten or combinations 

thereof, and in some cases substantial amounts of cobalt. The carbon and alloy contents are balanced at levels 

to give high attainable hardening response, high wear resistance, high resistance to the softening effect of heat, 

and good toughness for effective use in industrial cutting operations. The recognized standard high speed tool 

steel, which serves almost all applications under mild to severe metal cutting conditions.  

 

1.3.2 Silicon Carbide 

This is also known as carborundum is a composed of silicon and carbon with chemical formula SiC. It 

occurs in nature as the extremely rare mineral moissanite. Silicon carbide powder has been mass-produced 

since 1983 for use as an abrasive. Grains of silicon carbide can be bonded together by sintering to form very 

hard ceramics which are widely used in applications requiring high endurance, such as car brakes, car clutches 

and ceramic plates in bulletproof vests. The high sublimation temperature of SiC (approximately 2700°C) 

makes it useful for bearings and furnace parts. Silicon carbide does not melt at any known pressure. It is also 

highly inert chemically. There is currently much interest in its use as a semiconductor material in electronics, 

where  its high thermal conductivity, high electric field breakdown strength and high maximum current 

density make it more promising than silicon for high powered devices. SiC has a very low coefficient of 

thermal expansion (4.0 × 10-6 K) and experiences no phase transitions that would cause discontinuities in 

thermal expansion.  

 

1.3.3 Alloy Steel 

These are steels with alloying elements other than carbon and iron. When various alloying elements 

are added to steel, these usually become stronger and harder than plain carbon steels. As the alloy content 

increases slightly, then gradually ductility reduces and with a total alloy content of 2-4%, hardness of 250 HB 

and tensile strengths to 850 N/mm2 are found. Alloy steels within this range are those which have been 

hardened and tempered to give enhanced tensile strengths. Also included are the highly alloyed tool steels in 

their annealed condition. Nickel-chrome alloy steels with a total alloy content of 3-4% can be heat treated to 

give various hardness and tensile strengths by tailoring the tempering temperature to give the desired balance 

between hardness and ductility. Alloy tool steels with high carbon levels and a total alloy content of more than 

5% also fall into this grouping, provided they are in the fully annealed (softened) state. 

 

1.4 Turning Material 

In turning, the raw form of the material is a piece of stock from which the workpieces are cut. This 

stock is available in a variety of shapes such as solid cylindrical bars and hollow tubes. Custom extrusions or 

existing parts such as castings or forgings are also sometimes used. Turning can be performed on a variety of 

materials, including most metals. Common materials that are used in turning include aluminium, brass, 

magnesium, nickel, steel, thermoplastics, titanium and zinc. When selecting a material, several factors must be 

considered, including the cost, strength, resistance to wear and machinability. The machinability of a material 

is difficult to quantify, but can be said to possess the following characteristics: 

 Should result in a good surface finish. 

 Promotes long tool life. 

 Requires low force and power to turn. 

 Provides easy collection of chips. 

 

II. METHODOLOGY  
 

2.1 Stylus Instruments 

These instruments are based on the principle of running a probe across a surface in order to detect 

variations in height as a function of distance. One of the stylus instruments contains a transducer which 

converted vertical displacement into an electric signal. This signal can then be processed by the instrument 

electronics to calculate a suitable roughness parameter. This type of transducer used largely affects instrument 

performance. Piezoelectric crystal is often used as the transducer in the less expensive instruments. Other 

transducer mechanisms include moving coil transducers, capacitance transducers, and linear variable 

differential transducers. The resolution of a stylus instrument depends on its manufacturer and model. 
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2.2 Depth of Cut 

The thickness of the material that is removed by one pass of the cutting tool over the workpiece. The 

depth of cut is the distance that a tool penetrates into the workpiece. It is calculated by 

 

                             DOC = D1 – D2 

                                              2   

Where D1 = initial dia of work 

           D2 = final dia of work 

 

2.3 Tool Wear 

It is one of the critical factors in machining process, affecting cost and productivity. The research on 

tool wear has improved the understanding of wear mechanisms for different work and tool materials in various 

machining operations. Machining is carried out under chatter conditions owing to very low dynamic rigidity of 

the machining system. This means that, in order to reduce the cycle time material removal rates higher than 

the stable limits are used. Tool wear includes: 

 Flank wear in which portion of the tool in contact with the finished part erodes, can be described using the 

tool-life expectancy. 

 Crater wear in which contact with chips erodes the rake face. This is somewhat normal for tool wear, and 

does not seriously degrade the use of a tool until it becomes serious enough to cause a cutting edge failure. 

 

2.4 T-Test 

A t-test is a statistical hypothesis test in which the test static follows a student’s t-distribution if the 

null hypothesis is supported. It can be used to determine if two sets of data are significantly different from each 

other, and is most commonly applied when the test static would follow a normal distribution if the value of a 

scaling term in the test static were known. When the scaling term is unknown and is replaced by an estimate 

based on the data, the test static follows a student’s t-distribution. A statistical test involving means of normal 

populations with unknown standard deviations; small samples are used, based on a variable t equal to the 

difference between the mean of the sample and the mean of the population divided by a result obtained by 

dividing the standard deviation of the sample by the square root of the number of individuals in the sample. A 

normal distribution plays a prominent role in tests of hypothesis that involve the mean of a population. In 

particular, if a random sample of observations is normally distributed, statistical inferences for the sample 

mean can be made by constructing a Z-test statistic that follows a standard normal distribution. However, the 

use of this statistic requires knowledge of the true variance of population from which the observations were 

sampled. 

           t value = (Difference between the group means)/ (Variability of the groups) 

The higher the denominator, the lower will be the t value. The lower the t value, the less likely it is that the 

two means are different. The means are considered different if the t value is greater than the critical t value. It 

is the t value comparison with the critical t value that determines whether there really is a difference between 

the means. The t value’s numerator and denominator are calculated in different ways for the different types of t 

tests. The t test has a number of variations but the most common t test is used to determine whether the means 

of two normally distributed populations are equal. 

 

III. RESULTS AND DISCUSSION 
It is seen that the work dia is maximum in high speed steel when rake angle is 2° and minimum in 

silicon carbide. Hence it is known that material removal rate is higher in silicon carbide than other materials 

due to which work dia is less in silicon carbide but in high speed steel work dia is more as high speed steel 

requires greater rake angle nevertheless tool wear occurs. 
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Fig 1: Effect of tool impact with rake angle=2° on work dia 

 

It is seen that when rake angle is 10° work dia is maximum in HSS when speed is 180 rpm and 

maximum in SiC when speed is 260 rpm. It might be due to the fact that due to high thermal conductivity in 

SiC tool wear occurred due to which the work dia became more. 
 

 
Fig2: Effect of tool impact with rake angle=10° on work dia 

 

It is seen that when rake angle is 18° work dia is maximum in alloy steel and minimum in high speed 

steel. This is due to the machining speed of HSS greater material removal rate takes place and alloy steel tool 

wear occurred due to which work dia became more. 
 

 
Fig 3: Effect of tool impact with rake angle=18° on work dia 
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The probability shows that silicon carbide tool is the best and optimum tool material in comparison to 

high speed steel and alloy steel on the basis of tool wear at different spindle speeds, feed rate and rake angle of 

the cutting tool. This graph also predicts that silicon carbide has a prolonged tool life than HSS and alloy steel 

for which accurate depth of cut and material removal rate to the extent is achieved. 
 

 
Fig 4: Comparison of probability used on t test with the effect of variation in work dia 

 

IV. CONCLUSION  

The t-test conducted for the cutting tool showed that silicon carbide produced optimum material 

removal rate on the mild steel workpiece due to its toughness and anti-corrosion property than high speed and 

alloy tool steels. The t-test conducted for the cutting tool also showed that silicon carbide has the least tool 

wear after performing the operation on the mild steel workpiece since it is hard and has better wear resistance 

than high speed and alloy tool steels. 
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I. Introduction 
 

1.1 Background 

The idea of using vegetable oil as fuel for diesel engines is not a new one. Rudolph Diesel used peanut 

oil as fuel in his engine at Paris Exposition of 1900 [4]. Inspite of the technical feasibility, vegetable oil as fuel 

could not get acceptance, as it was more expensive than petroleum fuels. Later various factors as stated earlier, 

renewed the interests of researchers in using vegetable oil as substitute fuel for diesel engines. In recent years, 

systematic efforts have been made by several researchers to use vegetable oils of Sunflower, Peanut, Soyabean, 

Rapeseed, Olive, Cottonseed, Jatropha, Pongamia, Rubber seed, Jojoba etc as alternate fuel for diesel. Many 
types of vegetable oils are edible in nature. Continuous use of them causes shortage of food supply and proves 

far expensive to be used as fuel at present. So far few types of non-edible vegetable oils have been tried on 

diesel engine leaving a lot of scope in this area. Testing of diesel engines with preheating, blending with diesel 

and blending with preheating improves the performance and reduces the emissions compared to neat vegetable 

oil [1]. 

Biodiesel is produced by Transesterification of oil, where one mole of oil is chemically reacted with 

three moles of an alcohol in presence of a catalyst. In this reversible reaction, the glycerol moiety of the 

triglyceride molecule is replaced with an alkali radical of the alcohol used, giving alkyl based monoesters. 

Biodiesel has others advantages, compared to conventional diesel fuel, such as: portability, ready 

availability, renewability, biodegradability, lower sulphur content, higher cetane number, flash point, cloud 

point and cold filter plugging point [15]. Since biodiesel comes from a renewable energy source, its production 
and use as a replacement for fossil fuel provides three main benefits: reduces economic dependence on 

petroleum oil; decreases gas emissions that cause the greenhouse effect; and diminishes the proliferation of 

deceases caused by the pollution of the environment [3]. 

To ascertain the possibility of use of modified karanja oil as fuel for compression ignition engine the 

performance test were conducted. The comparison of the test fuels made with diesel fuel. Test fuels’ 

performance analyzed for esters of karanja oil, blends of karanja oil, and the diesel oil as baseline at varying 

loads performed at governor controlled speed. The variations in the injection parameters were analyzed to 

observe its influence on the engine performance with different fuels [7]. Results show that diesel engine gives 

poor performance at lower Injection Pressure than, esterified karanja oil and its blends with diesel. Specific 

energy consumption is a more reliable parameter for comparison. A comparison of physical and fuel properties 

of vegetable oils with those of diesel fuel indicates that the vegetable oil are quite similar in nature to diesel fuel. 

However, vegetable oils have exceptionally high viscosity. After esterification of karanja oil, the specific gravity 
reduced to 0.895 at 280°C and for diesel at the same temperature was 0.84. The calorific value of esterified 

Abstract: In current scenario, there are continuously increasing the number of automobiles and 
correspondingly increasing the fuel consumption as well as fuel prices. In this regard, biodiesel is 

found as an alternative fuel derived from natural fats or vegetable oils and it is considered as an 

attractive alternative to replace diesel fuel. 

In this work, biodiesel prepared from soya oil by Transesterification process with methyl alcohol. 

Processed soya oil is blended with diesel in different proportions as B-10, B-20, B-30, B-40 and B-50. 

Thermodynamic analysis of 4stroke single cylinder diesel engine, By using different blends of diesel & 

soya oil has been carried out the effect of B-10,B-20,B-30,B-40,B-50 on  the Brake Power, Thermal 

Efficiency, Brake Specific Fuel Consumption and Total Fuel Consumption has been absorbed. The 

experimental result shows that at B-40, the optimum BTE (12.09), maximum BP (1.221) and minimum 
BSFC (0.694). 

Key word: Soybean oil, Transesterification Process, 4-stroke Diesel engine, Biodiesel Blends. 
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karanja oil found to be 36.76 MJ/kg, which is 17.95% lower than that of diesel. The specific Energy 

consumption is higher for pure karanja methyl ester as well as for its blends with diesel [5]. 

 

1.2 Objectives 
The aim of this work is to evaluate the performance using different blends of biodiesel with pure diesel 

in a CI engine. The biodiesel is treated from the soyabean oil by Transesterification process. The following are 

the major objectives to fulfil the aim of this work. 

1. Extraction of soya oil from soya seeds. 

2. Determination of physical properties of soya oil and diesel. 

3. Study of effect of dilution on properties of blending of soya oil with diesel. 

4. Performance evaluation of Diesel engine using different blends of soya oil with diesel. 

 

1.3 Biodiesel   

Biodiesel is a non-petroleum based diesel fuel which consists of the mono alkyl esters of long  Chain 
fatty acids derived from renewable lipid sources. Biodiesel is typically produced through the reaction of a 

vegetable oil or animal fat with methanol in the presence of a catalyst to yield glycerine and biodiesel 

(chemically called methyl esters). Biodiesel is registered with the US Environmental Protection Agency as a 

pure fuel or as a fueladditive and is a legal fuel for commerce. Biodiesel is an alternative fuel which can be used 

in neat form, or blended with petroleum diesel for use in compression ignition (diesel) engines. Its physical and 

chemical properties as it relates to operation of diesel engines are similar to petroleum based diesel fuel. The 

specification for biodiesel is approved by the American Standards for Testing and Materials (ASTM) under code 

number 6751.  

 Biodiesel is a domestically produced, renewable fuel that can be manufactured from new and used 

vegetable oils, animal fats, and recycled restaurant grease. Biodiesel’s physical properties are similar to those of 

petroleum diesel, but the fuel significantly reduces greenhouse gas emissions and toxic air pollutants. It is a 

biodegradable and cleaner-burning alternative to petroleum diesel. 
 

II. Literature Review 

S. KIRANKUMAR [1] have presented an experimental investigates of the bio-diesel preparation from 

vegetable oil i.e. Soya oil by using the Trans esterification process. In the initial stage tests are to be conducted 

on the four stroke single cylinder direct ignition diesel engine and base line data is generated. Further in second 

stage the test was conducted on the same engine at same operating parameters by using the diesel blended with 

the soy esters with different blending ratios such as S10, S20, S30 and the performance parameters (Brake 

Thermal Efficiency, Brake Specific Fuel Consumption) and also emission parameters (CO, HC, NOx, CO2, 

unused oxygen and smoke density) are evaluated. Among all the blends S30 has shown the better performance 
in the parameters and also in the emissions. So S30 is taken as the optimum blend. Finally the performance and 

emission parameters obtained by the above test are compared with the base line data obtained earlier by using 

diesel. 

Jiantong Song al.[2] have  investigated the power and fuel economies performances of a diesel fuelled 

with soybean biodiesel Experimental results show that, compared with diesel fuel, with increase in the biodiesel 

in the blends, the brake power and torque and the brake specific energy consumption increase, the smoke 

density under free acceleration decreases except B10, the NO
X 

emissions increase. The trade-off relationship is 

clear between the NO
X
and smoke densities when the diesel engine fuelled with different biodiesel percentage in 

the blends. From the trade-off relationship between NO
X 

and smoke density, the optimum blend ratio is B20 in 

the experimental study. 

K. Dilip Kumar. al. [3] have of the engine performance and exhaust emission characteristics for various 
blends. Experiment set up was developed to carryout engine performance and emission characteristic studies on 

selected fuel blends at different load conditions. The present work has resulted in giving a good insight into the 

performance and emission characteristics of the C.I. engine using ethanol, biodiesel, diesel fuel blends. As fuel 

property point of view density and pour point of all the fuel blends are under the standard limits for diesel fuel. 

Heat of combustion of all blends is found to be lower than that of diesel fuel alone. D70B20E10 give lower CO 

and HC emission and slightly higher thermal efficiency than other blends 
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III. Experimentation 
 

3.1 Transesterification 

Trans-esterification also called alcoholysis is the displacement of alcohol from an ester by another 

alcohol in a process similar to hydrolysis. This process has been widely used to reduce the viscosity of 

triglycerides. The transesterification reaction is represented by the general equation, which is the key reaction 

for bio-diesel production. 

RCOOR’ + R”OH       RCOOR” + R’OH 

 If methanol is used in the above reaction, it is termed methanolysis. The reaction of triglyceride with 

methanol is represented by the general equation.  
 

 

 

 

 

 

Fig.1 Flow diagram of preparation of bio-diesel 

 

 

 

 

 

 

Fig.1 Flow diagram of preparation of bio-diesel 
 

3.2 Contents of Biodiesel   

• NaOH                150ml     

• Methanol            250ml         

• Soabean oil                1 lit.            

 

3.3 Preparation of Bio-Diesel from Soya Oil 

For the trans-esterification of mustard oil, Dr. Peeper’s style has been followed in our work. First 

250ml (90% pure) methanol was mixed with 150ml NaOH. This mixture was swirled in a glass container until 

NaOH is fully dissolved in methanol. As this is an exothermic reaction, so the mixture would get hot. This 
solution is known as methoxide, which is a powerful corrosive base and is harmful for human skin. So, safety 

precautions should be taken to avoid skin contamination during methoxide producing. Next, methoxide was 

added with I liter of mustard oil, which was preheated about 55 degree Celsius. Then the mixture was jerked for 

5 minutes in a glass container. After that, the mixture was left for 24 hours for the separation of glycerol and 

ester. This mixture then gradually settles down in two distinctive layers. The upper more transparent layer is 

100% bio-diesel and the lower concentrated layer is glycerol. The heavier layer is then removed either by 

gravity separation or with a centrifuge. In some cases if the soyabean oil contains impurities, then a thin white 

layer is formed in between the two layers. This thin layer composes soap and other impurities. 

 
Figure1: crop of Soya Bean  



Performance Analysis of 4 Stroke Single Cylinder Diesel Engine Using Blend Of Soya….  

| IJMER | ISSN: 2249–6645 |                               www.ijmer.com                        | Vol. 4 | Iss.9| Sept. 2014 | 40| 

3.4 Specification of Test Rig 

1.  ENGINE-The engine is water cooled single cylinder four stroke constant speed diesel engine 5 HP Make 

Kirloskar. 

 
Figure 2: Engine 

 

Table3.4.1: Engine Specifications 

Sr. no. Items Specifications 

1 Model KIRLOSKAR, AV1 

2 Compression ratio 19:1 

3 Method of starting Hand starting 

4 Type, no. of cylinders Vertical – 4 stroke, 1 cylinder 

5 Bore x stroke(mm) 87.5x110 

6 Cubic capacity 624 

7 Maximum power 5 Hp 

8 Nominal speed 1500 rpm 

9 Cooling system Water-cooled 

10 Fuel filter Present 

11 Lube oil filter Present 

 

2. Rope Brake Dynamometer-A rope brake dynamometer is supplied with the engine coupled with the 
flywheel of engine. 

3. Load indicator-It indicates the load in kg range 0-20 kg Make Harrison. 

4. M.S. Base Frame-The engine and the dynamometer are mounted on a solid M.S. Channel Base Frame. 

5. Instrumentation for measuring various inputs/outputs- All instrumentation is incorporated on a control 

panel. The various factors to be measured are as follows: 

(a) Fuel measurement: This is done by using burette mounted on the control panel. The fuel tank is mounted 

on panel. The fuel is supplied to engine using fuel line to fuel injection system. The amount of fuel consumed is 

determined by the change in the readings shown on the burette. A three –way cock is used both to fill the burette 

and to allow the fuel to flow to the engine. 

(b) Air flow measurement:  Air flow is measured using an air box Orifice fixed in the inlet of air box. Suction 

pressure difference across the orifice is read on the U-tube manometer mounted on the panel. The outlet of the 
air suction box goes to the engine through the flexible hose for air suction. 

(c) Temperature measurement:  For heat balance analysis the PT-100 sensors are connected at exhaust gas 

calorimeter and engine cooling. 
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(d) Tachometer:  It is measured the RPM of crank shaft  
 

 
Figure 3: Tachometer 

 

(e)  Pensky Martins:  This is used for measuring the flash point of biodiesel  
 

 
Figure 4: Pensky Martins 

 

(f)  Stopwatch: It is used to measure the time when fuel is consumed in the engine   
 

 
Figure 5: Stopwatch 
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(f)  Pycnometer: It is used to measure the density of biodiesel & different blends  
 

 
    Figure 6: Pycnometer 

 

3.5 Testing and inspection of experiment setup  

After settling all the instruments, observation is about to start but before starting any experiment on the 

setup it is very necessary to inspect all the places where care should be taken to avoid any danger during the 

observation process. The step of inspection of experiment setup is completed by checking all the important 

places of experiment setup in a regular time interval during whole process of taking observation. The way of 

inspection is described here.   

a. Tightening all nuts on foundation structure coupled with engine frame. 

b. Checking the level of oil in the tank to maintain proper level of oil on burette.  
c. Checking the level of cooling water in water jacket. 

d. Checking the leak points of oil in various gate valves where pipes are connected  

e. Insure all switches kept off in electrical load panel before starting the engine. 

f. Check and control speed of engine by adjusting the fuel supply before taking the observation. 

 

3.6 Measurement of required variables in different locations- 

3.6.1 Measurement of fuel consumption 

Experiment starts from first step of measurement of fuel consumption by filling the fuel in the burette. 

As the fuel is filled in the burette time is started in the stop watch from 0 to 20 ml fuel consumed in the burette. 

In this way fuel consumption in terms of ml/sec in noted from no load to maximum load (2 to 10 Kg). Same 

process is repeated for number of observations taken at different load condition. 

 

3.6.2 Measurement of engine shaft speed- 

Speed of the engine is measured in terms shaft speed as RPM (Revolution per minute). In the 

experiment speed of flywheel is measured which is mounted on crank shaft. For measuring the speed of 

flywheel a digital tachometer is used which is directly subjected to the rotating flywheel. A small reflecting strip 

is attached to outer side of the flywheel which reflects red rays coming from digital tachometer and counts the 

number of revolutions per minute of the flywheel. Hence the speed of crank shaft is estimated. 

 

Abbreviations: 

T1=Exhaust gas temperature at inlet of the calorimeter 

T2=Exhaust gas temperature at outlet of the calorimeter 

T3=Temperature of water at the inlet of calorimeter 
T4=Temperature of water at the outlet of calorimeter 

T5=Temperature of water at the inlet of engine housing 

T6=Temperature of water at the outlet of engine housing 
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IV. Calculation 
The basic performance parameters that were determined for performance evaluation of engine are: 

 Brake Power 

 Brake thermal efficiency 

 Brake specific fuel consumption 

 Total fuel consumption 

 

Various formulae that were used for performance evaluation are listed below: 

The brake power is calculated by measuring load on dynamometer and engine speed and then putting these 

values in, 

----- (i) 

Where,   

D =Dia. of drum = 340mm 

d =Dia. of rope = 20mm 

W   =Weight applied on spring balance 

(W-S) =Net load reading 

       N =rpm of Crank Shaft  

 

 

C.V. of diesel = 44000kJ/Kg[1] 

C.V. of Biodiesel = 38400 kJ/Kg[1] 

 The fuel consumption rate is noted for each loading and then brake specific fuel consumption is calculated as, 

     kg/kw-hr  ---- (ii) 

The brake thermal efficiency of the engine is calculated as, 

 ------- (iii) 

Total fuel consumption, 

TFC =    ---- (iv) 

 
Figure 4.1: Variation of Brake Power with Different loads for different fuels 

 

FIGURE 4.1, Depicts the variation in BP with Different loads for different blends. From the curve it is 

observed the BP is increasing from B10 to B40, after that as blending ratio increases, decrease in the BP, So that 

the maximum BP achieved at B 40. 
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Figure 4.2: Variation of Total Fuel Consumption with different loads for different blends 

 

FIGURE 4.2, Depicts the variation in total fuel consumption with different loads for different blends. From the 

curve it is observed that Total Fuel Consumption decreases from B10 to B40, after that as blending ratio 

increases, increase in the total fuel consumption. 
 

 
Figure 4.3: Variation of Brake specific fuel consumption with Different loads for different fuels 

 

FIGURE 4.3, Depicts the variation in Brake specific fuel consumption with Different loads for different fuels. 

From the curve it is observed that the Brake specific fuel consumption decreases from B10 to B40, after that as 
the blending ratio increases, increase in the Brake specific fuel consumption. 
 

 
Figure 4.4: Variation of Brake Thermal Efficiency with Different loads for different fuels 
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FIGURE 4.4, Depicts the variation in Brake thermal efficiency with Different loads for different fuels. From 

the curve it is observed that the Brake thermal efficiency increases from B10 to B40, after that as blending ratio 

increases, decrease in the Brake thermal efficiency.  
 

 
Figure 4.5: Variation of Exhaust gas temperature with Different loads for different Blends 

 

FIGURE 4.5, Depicts the variation in Exhaust gas temperature with Different loads for different fuels. From the 

curve it is observed that the Exhaust gas temperature decreases from B10 to B40, after that as blending ratio 

increases, increase in the Exhaust gas temperature.  

 

4.1 Performance Analysis 
 

Table 4.1.1: Performance Analysis for calorific values of different composition of blends 
 

Vegetable oil Blend Calorific Value 

(KJ/kg) 

Pure Diesel 44000 

10 B 38400 

20 B 40890 

30 B 40480 

40 B 39970 

50 B 39540 

 

 
Figure 4.6 Graphical representation of Calorific value of different fuel 
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RUNNING COSTOF ENGINEWITH DIFFERENT BLENDS 

 

Fuel Cost (Rs./lr.) 

Diesel 63.01 

Biodiesel  70.22 

B10 63.7 

B20 64.4 

B30 65.1 

B40 65.8 

B50 65.5 

 

V. Conclusion 
Biodiesel is an alternating fuel, currently available in tremendous amount in the form of human 

producible domestic natural sources. There are many edible oils, such as palm oil, Ghee, neem oil, caster, 

sunflower oil, coconut oil, mustered oil and soya bean oil etc. These varieties of bio lipids can be used to 

produce biodiesel. These types of alternative source of energy can helpful in future as a working fluid for 

conversion of energy.  

 In the above experimental work different blends of soya bean tranesterified oil (TES) with diesel such 

as B10, B20, B30, B40 and B50 used as an alternative fuel and investigated different performance parameter 

such as Brake Thermal Efficiency (BTE), Brake Power (BP), Total Fuel Consumption (TFC) and Brake Specific 
Fuel consumption (BSFC) at different load. . From the first set of results it can be conclude that the blend B40 

has given the performance near to diesel in the sense of brake thermal efficiency, brake specific fuel 

consumption, Brake Power and Total fuel consumption. Conclusions extracted from the investigation are as 

follows:-  

 Soya bean oil is transesterified in the presence of methyl alcohol. By this process physical property of soya 

oil has been changed as in table no. 

 It has been observed that Brake Power increases from B10 to B40, further increase in blend ratio, 

decreases the BP. So that the maximum BP achieved at B 40. 

 It has been observed that Total Fuel Consumption decreases from B10 to B40, further increase in blend 

ratio, increases the total fuel consumption. So that minimum TFC achieved at B40. 

 It has been observed that the Brake specific fuel consumption decreases from B10 to B40, further increase 
in blend ratio, increases the BSFC. So that minimum BSFC achieved at B40. 

 It has been observed that brake thermal efficiency increases from B10 to B 40, further increase in blend 

ratio, decreases the BTE. So that the maximum BTE achieved at B40. 

 It has been observed that exhaust gas temperature decreases from B10 to B 40, further increase in blend 

ratio, increases the exhaust gas temperature which is lower than the diesel exhaust gas temperature. This 

concluded that the TES at B40 giving less emission in the environment as compared to Diesel. 
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APENDIX 

Table 1: PROPERTIES OF DIESEL, BIODIESEL AND ITS BLENDS 

Fuel Density(Kg/m
3
) Calorific value(KJ/Kg) Flash Point(

0
C) Fire Point(

0
C) 

Diesel 830 44000 60 62 

Biodiesel 856 38400 156 158 

B 10 833.50 40890 58 64 

B 20 835.20 40480 62 67 

B 30 837.80 39970 64 70 

B 40 840.40 39540 66 73 

B 50 843 38940 68 76 

 

Table 2: Data obtained From Experimental Setup Using Pure Diesel 

Sr. 

No. 

LOAD 

W(kg) 

Spring 

Load (kg) 

N 

(RPM) 

FUEL 

(ml) 

TIME 

(sec) 

T1 

(
O
C) 

T2 

(
O
C) 

T3 

(
O
C) 

T4 

(
O
C) 

T5 

(
O
C) 

T6 

(
O
C) 

1. 2 0.2 1466 20 117 100 57 28 30 28 38 

2. 4 0.4 1464 20 87 124 66 28 30 28 40 

3. 6 0.6 1454 20 78 159 80 28 31 28 41 

4. 8 0.9 1444 20 57 191 94 28 32 28 43 

5. 10 2.4 1432 20 50  228 109 28 33 28 46 

 

Table 3: Data obtained From Experimental Setup Using B 10 

Sr. 

No. 

LOAD 

W(kg) 

SPRING 

LOAD (kg) 

N 

(RPM) 

FUEL 

(ml) 

TIME 

(sec) 

T1 

(
O
C) 

T2 

(
O
C) 

T3 

(
O
C) 

T4 

(
O
C) 

T5 

(
O
C) 

T6 

(
O
C) 

1. 2 0.1 1464 20 109 138 55 18 20 19 32 

2. 4 0.2 1450 20 77 157 62 19 22 19 35 

3. 6 0.4 1442 20 64 192 72 20 23 20 40 

4. 8 0.6 1430 20 52 232 84 20 24 20 50 

5. 10 0.8 1422 20 40 260 92 20 24 20 54 
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Table 4: Data obtained From Experimental Setup Using B 20 

Sr. 

No. 

LOAD 

W(kg) 

SPRING 

LOAD (kg) 

N 

(RPM) 

FUEL 

(ml) 

TIME 

(sec) 

T1 

(
O

C) 

T2 

(
O

C) 

T3 

(
O
C) 

T4 

(
O

C) 

T5 

(
O

C) 

T6 

(
O
C) 

1. 2 0.2 1470 20 113 101 50 19 21 19 30 

2. 4 0.4 1460 20 83 125 56 20 22 20 32 

3. 6 0.5 1450 20 67 143 61 20 22 20 35 

4. 8 0.6 1438 20 56 165 68 20 23 20 36 

5. 10 0.8 1428 20 50 184 75 20 24 20 38 

 

Table 5: Data obtained From Experimental Setup Using B 30 

Sr. 

No. 

LOAD 

W(kg) 

SPRING 

LOAD (kg) 

N 

(RPM) 

FUEL 

(ml) 

TIME 

(sec) 

T1 

(
O
C) 

T2 

(
O

C) 

T3 

(
O
C) 

T4 

(
O
C) 

T5 

(
O
C) 

T6 

(
O
C) 

1. 2 0.2 1472 20 117 108 50 21 23 21 35 

2. 4 0.3 1464 20 86 124 55 21 23 21 35 

3. 6 0.4 1448 20 69 148 65 21 24 21 37 

4. 8 0.6 1438 20 57 179 75 21 26 21 39 

5. 10 1.2 1410 20 48 205 85 21 27 21 42 

 

Table 6: Data obtained From Experimental Setup Using B 40 

Sr. 

No. 

LOAD 

W(kg) 

SPRING 

LOAD (kg) 

N 

(RPM) 

FUEL 

(ml) 

TIME 

(sec) 

T1 

(
O
C) 

T2 

(
O
C) 

T3 

(
O
C) 

T4 

(
O
C) 

T5 

(
O
C) 

T6 

(
O

C) 

1. 2 0.2 1474 20 118 90 43 19 21 20 31 

2. 4 0.3 1460 20 90 109 50 19 22 20 33 

3. 6 0.5 1457 20 70 135 60 19 23 20 36 

4. 8 1.2 1436 20 60 164 70 20 24 20 40 

5. 10 1.6 1410 20 54 190 85 20 24 20 44 

 

Table 7: Data obtained From Experimental Setup Using B 50 

Sr. 

No. 

LOADW 

(kg) 

SPRING 

LOAD (kg) 

N 

(RPM) 

FUEL 

(ml) 

TIME 

(sec) 

T1 

(
O

C) 

T2 

(
O
C) 

T3 

(
O
C) 

T4 

(
O
C) 

T5 

(
O

C) 

T6 

(
O

C) 

1. 2 0.2 1462 20 113 104 53 24 26 24 34 

2. 4 0.6 1464 20 80 122 59 24 36 24 38 

3. 6 1.4 1460 20 67 145 68 24 27 24 40 

4. 8 1.8 1452 20 54 179 81 24 27 24 44 

5. 10 2.4 1448 20 50 197 87 24 28 24 45 

 

Table 8: Brake Power& different Loads of Different blending ratio with Diesel 

 Diesel B-10 B-20 B-30 B-40 B-50 

Load (kg) BP (kW) BP (kW) BP (kW) BP (kW) BP (kW) BP (kW) 

2 0.4 0.483 0.474 0.483 0.483 0.479 

4 0.948 0.978 0.984 0.99 0.984 0.91 

6 1.43 1.419 1.479 1.47 1.457 1.22 

8 1.86 1.92 1.939 1.94 1.96 1.64 

 

 

Table 9: Total Fuel Consumption &Different loads for Different blending Ratio with Diesel 

 Diesel B-10 B-20 B-30 B-40 B-50 

Load (Kg) TFC kg/s TFC kg/s TFC kg/s TFC kg/s TFC kg/s TFC kg/s 

2 1.42 1.52 1.48 1.42 1.42 1.48 

4 1.92 2.15 2.02 1.92 1.86 2.1 

6 2.24 2.58 2.46 2.42 2.4 2.48 

8 2.7 3.2 2.94 2.9 2.78 3.1 
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Table 10: BSFC & Different loads of different blending ratio with Diesel 

 

Table 11: BTE &Different loads of different blending ratio with Diesel 

 

 

 

 

 

 

 

 

 

 

 

Table 12: Exhaust Gas Temperatures &Different loads of different blending ratio with Diesel 

 Diesel B-10 B-20 B-30 B-40 B-50 

Load(Kg) 
Temperatur

e (°C) 

Temperatur

e (°C) 

Temperatur

e (°C) 

Temperatur

e (°C) 

Temperatur

e (°C) 

Temperatur

e (°C) 

2 120 125 101 99 90 104 

4 145 150 125 117 109 122 

6 175 187 143 140 135 145 

8 200 220 165 165 164 179 

 

 Diesel B-10 B-20 B-30 B-40 B-50 

Load(k

g) 

BSFC 

(kg/kW-hr) 

BSFC 

(kg/kW-hr) 

BSFC 

(kg/kW-hr) 

BSFC 

(kg/kW-hr) 

BSFC 

(kg/kW-hr) 

BSFC 

(kg/kW-hr) 

2 1.06 1.11 1.12 1.05 1.05 1.11 

4 0.725 0.791 0.791 0.698 0.680 0.83 

6 0.563 0.654 0.599 0.592 0.592 0.73 

8 0.522 0.6 0.545 0.538 0.457 0.680 

 Diesel B-10 B-20 B-30 B-40 B-50 

Load (Kg) BTE BTE BTE BTE BTE BTE 

2 7.68 7.15 7.3 7.48 7.59 7.47 

4 11.28 10.20 10.50 10.75 11.10 10.70 

6 14.58 12.85 13.20 13.80 14.25 13.65 

8 15.74 13.60 14.15 14.90 15.45 14.82 
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I. INTRODUCTION 
In this work, the Taguchi methods, a powerful statistical tool to design of experiments for quality, is 

used to find the optimal cutting parameters for turning operations. Even though the present not only optimize 

cutting parameters for turning operations but also the main cutting parameters and its interaction that affect 

the cutting performance is the highlight of the work. Experimental results are provided to confirm the 

effectiveness of Taguchi‟s approach. Every manufacturing industry aims at producing a large number of 

products within relatively lesser time. But it is felt that reduction in manufacturing time may cause severe 

quality loss. In order to embrace these two conflicting criteria it is necessary to check quality level of the item 

either on-line or off-line. The purpose is to check whether quality lies within desired tolerance level which can 

be accepted by the customers. Quality of a product can be described by various quality attributes. The attributes 

may be quantitative or qualitative. If quality falls down the expected level the controller supplies a feed back in 

order to reset the process environment. In off-line quality control the method is either to check the quality of 

few products from a batch or lot (acceptance sampling) or to evaluate the best process environment capable of 

producing desired quality product. This invites a optimization problem which seeks identification of the best 

process condition or parametric combination for the said manufacturing process. If the problem is related to a 

single quality attribute then it is called single objective or single response optimization. 

 

II. LITERATURE REVIEW 
Machining parameters in metal turning are cutting speed, feed and depth of cut. The setting of these 

parameters determines the quality characteristics of turned parts. Consideration of machining parameter 

optimization started out as early as 1907 when (Taylor, 1907) [1] acknowledged the existence of an optimum 

cutting speed for maximizing material removal rate in single pass turning operations. Research on machining 

parameter optimization has increased since the 1950‟s.  

In 1950 (Gilbert, 1950) [2] presented a theoretical analysis of optimization of machining process and 

proposed an analytical procedure to determine the cutting speed for a single pass turning operation with fixed 

feed rate and depth of cut by using two different objectives maximum production rate and minimum machining 

cost. 

Abstract: Now-a-days increasing the productivity and the quality of the machined parts are the main 

challenges of metal cutting industry during turning processes. Optimization methods in turning 

processes, considered being a vital role for continual improvement of output quality in product and 

processes include modeling of input-output and in process parameters relationship and determination of 

optimal cutting conditions. This paper present on Experimental study to optimize the effects of cutting 

Parameters on Surface finish and MRR of 20MnCr5 Steel alloy work material by employing Taguchi 

techniques. The orthogonal array, signal to noise ratio and analysis of variance were employed to study 

the performance characteristics in turning operation. Five parameters were chosen as process variables: 

Cutting Speed, Feed, Depth of cut, Hardness of cutting Tool, Cutting environment (wet and dry). The 

experimentation plan is designed using Taguchi’s L9 Orthogonal Array (OA) and Minitab statistical 

software is used. Optimal cutting parameters for minimum surface roughness (SR) and maximum material 

removal rate were obtained. Finally, the relationship between factors and the performance measures 

were developed by using multiple regression analysis. 

Keywords: orthogonal array, surface roughness, MINITAB, regression model, turning, coolant 
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P. G. Benardos and G. C. Vosniakos, [3] this paper presents the set of parameters that are influence 

the surface Roughness and also they diagrammatically displayed in Fishbone Diagram.  

Aman Aggarwal and Hari Singh, [4] this paper presents that Fuzzy Logic, Genetic Algorithm, scatter 

search and Taguchi technique are the latest optimization Techniques.  

Mahendra Korat and Neeraj Agarwal (2012) [5] investigated the effects of the process parameters 

viz., coolant condition, cutting speed, feed, depth of cut, nose radius, on response characteristics viz., material 

removal rate, surface roughness, on EN24 material in CNC turning. ANOVA results shows that nose radius, 

feed rate, depth of cut, cutting speed and coolant condition affects the surface roughness by 65.38%, 25.15%, 

3.06%, 1.41% and 0.09% respectively.  

Sahoo et al. (2008) [9] studied for optimization of machining parameters combinations emphasizing 

on fractal characteristics of surface profile generated in CNC turning operation. The authors used L27 Taguchi 

Orthogonal Array design with machining parameters: speed, feed and depth of cut on three different work 

piece materials viz., aluminum, mild steel and brass. It was concluded that feed rate was more significant 

influencing surface finish in all three materials. 

 

III. TAGUCHI TECHNIQUE 
The Taguchi experimental design method, by Genichi Taguchi is a well-known, unique and powerful 

technique for product or process quality improvement. It is widely used for analysis of experiment and product 

or process optimization. Genichi Taguchi is a Japanese engineer who has been active in the improvement of 

Japan‟s industrial products and processes since the late 1940s. 

Taguchi introduces his concepts to:  

• Quality should be designed into a product and not inspected into it. 

 • Quality is best achieved by minimizing the deviation from a target.  

• Cost of quality should be measured as a function of deviation from the standard and the losses should be 

measured system wide. 

 

IV. EXPERIMENTAL DETAILS 
 

4. 1: Material 

20MnCr5 is categorized as case hardened steel produced by casting, it is easily machinable and can 

have a wide variety of surface finishes. It also has high strength and stiffness. It is used in the field of high 

stressed components in automobile industry like small gear, shafts, crankshafts, connecting rods, cam shafts, 

piston bolts, spindles and other mechanical controlling parts. 

 

     Carbon      0.220% 

     Manganese      1.112% 

     Silicon      0.244% 

     Sulphur      0.026% 

     Phosphorus      0.028% 

     Chromium      1.154% 

Table 1: Chemical compositon of 20MnCr5 

 

4. 2: Cutting tool inserts 

Inserts are individual cutting tools with several cutting points. Inserts are usually clamped on the tool 

shank with various locking mechanisms. Most of high performance cutting tools use the insert method. Here 

there are three type cutting insrets are using they are 

 

1. SUMITOMO AC700G – CARBIDE COATED  

2. KORLOY PC9030 – PVD COATED STEEL GRADE 

3. TAGUETEC CT3000 – CERAMIC UNCOATED 
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4. 3: Machine tool 
 

 
Fig1: CNC Horizontal turning lathe LL 15T L3 

 

4.4: Cutting parameters and their levels 
 

Symbol Cutting 

Paramete

r 

Unit Level 1 Level 

2 

Level 3 

A Cutting 

Speed 

rpm 1000 2000 3000 

B Feed mm/rev 0.05 0.1 0.15 

C Depth of 

Cut 

mm 0.2 0.4 0.6 

D Hardness 

of 

Cutting 

Tool 

HRC 65 

(Ceramic 

Uncoated

) 

71  

(PVD 

Coate

d Steel 

Grade) 

76 

(Carbid

e 

Coated) 

Table 2 : Cutting parameters and their levels 

 

4. 5: To find Minimum number of Experiments to be conducted 
 

Parameter Number of Levels Degree of Freedom 

Cutting Speed 3 2 

Feed 3 2 

Depth of Cut 3 2 

Hardness of Cutting 

Tool 

3 2 

 Total Degrees of 

Freedom 

8 

 

Minimum no. of 

Experiments 

9 

Table 3: Factors, levels and Degree of freedom 
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4. 6: Orthogonal array 
 

Trial 

no.  

 Cutting     

Speed 

(m/min)  

Feed 

(mm/rev)  

Depth of Cut 

(mm)  

Hardness of Cutting tool 

(HRC)  

1  1  1  1  1  

2  1  2  2  2  

3  1  3  3  3  

4  2  1  2  3  

5  2  2  3  1  

6  2  3  1  2  

7  3  1  3  2  

8  3  2  1  3  

9  3  3  2  1  

Table 4: standard L9 orthogonal array 

 

V. FORMULAS USED 
1) MRR (a) represents Actual Material Removal Rate in mm3/min 

                    MRR (a) =   mm3/min        

 

2) MRR (t) represents Theoretical Material Removal Rate in mm3/min 

 

MRR (t) = f * d * v * 1000 mm3/min 

 

Here „f‟ denotes feed in mm/rev,„d‟ denotes depth of cut in mm and „v‟ denotes cutting speed in m/min 

 

3) To calucalate Machining time (t) (theoretical) fallowing formula is used 

 

   t =    in min 

 

L = Distance travelled by the tool in the direction of feed in single cut. 

F = Feed in mm/rev 

N = speed in rpm 

 

VI. RESULTS AND DISCUSSION 

In the first run experiment is performed using coolant APPRO SOL XL. Readings are tabulated in 

table5. Surface roughness is measured and MRR values are calculated using formulae. 

 

 

  

Tria

l no 

Surface 

Roughness 

In µm 

Initial 

Weight   

gms 

Final 

Weight       

gms 

Machining 

Time 

(actual) in 

sec 

Machining 

Time 

(theoretical) 

in sec 

MRR (a) 

mm3/min 

MRR (t)   

mm3/min 

1 1.61 907.00 885.90 148.00 150.00 1089.69 984.38 

2 1.56 907.00 883.60 74.00 75.00 2416.94 3937.50 

3 2.23 907.00 867.10 50.00 50.00 6099.36 8859.38 
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4 1.62 907.00 876.50 76.00 75.00 3067.38 3937.50 

5 0.70 907.00 866.70 37.00 37.50 8325.01 11812.50 

6 0.79 907.00 893.40 24.00 25.00 4331.21 5906.25 

7 0.22 907.00 873.90 50.00 50.00 5059.87 8859.38 

8 0.43 907.00 889.30 25.00 25.00 5411.46 5906.25 

9 1.15 907.00 878.30 17.00 16.67 12903.71 17718.75 

Table 5: Experiment results when coolant is ON 

 

 

  

Tria

l no 

Surface 

Roughness 

In µm 

Initial 

Weigh

t   gms 

Final 

Weigh

t       

gms 

Machinin

g Time 

(actual) 

In sec 

Machining 

Time 

(theoretical

) 

In sec 

MRR (a) 

mm3/mi

n 

mrr(t)   

mm3/mi

n 

1 1.64 907.00 887.00 148.00 150.00 1032.88 984.38 

2 1.59 907.00 876.50 74.00 75.00 3150.28 3937.50 

3 2.26 907.00 865.80 50.00 50.00 6298.09 8859.38 

4 1.62 907.00 877.10 76.00 75.00 3007.04 3937.50 

5 0.74 907.00 869.20 37.00 37.50 7808.57 11812.50 

6 0.83 907.00 887.10 24.00 25.00 6337.58 5906.25 

7 0.25 907.00 867.40 50.00 50.00 6053.50 8859.38 

8 0.47 907.00 884.60 25.00 25.00 6848.41 5906.25 

9 1.18 907.00 879.10 17.00 16.67 12544.02 17718.75 

Table 6: Experiment results when coolant is OFF 

 

In the Second run experiment is performed in dry condition. Readings are tabulated in table6  Surface 

roughness is measured and MRR values are calculated using formulae. 

 

REGRESSION MODELS 

The regression equation for surface roughness when coolant is ON given by: 

 

Surface Roughness (µm) = 0.42 - 0.00610 Cutting Speed ‘A’ (m/min) + 2.40 Feed ‘B’ (mm/rev) + 0.27 

Depth of Cut ‘C’ (mm) + 0.0224 Tool Hardness ‘D’ 

The regression equation for MRR when coolant is ON given by: 

 

MRR (a) mm3/min = 10621 + 23.31 cutting speed ’A’ ( m/min) +47058 feed ‘B’ (mm/rev)  + 7210 depth 

of cut ‘C’   (mm) – 246 tool hardness  ‘D’  

The regression equation for surface roughness when coolant is OFF given by: 

 

Surface Roughness = 0.49 - 0.00608 cutting speed ‘A’ (m/min) + 2.53 feed ‘B’ (mm/rev)  + 0.26 depth of 

cut ‘C’ (mm) + 0.0215 tool hardness ‘D’ 

The regression equation for MRR when coolant is OFF given by: 
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MRR (a) mm3/min = 5491 + 25.3 cutting speed ’A’ ( m/min) + 50288 feed ‘B’( mm/rev)  + 4951 depth of 

cut ‘C’ (mm) - 164 tool hardness ‘D’ 
 

Source DF Seq SS Adj SS   Adj MS %p Rank 

Cutting speed(A) 2 2.2134 2.2134 1.1067 63.56 1 

Feed(B) 2 0.3652 0.3652 0.1826 10.48 4 

Depth of cut(C) 2 0.4161 0.4161 0.2080 11.94 3 

Tool ardness(D) 2 0.4876 0.4876 0.2438 14.00 2 

Total 8 3.4822     

Table 7: Analysis of Variance for surface roughness 

 

 
Fig.2: Effect of process parameters on surface roughness 

 

Level Cutting     

Speed 

(m/min) „A‟ 

Feed 

(mm/rev) 

„B‟ 

Depth of Cut 

(mm) 

„C‟ 

Hardness of 

Cutting tool 

(HRC)   „D‟ 

1 -4.9884 1.6082 1.7472 -0.7508 

2 0.3184 2.1887 -3.0889 3.7788 

3 6.4227 -2.0442 3.0495 -1.2753 

Delta 11.4111 4.2329 6.1834 5.0541 

Rank 1 4 2 3 

Table 8: Response table for surface roughness 

 

 

Source DF Seq SS Adj SS Adj MS %p Rank 

Cutting 

speed(A) 

2 31728492 31728492 15864246 31.87 2 

Feed 

(B) 

2 33219867 33219867 16609933 33.37 1 

Depth of 

cut(C) 

2 14793873 14793873 7396936 14.86 4 

Tool 

Hardness(D) 

2 19783672 19783672 9891836         19.87 3 

Total 8 99525902 99525902    

Table 9: Analysis of Variance for MRR 
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Level Cutting     

Speed 

(m/min) „A‟ 

Feed 

(mm/rev) 

„B‟ 

Depth of Cut 

(mm) 

„C‟ 

Hardness of 

Cutting tool 

(HRC)   „D‟ 

1 68.04 68.19 69.38 73.79 

2 73.63 73.58 73.20 71.49 

3 76.99 76.88 76.07 73.27 

Delta 8.95 8.70 6.68 2.30 

Rank 1 2 3 4 

Table 10:Response table for MRR 

 

 
Figure3: Effect of process parameters on MRR 

 

Source DF Seq SS Adj SS Adj MS %p Rank 

Cutting 

speed(A) 

2 2.20469 2.20469 1.10234 64.37 1 

Feed 

(B) 

2 0.36029 0.36029 0.18014 10.52 4 

Depth of 

cut(C) 

2 0.38869 0.38869 0.19434 11.34 3 

Tool 

Hardness(D) 

2 0.47096 0.47096 0.23548 13.75 2 

Total 8 3.42462     

Table 11: Analysis of Variance for surface roughness 

 

 

Level Cutting     

Speed 

(m/min) „A‟ 

Feed 

(mm/rev) 

„B‟ 

Depth of 

Cut (mm) 

„C‟ 

Hardness of 

Cutting tool 

(HRC)   „D‟ 

1 -5.13566 1.18467 1.29320 -1.03972 

2 0.01450 1.71516 -3.21863 3.21057 

3 5.72053 -2.30046 2.52480 -1.57148 

Delta 10.85620 4.01561 5.74343 4.78204 

Rank 1 4 2 3 

Table 12: Response table for surface roughness 
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Fig.4: Effect of process parameters on surface roughness 

 

Source DF Seq SS Adj SS Adj MS %p Rank 

Cutting speed(A) 2 37469560 37469560 18734780 42.25 2 

Feed(B) 2 37939065 37939065 18969532 42.78 1 

Depth of cut(C) 2 6391089 6391089 3195545 7.20 4 

Tool Hardness(D) 2 6877952 6877952 3438976 7.756 3 

Total 8 88677667     

Table 13: Analysis of Variance for MRR 

 

Level Cutting     

Speed 

(m/min) „A‟ 

Feed 

(mm/rev) 

„B‟ 

Depth of Cut 

(mm) 

„C‟ 

Hardness of 

Cutting tool 

(HRC)   „D‟ 

1 -5.13566 1.18467 1.29320 -1.03972 

2 0.01450 1.71516 -3.21863 3.21057 

3 5.72053 -2.30046 2.52480 -1.57148 

Delta 10.85620 4.01561 5.74343 4.78204 

Rank 1 4 2 3 

Table 14: Response table for MRR 

 

 
Fig 5: Effect of process parameters on MRR 
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Trial 

no 

Surface 

roughness Ra 

(µm) Coolant 

ON 

Surface 

roughness Ra 

(µm) Coolant 

OFF 

%age improvement in 

Ra when coolant is used 

1 1.612 1.64 1.71 

2 1.56 1.59 1.89 

3 2.23 2.26 1.33 

4 1.62 1.62 0.00 

5 0.7 0.74 5.41 

6 0.79 0.83 4.82 

7 0.22 0.25 12.00 

8 0.43 0.47 8.51 

9 1.15 1.18 2.54 

Table 15: shows the effect of coolant on Surface roughness 

 

 
Fig 6:  Effect of coolant on MRR 

 

 

   Trial no 

MRR (a) 

(mm3/min) 

Coolant ON 

MRR (a) 

(mm3/min) 

Coolant OFF 

1 1089.69 1032.88 

2 2416.94 3150.28 

3 6099.36 6298.09 

4 3067.38 3007.04 

5 8325.01 7808.57 

6 4331.21 6337.58 

7 5059.87 6053.50 

8 5411.46 6848.41 

9 12903.71 12544.02 

Table 16: shows the effect of coolant on MRR 
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Fig 7: Effect of coolant on MRR 

 

VII. CONCLUSION  
The effect of process parameters cutting speed, Feed, Depth of cut and Tool Hardness on response 

Characteristics MRR and Surface roughness were studied on 20MnCr5 steel alloy in CNC Turning. Based on 

results obtained, the fallowing conclusions can be drawn: 

  The experimental results showed that the Taguchi parameter design is an effective way of determining 

the optimal cutting parameters for achieving low surface roughness and maximum material removal 

rate. 

  The relationship between cutting parameters (cutting speed, feed, depth of cut and hardness of cutting 

tool) and the performance measures (surface roughness and material removal rate) are expressed by 

multiple regression equation which can be used to estimate the expressed values of the performance 

level for any parameters levels. 

  ANOVA suggests that cutting speed is the most significant factor and feed is most insignificant factor 

for surface roughness and cutting speed is the most significant factor and tool hardness is the most 

insignificant factor for MRR when the coolant is ON. 

  ANOVA suggests that cutting speed is the most significant factor and feed is most insignificant factor 

for surface roughness and cutting speed is the most significant factor and feed is the most insignificant 

factor for MRR when the coolant is OFF. 

  ANOVA (S/N Data) results shows that cutting speed, feed, depth of cut and tool hardness affects the 

surface roughness by 63.56%, 10.48%, 11.94%  and 14% respectively when the coolant is ON. 

  ANOVA (S/N Data) results shows that cutting speed, feed, depth of cut and tool hardness affects the 

MRR by 31.87%, 33.37%, 14.86%  and 19.87%  respectively when the coolant is ON. 

  ANOVA (S/N Data) results shows that cutting speed, feed, depth of cut and tool hardness affects the 

surface roughness by 64.37%, 10.52%, 11.34% and 13.75% respectively when the coolant is OFF. 

  ANOVA (S/N Data) results shows that cutting speed, feed, depth of cut and tool hardness affects the 

MRR by 42.25%, 42.78%, 7.20% and 7.756%  respectively when the coolant is OFF. 

  The result shows that surface roughness is good when coolant is used. An average improvement of 

4.24% in surface roughness was found when coolant is used. 

  The result shows that MRR is almost same when coolant is ON and coolant is OFF. Therefore it can be 

concluded that MRR does not depend much on coolant. 
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I. INTRODUCTION 
The use of precast prestressed beams is wide in bridge construction. These beams are long with 

imperfections and tend to deflect about both major and minor axis during lifting. Moreover the prestressing 

cable causes the beam to get highly stressed which in turn results in cracking. Thus for safe erection, it is 

necessary to study the deflection and stress behavior of the prestressed beam. 

Many numerical formulae are available in previous literature for analyzing lateral behavior of the 

beam at lifting.[1]–[7] Also it is found that the camber due to prestress has a considerable effect on the 

deflection of the beam. [5], [8]. The previous literature also contains an experimental study on initial 

imperfection.[9] 

In this paper, two beam sections viz. 77in. PCI Bulb Tee and Type IV AASHTO beam [9] are 

numerically modeled using Abaqus software to study its behavior. This study compares the finite element 

analysis results with the analytical solutions from previous literature and also studies the difference in the 

stress behavior and deflection of beams due to prestress. The effect of prestress on the deflection of the beam 

about both major and minor axis is also studied. 

 

II. NUMERICAL MODELLING 
Numerical analysis was carried out on two sections of precast prestressed beams of length 42.36m and 

31.7m respectively. The initial imperfection in the beam is considered in the form of a radial curvature with 

sweep of L/1060 and L/790 respectively. The details of the beams are obtained from „Lifting Analysis of 

Precast Prestressed Concrete Beams‟ [9]. The beams are prestressed using low relaxation strands with 0.6 inch 

diameter and the strands are harped at 1.524m from mid-span. The compressive strength of concrete for both 

beams is assumed to be fc= 55 N/mm2 with initial compressive strength of fci =45N/mm2. 

Finite element models of both beams were made with and without considering the prestressing force. 

A 3D model was preferred to 2D and 1D model, as the prestressing cables were to be included. The FE model 

consisted of 3 parts viz. beam, prestressing cables and lifting loops. C3D8R (8 node linear brick element, 

reduced integration) hexahedral element was used for the beam formation and C3D4 (4 node linear 

tetrahedron) element for loop formation. For prestressing cables T3D2 (2 node truss) element was used. Initial 

condition of stress was applied to the cables, so as to get the effect of prestress [10]. The interaction between 

cables and beam and loop and beam is done by embedded constraint. Thus a perfect bond is assumed between 

the different parts without any bond slippage. Pinned boundary conditions were applied to the hooks to get the 

Abstract: The use of long span prestressed beams in bridge construction is very common. Even if the 

sections are economical the erection of the beam still poses a challenge in construction. Not much work 

has been done in the analysis of stress and deflection at erection stage. This paper deals with the 

behavior of precast prestressed beams during lifting. Since the spans of these beams are large, it may 

fail due to cracking during erection. In this paper a detailed 3-dimensional Finite Element Analysis of 2 

prestressed beam sections was done with incorporating the effect of initial imperfections and prestress. 

Results were obtained for both prestressed beam and non-prestressed beam and were compared with 

Moen’s formulae. To include the effect of prestressing cables in the beam new additional formulae were 

introduced and used in combination with the Moen’s. The results obtained were approximately validated 

with the Finite Element Analysis results. It is seen that the prestressing cables have a significant effect 

on the behavior of a beam during lifting. For a prestressed beam the overhang length should be kept 

minimum for safe erection which is opposite in the case of a normal beam. 

Keywords: Deflection, Finite Element Analysis, Initial Imperfections, Lifting, Prestressed beam.  
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effect of hanging from cables under the effect of gravity load. M55 grade concrete was used for beam and 

modulus of elasticity of prestressing steel was taken as 195GPa. The behavior for both materials was assumed 

to be linear. Fig.1 and Fig.2 shows the details of 77in. PCI Bulb Tee and Type IV AASHTO beam respectively. 

 

 

Fig. 1 Beam details of 77in. PCI Bulb Tee 

 

Fig. 2 Beam details of Type IV AASHTO beam 

III. RESULTS AND DISCUSSIONS 
The Numerical modelling was done as explained above. To verify the prestressing condition, first the 

beams were analysed as simply supported and convergence study was carried out. The results so obtained were 

compared with the manual analysis. Thus, similar analysis for hanging condition was carried out with pinned 

boundary conditions for the lifting loops. Only self-weight was considered under static condition for analysis. 

Also, analysis was carried out both conditions i.e. by considering and not considering the effect of prestressing 

cables. Fig.3 shows an isometric view of FE model for both beams.  
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Fig. 3 a) Isometric view of FE model of Type IV AASHTO beam & b) side view of FE model of 77in. PCI 

Bulb Tee 

 

1.1 Finite Element Analysis results 

The FEA results for beam without prestressing force shows that as the overhang increases, the tension 

zone in the beam reduces along with deflection. The stress contours can be seen in Fig.4 and Fig.5 where red 

zone is tension and blue zone is compression. Fig.4 shows Bulb Tee beam with a/L ratio 0.05 and 0.12 and 

Fig.5 shows Type IV AASHTO Beam with a/L ratio 0.06 and 0.16. It can be seen that the red zone (tension 

zone) decreases. This happens because as the overhang increases the internal span reduces which in turn cause 

a reduction in the self-weight bending moment, thus the flexural stress decreases. Hence the compression 

stresses at the top and the tension stresses at the bottom also reduces. 
 

   
Fig. 4 77in.Bulb Tee Beam at a/L=0.05 & a/L=0.12 respectively 

     
Fig. 5 Type IV AASHTO Beam at a/L=0.06 & a/L=0.16 respectively 
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For prestressed beam the behaviour seen is opposite. From FEA results the contours in Fig.6 & Fig.7 

shows that the red zone increases as the overhang increases. Fig.6 shows Bulb Tee beam at a/L ratio 0.07 and 

0.17 and Fig.7 shows Type IV AASHTO Beam at a/L ratio 0.09 and 0.22 respectively.  In prestressed beam 

there is already a negative bending moment due to the prestress, hence there is tension at top and compression 

at bottom. The stress due to self-weight tries to counteract the stress due to prestress. Thus as the mid-span 

reduces, the resulting tensile stresses at the top fibre increases and the resulting compression stresses at the 

bottom fibre increases. This effect is due to the reduction of the bending moment due to self-weight since the 

mid-span reduces.  

 

1.2 Analytical results 

During manual analysis the bending moment in the beam at lifting was calculated using Moens 

formula [3]. Thus, bending stresses were calculated and then added up to the stress due to prestress. The 

formulae so obtained and used are given below. Here compression is taken as negative and vice-verse. Also the 

effect of stress due to lateral bending is neglected. 

.
top

t t

P P e M

A Z Z
    

         (1) 

.
bottom

b b

P P e M

A Z Z
    

     (2) 

where,  M = bending moment about strong axis  

 P = prestressing force 

 e = eccentricity of the cable 

 A = cross-sectional area 

 Zt , Zb = Section modulus at top and bottom respectively 
 

    

Fig. 6 77in.Bulb Tee Beam (prestressed) at a/L=0.071 & a/L=0.165 respectively 

    

Fig. 7 Type IV AASHTO Beam (prestressed) at a/L=0.09 & a/L=0.22 respectively 
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Using these formulae stresses were calculated for varying „a/L‟. The analytical results obtained were 

compared with FEA results for both sections, as shown in Fig.8 The stresses at a particular section goes on 

increasing as the „a/L‟ ratio increases. Also, the values obtained using the given formulae gives conservative 

results as compared to abaqus. Both compression and tension stresses appears to be higher side. The reason 

behind this is the assumption differences in calculating the analytical values like not considering the effect of 

lifting loop and also neglecting the stresses due to lateral bending. Finite element analysis considers the effect 

of the lifting loops. 

Following Fig.8 shows the stress variation at mid-section for both PCI Bulb Tee and Type IV 

AASHTO beam respectively. It can be seen that from abaqus analysis that the top fiber is in compression, this 

is possible due to the local effect of top prestress cables in the top flange. Manual analysis does not take this 

into consideration. 
 

   

Fig. 8 Stress variation at mid-section (77in. PCI Bulb Tee & Type IV AASHTO Beam respectively) 

The stress variation of the both beams along the length is given in Fig.9 & Fig.10. These values are 

obtained analytically. Here the zero distance indicates mid-span. Thus the distance along X-axis is given from 

mid-span of the beam. It can be seen that, as the value of „a‟ increases (i.e. overhang increases) the stress at 

both top and bottom fiber increases for all the sections. Maximum tension and compression are obtained at the 

lifting points. 

From Fig.9 & Fig.10 it is clear that in prestressed beams, stresses goes on increasing as the overhang 

distance increases which is opposite to the behavior of normal R.C.C. beam. As the span increases, the tension 

in the bottom fiber and compression in the top fiber due to self-weight increases. This helps to counteract the 

stress produced by the prestressing strands, explaining this behavior of the prestressed beam to that of a normal 

beam. This behavior is verified by both analytical and FEA results. 

 
zFig. 9 Variation of stress along the length (77in. PCI Bulb Tee) 
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Fig. 10 Variation of stress along the length (Type IV AASHTO Beam) 

Along with the stresses the deflections were also compared. Also the observed FEA results of 

downward deflection are found to be approximately same to the analytical results. Both lateral and downward 

deflection for both sections reduces at mid-span as the overhang increases. This behaviour is observed for both 

prestressed and non-prestressed beams.  

Fig.11 & Fig.13 shows lateral deflection for both the beams. We can see that the behaviour of lateral 

deflection is same as analytical but in opposite direction. This difference is due to the downward deflection of 

the beam, which results in the shift of centroid below the roll axis hence radially inward deflection. From both 

figures it can be seen that the lateral deflection reduces as the „a/L‟ ratio increases. Here positive value means 

radially outward deflection and vice-verse. 
 

   
Fig. 11 Lateral Deflection at midsection (77in. PCI Bulb Tee & Type IV AASHTO Beam respectively) 

Similar behavior is observed from Fig.12 & Fig.14 for downward deflection for both beams. Here 

negative value was considered downward deflection and vice-verse. The deflection in prestressed beam was 

observed to be upward due to the effect of prestress cables. For calculating the net downward deflection due to 

gravity and prestress following formula was used. This formula gives the deflection due to prestress; this 

deflection was then added to the deflection due to gravity. The result and behavior obtained were very much 

similar. 
2

2 2

Pex PeLx
v

EI EI
  

     (3) 

where, 

v = deflection due to prestressing cables 

P = total prestressing force in the cables 

e = eccentricity of the cables 

L = Total length of the beam 

x = distance of section from the end 

E,I= modulus of elasticity and moment of inertia about strong axis of the section 
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Fig. 12 Downward Deflection at midsection (77in. PCI Bulb Tee & Type IV AASHTO Beam respectively) 

Following Fig.13 shows lateral deflection at end-sections. The deflection behaviour for non-

prestressed beam is observed to be same, whereas for prestressed beam it goes on increasing as a/L ratio 

increases. Thus the effect due to prestress observed is significant. 
 

   
Fig. 13 Lateral Deflection at end section (77in. PCI Bulb Tee & Type IV AASHTO Beam respectively) 

Fig.14 shows the downward deflection at end-section for both beams. It is seen that the deflection 

observed in non prestressed beam is approximately same, but in prestressed beam the deflection observed is in 

opposite direction and increases drastically as „a/L‟ ratio increases. 
 

   
Fig. 14 Downward Deflection at end section (77in. PCI Bulb Tee & Type IV AASHTO Beam respectively) 

IV. CONCLUSIONS 
The Finite Element Analysis results are compared with the analytical equations obtained from Moen 

[3]. The results verify that the stress behaviour of both prestressed and non prestressed beams between 

analytical and Finite Element Analysis is same.  
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It is observed that for a prestressed beam the lifting loops should be far from the mid-section i.e. the 

„a/L‟ ratio should be less than 0.2 to 0.25. Thus the stresses will be under permissible limits. On the contrary a 

beam without prestressing shows lesser deflection and stresses when the overhang normalized ratio is near by 

0.2 to 0.25. 

Also the behaviour for lateral and downward deflection shown by the finite element analysis and the 

formulae are same along the length, except the finite element analysis shows lateral deflection in opposite 

direction due to the effect of gravity. 

The above given formulae combined with Moen‟s formulae can be used to calculate the deflection and 

stresses of any precast prestressed as well as non-prestressed beam at any section at hanging stage. Thus the 

results obtained should be useful in deciding the lift points of the prestressed beam to avoid cracking and 

collapse. 
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I.   INTRODUCTION  
 Diesel fuel has an essential function in the industrial economy of a developing country and used for 

transport of industrial and agricultural goods and operation of diesel tractors and pump sets in agricultural 

sector. The requirement of petro diesel in India is expected to grow from 39.815 MMT in 2001-02 to 52.324 

MMT in 2006-07 and just over 66 MMT in 2011-12. The domestic supply of crude oil will satisfy only about 

22% of the demand and the rest will have to be met from imported crude. This has stimulated recent interest in 

alternative sources to replace petroleum-based fuels. Of the alternative fuels, bio-diesel obtained from vegetable 

oils holds good promises as an eco-friendly alternative to diesel fuel Vegetable oil is a promising alternative 

fuel for CI engine because it is renewable, environment friendly and can be produced in rural areas. The use of 

non-edible vegetable oils compared to edible oils is very significant in developing countries because of the 

tremendous demand for edible oils as food and they are too expensive to be used as fuel at present. The term, 

bio-diesel, was first introduced in the United States during 1992 by the National Soy Development Board 

(presently National Biodiesel Board), which has pioneered the commercialization of biodiesel in the USA. 

     Tobacco seeds an excellent source of oil. The work done so far at CTRI has brought out tremendous 

scope for exploiting the crop for extraction of oil. In this background, emphasis will be laid on tobacco seed oil 

and suitable R&D initiatives are envisaged. India is the third largest consumer of edible oils and will account 

for 11% of global edible oil demand and 16% of global imports. The demand for edible oils in India has shown 

a steady growth at the rate of 4.43% over the period from 2001 to 2011. The current per capita consumption 

levels of India (at 13.3 Kg/year for 2009-10) are lower than global averages (24 kg/year). In terms of volumes, 

palm oil, soybean oil and mustard oil are the three largest consumed edible oils in India. There has been a 

significant gap between demand and supply of edible oil because of limited availability of oil seeds and shifting 

of acreage to other crops in the domestic market. This gap has been met through imports, which account for 

almost 45-50% of the total oil consumption. The dependence on imported oils to continue in the foreseeable 

future due to anticipated domestic supply constraints and the high cost competitiveness of imported oils. 

Tobacco seed is a rich source of oil. Tobacco seeds contain about 35%semi-drying oil which is 

nicotine free. Tobacco seed is very small. There are about 3,00,000 seeds in one ounce, or more than 10,000 

seeds per gram. One tobacco plant may produce one-half an ounce, or about 1,50,000 seeds, which is enough 

for 100 square yards of seedbed area. Under favourable conditions seeds from one plant may provide enough 

seedlings from 2 to 5 acres of field tobacco. In the recent year some new industrial uses of tobacco have been 

envisaged as a strategic development in case the anti-tobacco movement curbs its conventional use so that 

tobacco leaf farmer do not suffer by producing crop. The strategy does not make tobacco leaf available for 

Abstract: The present study covers the various aspects of biodiesels fuel derived from crude Tobacco oil 

and performance emissions study on four stroke compression ignition engine with Tobacco seed oil. 

Crude Tobacco oil is converted to Tobacco seed oil methyl esters by transesterification process. The 

obtained bio-diesel fuel properties are measured. 

The performance and emission parameters obtained by the above are compared with the base 

line data obtained earlier by using diesel and optimum Tobacco seed oil blend is obtained. The 

performance parameters obtained by the above tests are to be compared with diesel base line data and 

optimum blend B5. 
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smoking but produce socially relevant useful products like good grade proteins and edible oils. It is 

appropriately named as “alternate use of tobacco.” 

Tobacco seed oil has low toxicity, and its smell is rather strong. It is burnt in lamps throughout India, 

and acts as good charcoal. The high calorific value of tobacco seed oil matches diesel. It blends with diesel, 

substituting for nearly 35% of the later, and has been suggested for use without any major engine modification 

and without any worthwhile drop in engine efficiency. A mature tobacco plant may produce 0.5- 1 kg of fruit 

each year. Tobacco seeds yield 35% oil. Presently, billions of tobacco seeds are wasted in India, because of the 

lack of a proper collect. 

Biodiesel was produced from non-edible tobacco seed oil having a free  fatty acid content of 19% in a 

two-step process, as free fatty acid of more than 1% in the feedstock adversely affects the single step alkali 

catalyzed transesterification process by soap formation. The first step of acid catalysed esterification reduced 

the free fatty acid content of tobacco seed oil to below 1%. The optimum combinations of parameters for pre-

treatment were found to be 0.60 volume by volume (v/v) methanol-to-oil ratio, 1% v/v KOH acid catalyst and 1 

hr reaction time. The next base catalysed transesterification process converted the pre-treated oil to tobacco 

seed biodiesel. The optimum combination of parameters for transesterification was found to be 0.24 v/v 

methanol to- oil ratio, 1.08% weight by volume (w/v) catalyst concentration and 60 min reaction time. This 

two-step process gave an average yield of 90%. The fuel properties of tobacco seed biodiesel were found to be 

comparable to those of diesel, and conform to the latest American Standards for Testing of Materials 

Standards. 

 

II.   History of Tobacco 
The genus nicotiana is one of the five major genera of the family solanaceae. N. Tabacum l. And n. 

Rustica l. Are the only two cultivated species in the genus and several commercial varieties of them are being 

cultivated throughout the world. Among the sixty four or more species of nicotiana, n. Tabacum is the most 

widely grown for commercial use. N. Rustica is grown commercially only in limited areas of china, india and 

the ussr. N. Tabacum is a natural amphidiploid (2n = 48) thought to have arisen by hybridization of wild 

progenitor species. Different types of tobaccos grown commercially are defined to a large extent by region of 

production, method of curing and intended use in the manufacturing as well as some distinct morphological 

characters and chemical differences. As the country is endowed with diverse agro-climatic zones, it grows all 

types of tobacco, which are broadly classified as flue-cured virginia (fcv) and non-fcv types. 

Tobacco is one of the most economically important agricultural crops in the world. It provides 

livelihood for millions of people, billions of dollars in trade and trillions of dollars in business. Tobacco is a 

native of the subtropical zone. For economic reasons it is now being produced commercially in about every 

corner of the earth. Evidence suggests it originated from south america.  

Tobacco is an important commercial crop of india with an area of about 4 lakhs ha and producing 

about 750 million kg. India stands at 2nd and 3rd position at world level for production and exports of tobacco 

respectively.   Tobacco is contributing annually about rs. 20,000/- crores as excise duty and about rs.4020/- 

crores towards foreign exchange. Different types of tobacco viz. Flue-cured virginia (fcv), burley, bidi, natu, 

cheroot, hookah, cigar-wrapper, cigar-filler and chewing are being cultivated under different agro climatic 

conditions. In india, tobacco is grown mostly in andhra pradesh, gujarat, karnataka, tamil nadu, bihar, or issa, 

maharashtra, uttar pradesh and west bengal.   

  The plant of tobacco for energy applications, contrary to the  tobacco for the cigarettes industry, 

maximizes the production of flowers and seeds to the detriment of the leaves production and quality 

  Its tobacco seed has a diameter of about 0.6 mm and is produced by the inflorescence in capsules 1.5 cm 

long, each capsule holds 0.5 g of seeds and each inflorescence more than 100 capsules 

  The plant is extremely robust, able to grow in various climates and soils, as a matter of fact it can be 

cultivated on marginal lands which cannot be used for food production  

  It is an annual plant, with the harvest in the same year of the sow, allowing farmers to plan every year 

the size of dedicated fields 

 

               Tobacco seeds maintain high viability under proper storage conditions. Kincaid (1958) reported 

tobacco seed maintained high viability for 25 years in tight containers, either refrigerated or desiccated or both.  

Seed stored in a paper envelope or a cloth bag in the laboratory deteriorated rapidly, while those in the 

refrigerator maintained high viability for 15 years but not for 20 years. Free access of air appeared un 

favourable to maintenance of viability for more than 15 years. The two principle factors affecting viability of 

seeds in storage are seed moisture and temperature. Under ideal storage conditions both the seed moisture 

te: 1.1 Plan 

Seedobacco 
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content and temperature are kept low, but in practice it is often sufficient to control only one of these factors. It 

is the common practice to store tobacco seed at low moisture content (approximately 4%) with temperature 

below 21oc (70of) in an air tight container. The seed contain reserve store of lipids, proteins, carbohydrates etc. 

To provide nourishment for the growing embryo. The degradation of these components influences viability. 

               Ageing is the major cause of loss of viability in seed. Ageing in all organism is the sum total of 

deteriorative process that eventually leads to death. Seeds are considered dead when in the absence of 

dormancy they fail to germinate under optimal conditions. Ageing and the consequent biochemical 

deterioration in the seeds gets accelerated at higher temperature and moisture content. At temperatures more 

than critical seed moisture level, seed respiration proceeds at faster than normal level and complex molecules 

like fats, proteins, and carbohydrates get broken down into simpler molecules (free fatty acids, amino acids and 

simple sugars). Membrane integrity and cellular compartment in the seed is slowly broken down on imbibition 

of water and the seed loses its food reserve into the surrounding medium resulting in the lack of nourishment 

for the embryo to grow and germinate. The result of ageing is accumulation of free fatty acids, amino acids and 

sugars in the seeds. The seed is thus central to crop production. 

                Tobacco seed is a rich source of oil. Tobacco seeds contain about 35% semi-drying oil which is 

nicotine free.  The seeds also contain a few protein species that are present in high amounts and provide a store 

of amino acids for use during germination and seedling growth. These storage proteins are of particular 

importance not only because they comprise nearly the total protein content of the seed but also because they 

determine its quality for various uses (shewry et al., 1995). Seed proteins have been classified in many different 

ways. Osborne’s classification, based on solubility, dates from the turn of the century and one of the most 

useful methods. By solubility criteria, proteins are classified into  groups on the basis of their extraction and 

solubility in water (albumins), dilute saline solutions (globulins), alcohol/water mixtures (prolamins)  and 

dilute acid or alkali solutions (glutelins) (ashton, 1976). However, the divisions between these groups of 

protein are not always clearly defined. For instance, the extraction depends on the sequence in which the 

solvents are used, on the vigor of the extraction and on the conditions of the starting material (padhye and 

salunkhe,1979; shewry et al; 1995). On the other hand, the globulins from different plant sources usually 

require salt solutions of different ionic strength to solubilise completely (danielson, 1955). 

In the recent years some new industrial uses of tobacco have been envisaged as a strategic 

development in case the anti-tobacco movement curbs its conventional use so that tobacco leaf farmer do not 

suffer by producing the crop. the strategy does not make tobacco leaf available for smoking but produces 

socially relevant useful products like good grade proteins and edible oils. it is appropriately named as 

“alternate use of tobacco. 

 

  
Fig 1.Tobacco seeds 

 
 Fig 2 Chemical Structure of Tobacco seed Oil 
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2.1 Properties of Tobacco Seed Oil 

 

Appearance:-       :yellow  

Melting point:       :19°C 

Boiling point:       : 320°C 

Specific Gravity (gm. cm-3)  :0.917 

Flash point:        :210°C 

Auto-ignition temperature:  :343°C 

Stability:         : Generally stable, but polymerizes gradually upon Exposure to air. 

Combustibility: : Incompatible with strong oxidizing agents. Reacts Violently with 

chlorine. Rags or paper impregnated with seed oil may spontaneously 

combust after a long period due to gradual exothermic reaction with 

oxygen. 

Toxicology        : Skin irritant (not in all cases). May be allergenic. 

Transport information:   : Non-hazardous for air, sea or road freight. 

Personal protection:     : Gloves and adequate ventilation.  

 

Tobacco seed Oil is also a valuable tool in the preservation of concrete. An application of seed oil 

penetrates the surface of the concrete forming barrier to water. It stabilizes the surface of the concrete, reduces 

the formation of dust and prevents corrosive breakdown of the steel reinforcing rods. 

 

2.2 Steps in Production Of Bio-Diesel 

 

1. Transesterification. 

2. Settling and Separation of esters and glycerin. 

3. Washing of bio-fuel 

4. Heating.  

 

The most common derivatives of agricultural oil for fuels are methyl esters. These are formed by trans 

esterification of the oil with methanol in the presence of a catalyst (usually basic) to give methyl ester and 

glycerol. Sodium hydroxide (NaOH) is the most common catalyst, though others such as potassium hydroxide 

(KOH) can also be used. Contents used in trans esterification process are 

Veg oil: Cotton seed oil, sun-flower oil. 

Alcohols:  Methanol. 

Catalyst:  Sodium hydroxide, Potassium hydroxide. 

100gr oil+25gr methanol+1gr KOH a 95gr biodiesel+26gr glycerine 

 

2.3 Steps Involved In Transesterification 

1.   Catalyst is dissolved in alcohol using a standard agitator or a mixer. 

2.    Alcohol catalyst mix is then charged into a closed reaction vessel and bio lipid (Vegetable or animal oil 

or fat) is added. 

3.    Reaction mixture is kept just above the boiling point of alcohol with a recommended reaction of around 

1-8 hours. 

4.   Un-reacted or excess alcohol is recovered by distillation which is recycled back. 

5.   The products containing the glycerol and ester namely the biodiesel are separated using a continuous 

decanter (with glycerin as underflow and biodiesel as overflow). Centrifuge is used to separate the two 

materials faster. Once separated from glycerin biodiesel is purified by washing gently with warm water 

to remove residual catalyst or soaps, dried and sent to storage. 

 

We made the oil by extracting from the seeds by crushing process. Then the produced crude oil is 

filtered by using the serigraphy papers (A1,A2) filtered oil is preheated by direct heating. The molar ratio 16:1 

we mixed methanol and KOH by the titration up to dissolving the KOH completely. This solution is mixed 

with tobacco crude oil  

 This solution is heated further to separate the glycerine and other fatty acids about 6hr. At constant 

temperature 60oc-75oc. The mixture solutions is cooled by using conical flask for 1daya keeping in atmosphere. 
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Then it formed 2 layers glycerine and pure bio-diesel.now the bio-fuel is separated and the blends are prepared 

with these tobacco bio-fuel. 

 blends are (B5, B10, B20, B30, B40) in the performance and analysis criteria 

   2.3.1 Equipment for Constant Heating 

 In transesterification process we need constant heating to separate the esters, for this we used a steam 

bath it is shown in plate 3.2 
 

 
Fig 3. Steam Bath 

 

2.3.2 Separation of ethyl esters 

After transesterification the mixture at the end is settle forat least 10 hours. The lower layer will be of 

glycerin and the upper layers methyl ester (bio-fuel). After settling we have to separate the methyl ester from 

the glycerine shown in plates 3.2(a) and 3.2(b). The mixture is separated by using a separating flask.  
 

        
       Fig 4  Process of Separation                          Fig 5  Formation of Glycerin 

 

Glycerin is the useful by–product  produced in process of making bio-diesel, which is used in the makinng of 

soap’s and many other beauty products. 

 

III.   Preparation of Blends with Diesel 
The obtained Bio- Diesel is blended for conducting the performance test, the Tobacco seed Bio- Diesel   

is mixed in proper proportions. 

 

3.1 Procedure 

1. The Bio- Diesel is first filtered form impurities. 

2. Required amount of fuel and Bio- Diesel is taken into the measuring jar and mixed thoroughly the 

amount of proportions shown in table 3.3(a) & 3.3(b). 

3. Obtained TSOME fuel properties are find out and these values are tabulated in tables 3.10 to 3.13. 
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Table3.1 Blending Percentage of Fuel 

Notation Fuel  Quantity Bio-Diesel Quantity Diesel  Quantity 

B5 1 LITRE FUEL 50 ml 950ml 

B10 1 LITRE FUEL 100 ml 900 ml 

B20 1 LITRE FUEL 200 ml 800 ml 

B30 1 LITRE FUEL 300ml 700ml 

B40 1 LITRE FUEL 400ml 600ml 

 

        
Fig 5 Tobacco seed Oil Blends (B5, B10, B20, B30, B40)      fig 7 Diesel and Tobacco crude oil                                                                                       

 

3.2 Specificgravity- Result 
 

Table 3.2 Results of Specific Gravity for TSOME and Diesel 

S.No Oil Blend 
Specific 

Gravity 

1. Diesel D100 0.835 

2. Tobacco Oil Crude      0.917 

3 

Tobacco seed Oil Methyl Ester Blends With Bio- 

Diesel 

(TSOME) 

B5 0.6859 

B10 0. 6988 

B20 0.7111 

B30 0.7282 

  B40 0.7454 

 

3.3 Viscosity – Results 
 

Table3.3 Results of Viscosity for TSOME and Diesel at 400C 

 

3.4 Flash Ans Fire Points – Results 
 

Table3.4 Results of Flash Point and Fire of TSOME and Diesel 

S.No Oil  
Flash Point 

OC 

Fire Point 
OC 

1. Diesel D100 58 62 

2. Tobacco Oil Crude B100 185 192 

3 

Tobacco seed Oil Methyl Ester 

Blends With Bio- Diesel 

(TSOME) 

TSOME 50 56 

 

S.NO OIL  
Kinematic Viscosity 

(stokes) 

Dynamic Viscosity 

(Poise) 

1 Diesel D100 0.364 0.652 

2. Tobacco Oil Crude  0.484 0.738 

3 

Tobacco seed Oil Methyl 

Ester Blends With Bio- Diesel 

(TSOME) 

TSOME 0.80 0.64 



Performance and Emissions Analysis Using Diesel and Tsome Blends 

| IJMER | ISSN: 2249–6645 |                             www.ijmer.com                        | Vol. 4 | Iss.9| Sept. 2014 | 75| 

3.5 Carbon Percentages – Results 
 

Table 3.5 Results of Carbon Residue for TSOME and Diesel 

 

3.6 Calorific Value Results 
 

Table3.6 Results of Calorific Value in kJ/kg for TSOME and Diesel 

 Crude B5 B10 B20 B30 B40 
 

 

Tobacco seed 

oil kJ/kg 
38438 42181 41862 41224 40586 39948 

 

Diesel kJ/kg 42500 42500 42500 42500 42500 42500  

 

After find all properties of TSOME then next stage performance and emissions parameters are find with the 

help of 4-stroke single cylinder compression ignition diesel engine, gas analyser and smoke meter. 

 

IV.   Experimental Setup and Procedure 
 

4.1 Introduction 

Using TSOME oil tests are to be conducting on different equipment’s, to be found some of the fuel 

properties. Later performance and emission tests were conducted on 4- stroke single cylinder water cooled 

diesel engine coupled with a rope brake dynamometer, with the help of Smoke meter and multigas analyzer. 

 

4.2 Diesel Engine 

Experimental set up consists of a water cooled single cylinder vertical diesel engine coupled to a rope 

pulley brake arrangement it shown in plate 4.6, to absorb the power produced necessary weights and spring 

balances are induced to apply load on the brake drum suitable cooling water  arrangement for the brake drum 

is provided. A fuel measuring system consists of a fuel tank mounted on a stand, burette and a three way cock. 

Air consumption is measured by using a mild steel tank which is fitted with an orifice and a U-tube water 

manometer that measures the pressures inside the tank. For measuring the emissions the gas analyser is 

connected to the exhaust flow. 

 

    
Fig 8   (a) 4- Stroke diesel engine                                   (b) Dynamometer 

 

Oil  % of Carbon 

Diesel D100 0.12 

Tobacco seed Oil Methyl Ester Blends With Bio- Diesel 

(TSOME) 
TSOME 0.22 
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4.2.1 Description 

This is a water cooled single cylinder vertical diesel engine is coupled to a rope pulley brake 

arrangement to absorb the power produced necessary weights and spring balances are induced to apply load on 

the brake drum suitable cooling water arrangement for the brake drum is provided. Separate cooling water 

lines are provided for measuring temperature. A fuel measuring system consists of a fuel tank mounted on a 

stand, burette and a three way cock. Air consumption is measured by using a mild steel tank which is fitted 

with a orifice and a U-tube water manometer that measures the pressures inside the tank. Also digital 

temperature indicator with selector switch for temperature measurement and a digital rpm indicator for speed 

measurement are provided on the panel board. A governor is provided to maintain the constant speed. For 

measuring the emissions the gas analyser is connected to the exhaust flow. 

 

4.2.2 Procedure 

Note down engine specifications and ambient temperature. 

1. Calculate full load (W) that can be applied on the engine from the engine specifications. 

2. Clean the fuel filter and remove the air lock. 

3. Check for fuel, lubricating oil and cooling water supply. 

4. Start the engine using decompression lever ensuring that no load on the engine and supply the cooling 

water 

5. Allow the engine for 10 minutes on no load to get stabilization. 

6. Note down the total dead weight, spring balance reading, speed, time taken for 20cc of fuel consumption 

and the manometer readings. 

7. Repeat the above step for different loads up to full load. 

8. Allow the engine to stabilize on every load change and then take the readings. 

9. Before stopping the engine remove the loads and make the engine stabilized. 

10.Stop the engine pulling the governor lever towards the engine cranking side. Check that there is no load 

on engine while stopping 

 

V.   Experimental Observation 
 

5.1 Introduction 

The engine was first operated on diesel fuel with no load for few minutes at rated speed of 1500 rpm 

until the cooling water and lubricating oil temperatures comes to certain temperature.  The same temperatures 

were maintained throughout the experiments with all the fuel modes. The baseline parameters were obtained at 

the rated speed by varying 0 to 100% of load on the engine. 

The diesel fuel was replaced with the Tobacco seed oil biodiesel (B5) and test was conducted with the 

blend of 95% diesel and 10% biodiesel by varying 0 to 100% of load on the engine with an increment of 20%. 

After the Tobacco seed oil biodiesel, the test was conducted with the blend of 90% diesel and 10% biodiesel 

(B10). After the Tobacco seed oil biodiesel, the test was conducted with the blend of 80% diesel and 20% 

biodiesel (B20). After the Tobacco seed oil biodiesel, the test was conducted with the blend of 70% diesel and 

30% biodiesel (B30) and after the Tobacco seed oil biodiesel, the test was conducted with the blend of 60% 

diesel and 40% biodiesel (B40).  

The directly blended fuel does not require any modifications to diesel engines. Hence direct blending 

method was used in this test. The tests were conducted with these three blends by varying the load on the 

engine. The brake power was measured by using an electrical dynamometer. The mass of the fuel consumption 

was measured by using a fuel tank fitted with a burette and a stop watch. The brake thermal efficiency and 

brake specific fuel consumption were calculated from the observed values. The exhaust gas temperature was 

measured by using an iron-constantan thermocouple.  

The exhaust emissions such as carbon monoxide, carbon dioxide, nitrogen oxides, hydrocarbons and 

unused oxygen were measured by exhaust an analyser and the smoke opacity by smoke meter.The results from 

the engine with a blend of diesel and biodiesel and compared with the baseline parameters obtained during 

engine fuelled with diesel fuel at rated speed of 1500 rpm.Out of these three blends best blend is obtained on 

the basis of performance parameters.  In this experiment B5 shows the best results. and compared with the 

baseline parameters obtained during engine fuelled with diesel fuel at rated speed of 1500 rpm. 
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VI.   Results and Discussion 
 

6.1 Introduction 

The experiments are conducted on the four stroke single cylinder water cooled diesel engine at 

constant speed (1500 rpm) with varying  0 to 100% loads with diesel and different blends of TSOME like B5, 

B10, B20, B30  

 and B40.The performance parameters such as brake thermal efficiency and brake specific fuel 

consumption were calculated from the observed parameters and shown in the graphs. 

 The other emissions parameters such as exhaust gas emissions such as Carbon monoxide, 

hydrocarbons, and oxides of nitrogen, carbon dioxide, unused oxygen and smoke were represented in the form 

of graphs from the measured values. The variation of performance parameters and emissions are discussed 

with respect to the brake power for diesel fuel, diesel-biodiesel blends and obtained optimum blend are 

discussed in below article. 

 

6.2 Performance Analysys Using Pure Diesel and Its Blends of Tsome 

In this stage various performance parameter characteristics are discussed in below for diesel, TSOME 

-diesel blends. 

 

6.2.1 Brake Thermal Efficiency 

The variation of brake thermal efficiency with brake power for different fuels is presented in Fig.6.1. 

In all cases, it increased with increase with brake power. This was due to reduction in heat loss and increase in 

power with increase in load. The maximum thermal efficiency for B5 at full load 44.27%, was higher than that 

of diesel (32.16%).  Increase in thermal efficiency due to % of oxygen presence in the biodiesel, the extra 

oxygen leads to causes better combustion inside the combustion chamber. The thermal efficiency of the engine 

is improved by increasing the concentration of the biodiesel in the blends and also the additional lubricity 

provided by biodiesel. The reason may be the leaner combustion of diesel and extended ignition delay resulting 

in a large amount of fuel burned. 

The increment of BTE was observed with B5 at full load is 12.11% higher than that of diesel fuel. 

 
Fig.9 Variation of Brake Themral Efficiency with Brake power using TSOME  Blends 

 

6.2.2 Brake Specific Fuel Consumption 

The variation in BSFC with brake power for different fuels is presented in Fig.6.3. Brake-specific fuel 

consumption (BSFC) is the ratio between mass fuel consumption and brake effective power, and for a given 

fuel, it is inversely proportional to thermal efficiency.  BSFC decreased sharply with increase in brake power 

for all fuels. The main reason for this could be that the percent increase in fuel required to operate the engine is 

less than the percent increase in brake power, because relatively less portion of the heat is lost at higher loads. 
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It can be observed that the BSFC of 0.256kg/kW-hr were obtained for diesel and 0.1324 kg/kW-hr B5 

at full load. It was observed that BSFC decreased with the   increase in concentration of TSOME in diesel. The 

BSFC of Bio-diesel is decreases up to 18.52% as compared with diesel at full load condition. 

 
Fig.10 Variation  of Brake spacific fuel conjumption with Brake Power using TSOME Blends 

 

6.2.3Air-Fuel Ratio 

The A/F ratio that was obtained from calculations is plotted against brake power and compared the 

results for different blends of fuels as shown in Fig.6.6.  As the percentage of TSOME is increased in blends 

A/F ratio increased negligibly for B10,B20,B30 and B40 blends at constant injection pressure. A/F for diesel is 

23.16, where as in case of B5 40.23 from that it is observed decrease in A/F up to 5.56% compares with diesel 

at full load condition. In the same way decrement of A/F occurred in B10 and B40.           

The air fuel ratio decreases due to increase in load because of the compensation of load can only be 

done with increasing the quantity of fuel injection to develop the power required to bare the load. 

 
Fig.11 Variation of Air-Fuel Ratio with Brake Power using TSOME Blends 
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6.2.4. Smoke Density 

The variation of Smoke density emissions with brake power for diesel fuel, biodiesel-blends is shown 

in the Fig.6.12. The smoke is formed due to incomplete combustion in engine.          

The smoke density is lower for B5 compared to B10 and D100.The maximum smoke density recorded 

for the diesel was 83.57 HSU, 64.37HSU for B10, 60.65 HSU for B20, 50.36 HSU for B30, 65.57 HSU for B40 

and 45.69 HSU for B5 at maximum load. The decrease in smoke density of B5, B10, B20, B30 and B40 is 

45.32%, 22.97%, 27.42%, 39.72% and 21.53% respectively compared with diesel fuel at full load. In case of 

TSOME, the smoke emission is low. This is because of better combustion of TSOME. The smoke density 

increased with the load for diesel fuel and diesel blends. The smoke opacity of the pure biodiesel was higher 

than those of all the other fuels used generally. Smoke opacity of the blends B5, B10, B20, B30 and B40 were 

lower than those of the diesel fuel at all loads on the engine. 

 
Fig.12  Variation Smoke deensity with Brake power using TSOME  Blends 

 

VII.   Performance And Emissions Analysis Using Diesel And Tsome Blends 
In this experimental study, the effect of Tobacco seed oil Methyl ester blends and diesel fuel on engine 

performance and exhaust emissions were investigated on single cylinder ,water cooled and direct injection at 

constant speed of 1500 rpm.Out of all blends of Tobacco oil methyl esters B5 shows best results in performance 

and Smoke Density parameters.      

 The conclusions of this investigation are compared with diesel base line data at full load as follows: 

  The maximum brake thermal efficiency for B5 (44.42%) was higher than that of diesel. 

   The brake thermal efficiency increased in 12.11% compared with diesel. 

  Brake specific fuel consumption is decreases in blended fuels. In B5 fuel the BSFC is lower than the 

diesel in 18.52%. 

  Significant reductions were obtained in smoke Density, Smoke Density was increased by45.32% with 

B5 compared to diesel at maximum load of the engine. 

 

VIII.   Conclusion 
The performance and emission characteristics of conventional diesel, diesel and biodiesel blends were 

investigated on a single cylinder diesel engine. The conclusions of this investigation at full load are as follows:  

  The brake thermal efficiency increases with increase biodiesel percentage. Out of all the blends B5 

shows best performance and emissions parameters. The maximum brake thermal efficiency obtained is 

44.42% with B5 blend. 

  As a CI engine fuel, B5 blend results in an average reduction of 21.53% smoke densities. 

  Since B5 blend reduces the environmental pollution, high in thermal efficiency when compared with 

diesel it will be a promising renewable energy source for sustaining the energy. 
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I. Introduction 

The MHD (magneto hydrodynamic) generator transforms thermal energy and kinetic energy directly 
into electricity. MHD generators are different from traditional electric generators in that they operate at high 

temperatures without moving parts. MHD was developed because the hot exhaust gas of an MHD generator can 

heat the boilers of a steam power plant, increasing overall efficiency. MHD was developed as a topping cycle to 

increase the efficiency of electric generation, especially when burning coal or natural gas. MHD dynamos are 

the complement of MHD propulsor, which have been applied to pump liquid metals and in several experimental 

ship engines.[1] 

 
Fig.1 MHD generator [7] 

Abstract: The main scope of the project is calculating the output power or the capacity of Eco-friendly 

Magneto Hydrodynamic Generator. Capacity of Thermal power station in India is compared with Eco-

MHD. Modern society requires a variety of goods and services which require energy as the diversity of 

range of services increases so is the demand for energy. Electrical energy because of its versatility 

takes major share. About 75% of electrical energy is generated by thermal stations .Coal has to be 

transported to thermal stations located away from coalfields by railways and power has to be 

transmitted over large distances from pithead stations. These problems can be eliminated or reduced 

by converting coal into SNG (synthetic natural gas) at pithead and transporting the gas by pipe-grid to 
all thermal stations. The efficiency of power station can be increased by adopting combined cycle. 

Topping combined cycle by MHD generators failed to materialize  Eco friendly Magneto hydrodynamic 

generator is now suggested for development as a topping addition for combined cycle to further 

improve the efficiency.  

Keywords: MHD Generator, MHD aerodynes, High speed propulsion, sunspot modelling, Hypersonic 

vehicle 
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An MHD generator, like a conventional generator, relies on moving a conductor through a magnetic field to 

generate electric current. The MHD generator uses hot conductive plasma as the moving conductor. The mechanical 

dynamo, in contrast, uses the motion of mechanical devices to accomplish this. MHD generators are technically 
practical for fossil fuels, but have been overtaken by other, less expensive technologies, such as combined cycles in 

which a gas turbine's or molten carbonate fuel cell's exhaust heats steam to power a steam turbine.  Natural MHD 

dynamos are an active area of research in plasma physics and are of great interest to the geophysics and astrophysics 

communities, since the magnetic fields of the earth and sun are produced by these natural dynamos. 

The Lorentz Force Law describes the effects of a charged particle moving in a constant magnetic field. The 

simplest form of this law is given by the vector equation. 

                         F = Q. (v x B) 

Where, 

 F is the force acting on the particle. 

 Q is the charge of the particle, 

 v is the velocity of the particle, and 

 B is the magnetic field. 

The vector F is perpendicular to both v and B according to the right hand rule. 

 

 
Figure-2 MHD generator producing electricity [1] 

 

II. Power Generation 
Typically, for a large scale power station to approach the operational efficiency of computer models, steps 

must be taken to increase the electrical conductivity of the conductive substance. The heating of a gas to its plasma 

state or the addition of other easily ionisable substances like the salts of alkali metals can accomplish this increase. 

In practice, a number of issues must be considered in the implementation of an MHD generator: generator 
efficiency, economics, and toxic by products. These issues are affected by the choice of one of the three MHD 

generator designs: the Faraday generator, the Hall generator, and the disc generator. 

It has been sixty years since various methods have been investigated in view of lowering heat transfer to 

high-speed Flying bodies. Hypersonic magnetized plasmas have been initially studied for space capsules equipped 

with Electromagnetic shields, around which air is naturally ionized due to subsequent heat behind shock waves, 

Later Work focused on detaching shock waves from leading edges of blunt bodies with upstream non-magnetized 

Plasma “air-spike” acting like a protective cushion for the materials. Ionization is then obtained through many 

means, including applying high voltage discharges, high frequency electromagnetic waves or lasers. Moreover, 

the modification of gas-dynamic through microwave radiation heats up the plasma and modifies the local value of 

the sound velocity, which attenuates the recompression behind a soft shock wave. But none of these methods 

really acts on the flow to truly impose one way or another to it. 

A first category of plasma-aerodynamic devices actively acting upon the flow uses electro 
hydrodynamics. Those EHD accelerators are generally known as plasma actuators. They use properties of 

electric fields only (par electric body force, DC ion mobility drift or RF peristaltic waves) to carry the ions and 

the neutral gas through Lorentzian collisions upon a thin layer. Peristaltic EHD devices can theoretically 
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accelerate air in the boundary layer up to Mach 1.0 (neglecting heating and viscous effects which lower the real 

effect). But magneto hydrodynamics, involving both applied electric and magnetic fields combined into Lorentz 

forces J × B, is preferred to control airflows up to hypersonic regimes. 
Next-generation aircrafts of a new kind are described which, if supplied by a powerful energy source, 

could flight silently at high Mach numbers in dense air without shock wave nor turbulence, fully driven by 

MHD force fields controlling the flow around their whole body. In relation with such devices, original solutions 

to classical problems raised by plasma instabilities in the presence of powerful magnetic fields are proposed. 

Among applications of MHD converters described in this paper: wave drag and wake turbulence 

cancellation, flow laminarization, engine inlet control, combination of accelerators and generators into MHD-

bypass systems, HV plasma protection of leading edges, electromagnetic braking for atmospheric re-entry. The 

association of all these techniques leads to a unique device combining a space launcher, a plane and an 

atmospheric re-entry capsule into one fully reusable vehicle taking-off and landing on its own steam, successor 

of conventional rockets. 

 
Fig.3 Principle of MHD generator[9] 

 

When an electrical conductor is moved so as to cut lines of magnetic induction, the charged particles in 

the conductor experience a force in a direction mutually perpendicular to the B field and to the velocity of the 

conductor. The negative charges tend to move in one direction, and the positive charges in the opposite 

direction. This induced electric field, or motional emf, provides the basis for converting mechanical energy into 
electrical energy. At the present time nearly all electrical power generators utilize a solid conductor which is 

caused to rotate between the poles of a magnet. In the case of hydroelectric generators, the energy required to 

maintain the rotation is supplied by the gravitational motion of river water. 

One of the earliest serious attempts to construct an experimental MHD generator was undertaken at the 

Westinghouse laboratories in the period 1938-1944, under the guidance of Karlovitz (see Karlovitz and Halasz, 

1964). This generator (which was of the annular Hall type) utilized the products of combustion of natural gas, as 

a working fluid, and electron beam ionization. The experiments did not produce the expected power levels 

because of the low electrical conductivity of the -gas and the lack of existing knowledge of natural gas, as a 

working fluid, and electron beam ionization. 
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III. MHD Generator Description 
If gas flows in x direction and magnetic field B acts in y direction, the force on the particle acts in z direction. 

 
Fig.4 Direction of magnetic field, gas velocity and force in MHD system 

 

MHD design problems: 

 Efficiency attained are so far have been relatively low and life of the equipments has been short. 

 Combustor, MHD-generator, channel, electrodes and air-prep-heater are exposed to corrosive gases at 

very high temperature. So material must be developed to permit long operating life. 

 The ash (slag) residue from the   burning coal is carried over with combustion gases and cause erosion 

of the exposed surface. 

 

IV. MHD For High speed Propulsion 
 

1. MHD Aerodynes 

MHD (Magneto Hydrodynamic) propulsion has been extensively studied since the fifties. To shift from 

propulsion to an MHD Aerodyne, one only needs to accelerate the air externally, along its outer skin, using 

Lorentz forces. A set of successful experiments, obtained on a disk shaped model, placed in low density air, 

dealt with various problems: wall confinement of two-temperature plasma obtained by inversion of the magnetic 

pressure gradient , annihilation of the Velikhov electro thermal instability by magnetic confinement of the 

streamers, establishment of a stable spiral distribution of the current, obtained by an original method.  Another 

direction of research is devoted to the study of an  MHD-controlled inlet which, coupled with a turbofan engine 
and implying an MHD-bypass system, would extend the flight domain to hypersonic conditions.[3]             

 During the sixties it was shown that if the electrical conductivity of the gas was large enough 

(3,000S/m), Lorentz forces J x B (B = 2 teslas) could deeply modify the gas parameters of a supersonic flow (M 

= 1.4) in a Faraday MHD converter. In a constant cross section channel, when slowing down the gas (short 

duration argon flow, T = 10,000°K, p = 1 bar, V = 2750 m/s, delivered by a shock driven wind tunnel) when 

slowing down, the deceleration was strong enough to create a front shock wave, without any obstacle.   

Accelerating the gas, velocity gain of 4,000 m/s was obtained along a 10 cm MHD channel. In supersonic flows, 

shock waves occur when the local slowing down is strong enough to produce self crossing of Mach lines.   
 

 
Fig.5-Two dimensional flows around a flat wing. Mach lines computed from Navier-stokes .[4] 
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It was shown, based on 2d-numerical calculation and hydraulic simulation that those shock waves could be 

eliminated if a suitable Lorentz force was applied around the model. 
 

 
Fig.6 Elimination of shocks around a flat wing by convenient Lorentz force field 

 

Elimination of shocks around a flat wing by convenient Lorentz force field. The gas must be accelerated 

around the leading edge and the bottom, and slowed down between the two to prevent the expansion fan. By the 

way, this introduced the concept of MHD bypass. In the eighties it was planned to use a shock tube as a supersonic, 

high electrical conductivity gas flow generator, to operate this key-experiment [5]. But, due to the connection to 

UFO phenomenon (supersonic silent flight, as reported by witnesses) this was no longer possible in institutional 

structures. Years after, the Lambda Laboratory was created in 2007, with private funding. The use of a shock tube 

was too complex and expansive, so that the team shifted to experiments in low pressure hypersonic wind tunnel, 

providing natural high electrical conductivity.  

Then disk shaped MHD aerodynes, are more suitable, due to the high Hall parameter conditions. This 

arises specific difficulties, such tendency of the discharge to be blown away, due to the magnetic field gradient. 
This was rapidly solved, by wall confinement through inversion of magnetic gradient. 

 

 
Fig.6 Left: the discharge is blown away by the magnetic gradient. 

         Right: wall confinement by inversion of this magnetic gradient 

 

V. Sunspot Modelling 
Sunspots are central to our understanding of solar magnetism in several aspects. Sunspots are the most 

prominent manifestation of the large scale cyclic solar magnetic field. Understanding their subsurface structure 

as well as the processes of formation, dynamic evolution, and decay is crucial for connecting them to the 

dynamo and flux emergence processes in the solar convection zone. On smaller scales sunspots provide an ideal 

environment for studying magneto-convection for a variety of different field configurations [9]. While quiet Sun 

regions have been modelled very successfully for almost 3 decades using 3D radiative MHD simulations, such 

models were only applied to sunspots in the past five years. 
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VI. MHD For Space Vehicles 
Several Authors have investigated the possibility to utilize MHD energy conversion systems in the 

space. Many of them proposed a plasma MHD generator feed by fuel in liquid or solid state (liquid hydrogen, 

liquid oxygen, kerosene, and nuclear fuel). The fuel contained in heavy vessels, have to be carried to space 

together with MHD generator. To do this a large amount of energy is needed. An electrical power generation 

on-board system was also considered. The MHD generator proposed is built in supersonic nozzle of rocket 

engine utilizing liquid hydrogen and liquid oxygen. A. Kantrovitz presented one of the first studies on MHD 

interaction generated by space vehicles at hypersonic velocities.[6]  

During re-entry into atmosphere between 80 and 60 Km of altitude at velocities 7,000-11,000 m/s 

strong shock waves occur with highly non-uniform flow field. The temperature of air behind the shock reaches 

10,000-20,000 K and due to relaxation near vehicle surface is between 10,000 and 5,000 K. This produces 

sufficient ionization to sustain a significant MHD interaction level. 
As a consequence of ionized boundary layer of hypersonic vehicle. 

The control of flight of spacecraft can be obtained by creation of drag forces and tangential forces as 

well as a controlling moment. The external flow structure including shock wave formation can be influenced 

too. At lower altitudes and velocities the MHD conversion and the flight control would be possible through pre-

ionization or seeding of the working media.[8]  
 

 
Fig. 7 Scheme of a conversion system realized in Boundary layer of an Hypersonic Vehicle (above: side view - 

below: cross sectional view) 

 
Fig. 8 AJAX spacecraft using MHD[12] 

 

VII. Magneto-Hydrodynamic Design 
1st law of Thermodynamics defines the equivalence between work and heat energy, when work is 

converted into Heat. But the 2nd law of Thermodynamics explains the conversion of thermal energy into 

mechanical energy on the basis of temperature gradient. The efficiency of ideal heat engine η = (K1-K2)/K1 

where K1 and K2 are absolute temperatures in Kelvin scale of source of heat and sink respectively. This equation 

can also be stated as {1-(K2/K1)}. If Q1 is the quantity of heat observed from the heat source then the quantity of 

heat that can be converted into work is Q1 {(K1-K2)/K1} or Q1 {1-(K2/K1)}. [10] 

That means the entire quantity of heat cannot be converted into work unless K2 is 0 or -2730C. The 

conversion of heat into work is dependent on the temperature gradient.  
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The fraction (K2/K1) can be defined as “non-convertible fraction” of heat energy. So, the conversion 

ratio can be increased only by decreasing the non-convertible fraction (K2/K1). 

 
Fig. 9 Space vehicle using MHD[10] 

 

VIII. The Secret Of Hypersonic Flight: MHD 
The faster an airplane flies the higher it must climb and cruise. It is not possible to fly at ground level at high 

Mach number just for mechanical constraint due to high pressure. Over Mach 3-3.5 flight is possible with turbo reactors 

(up-left figure). At higher Mach numbers these rotating machines cannot be used any longer. One can shift to stato-

reactor (right). At Mach number up to Mach 6.5 scramjets can be used (below). The leading edge is cooled by liquid 

hydrogen an oxygen circulations. The mixture burns in annular combustion chamber at supersonic velocity.[17] 
 

 
Fig. 10 Ajax with stato 

 

 
Fig. 11Turbo Reactors [12] 
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IX. Magnetic Plates 
The area of each magnetic plate is 3 m2 and the distance between the plates is 6m. The following are 

the properties of the magnetic plates: 

 The Magnetic plates both together weigh 12,000 tonnes 

 The plates are 100,000 times stronger than the Earth’s magnetic field, 

 stores enough energy to melt 18 tonnes of gold. 

 Uses almost twice much iron as the Eiffel Tower. 

 

X. Basic Formulae Used In MHD Calculations 
 

Max Power = E
2
/4R 

E and R are calculated as follows: 

Open circuit voltage E = BUD 

Where B is Magnetic Flux density, 

D is Distance between plates 

Generator resistance R = D/σ A 

Where σ is Average gas density  

A is plate area 

 

6.2 Capacity Calculations:  

Plate Area (A)                          = 3 m2 
Distance between plates (D)    = 6 m 

Flux density  (B)                      = 5 Wb/m2 

 Average gas density (U)         = 1000 m/s 

Gaseous conductivity (σ)         = 10 Mho/m 

Open circuit voltage (E)           = BUD 

                                                  = 5x1000x6 

                                                  = 30,000 volts 

Generator resistance (R)           = D/σ A 

                                                  = 6/ (10x3) 

                                                  = 0.2 ohm 

Max Power (P)                          = E2/4R 
                                                   = (30,000)2/ (4x0.2) = 1125 MW 

 

XI. Comparison With Other Magneto Hydro Dynamic Generators 
 

1. Comparison with IITK MHD calculations 

IITK calculations 

A = 0.25 m2 

D= 0. 5 m 

B= 2 Wb/m2 

U= 1000 m/s 

σ = 10 Mho/m 

E = BUD 

   = 2x1000x0.5 = 1000 volts 

R = D/σ A 

    = 0. 5/ (10x0.25) = 0.2 ohm 

Max Power = E2/4R 

                    = 10002/ (2x0.2) 

         = 1250 KW 

 

Eco-MHD calculations 

A = 3 m2 

D= 6 m 

B= 5 Wb/m2 

U= 1000 m/s 

σ = 10 Mho/m 

E = BUD 

   = 5x1000x6 = 30,000 volts 
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R = D/σ A 

    = 6/ (10x3) = 0.2 Ohm 

Max Power = E2/4R 
                    = 300002/ (4x0.2)    

                    = 1125000 KW 

A is Plate Area  

D is distance between plates 

B is flux density 

σ is gaseous conductivity 

U is average gas density  

R is generator resistance 

E is open circuit voltage 

 

The Eco-MHD capacity is 1125 MW which is greater than the IITK MHD capacity which is 1250KW. 
 

Comparison of capacities between Eco-friendly MHD and KTPS  

Kothagudem Thermal Power Plant is located at Paloncha in Andhra Pradesh, India. The power plant 

has an installed capacity of 1,720 MW with 11 units in operation. It is one of the coal based power plants 

of APGENCO. [14] 

In January 2012, it was reported that the Andhra Pradesh government has decided to build additional 

unit with capacity of 800 MW. 

Currently, Kothagudem thermal station space available at the site has been surveyed, it has been 

confirmed that another unit of 800 MW capacities can come up there. 

 

 
The calculated Eco-MHD capacity found to be 1125MW, and the KTPS capacity is 800MW 

1125 MW> 800 MW.  
 

Thus Eco-friendly MHD has more capacity than the existing Thermal power station capacity. 

 

XII. Results And Conclusion 
The MHD generator Resistance increases with the decrease in the Area of the plates, and increases with 

increase in the distance between the plates. The open circuit voltage varies increasingly with the Magnetic flux 

density, average gas density and also the distance between the two plates. The overall capacity or the maximum 

power generated increases with increase in the Open circuit voltage and decrease in the resistance of the 

generator. 
The Magnetic flux is taken 5 Wb/m2. The two plates, each of area 3m2 are separated by the distance 

6m. The open circuit voltage is calculated to be 30,000 volts, and the Generator resistance 0.2 Ohm.  

The Eco-Friendly Magneto Hydrodynamic Generator is capable of producing capacity of 1125MW. 

The Power generation is Eco-Friendly using the salt water as fuel and capacity is comparatively greater than the 

existing KTPS (Thermal power station) in India. The possibility of stacking the output of many such systems in 

series and the absence of many disadvantages associated with non-renewable methods of electric power 

generation should make MHD using flowing salt water a very attractive alternative for energy generation.  

Harnessing power by employing an MHD generator with salt water as its fluid conductor is hugely 

advantageous in that the source is renewable, it requires no external energy input to facilitate its operation, it has 

no moving parts and as such does not contribute to mortality of aquatic organisms and finally, it does not pose 

problems of pollution. 

http://en.wikipedia.org/wiki/Paloncha
http://en.wikipedia.org/wiki/Andhra_Pradesh
http://en.wikipedia.org/wiki/Coal
http://en.wikipedia.org/wiki/Andhra_Pradesh_Power_Generation_Corporation_Limited
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XIII. Future-Scope Of Magneto Hydro Dynamic Generator 
The Eco-friendly MHD Generator design, calculations and analysis of the results will be given to an 

industry which will be able to develop the Eco-friendly power generation using MHD. Power generation 

capacity has to increase rapidly[16]. To reduce pollution, and to improve overall efficiency the coal has to be 

gasified at pitheads and the gas, SNG, transported by pipe-grid to all thermal stations. This facilitates conversion 

of all stations into combined cycles initially. Later MHD generators or thermal cells can be added to the power 

stations. This is the only way beneficial to one and all. The MHD Generator can be equipped with solar panels, 

so that the power generation becomes easier. 

Recently, sunspot models have undergone a dramatic change. In the past, several aspects of sunspot 

structure have been addressed by static MHD models with parametrized energy transport. Models of sunspot 

fine structure have been relying heavily on strong assumptions about flow and field geometry (e.g., flux-tubes, 

“gaps”, convective rolls), which were motivated in part by the observed filamentary structure of penumbrae or 
the necessity of explaining the substantial energy transport required to maintain the penumbral brightness[15]. 

However, none of these models could self-consistently explain all aspects of penumbral structure (energy 

transport, filamentation, Ever shed flow).  

In recent years, 3D radiative MHD simulations have been advanced dramatically to the point at which 

models of complete sunspots with sufficient resolution to capture sunspot fine structure are feasible. 
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I. Introduction 
WiMAX is basically described as the IEEE 802.16 standard for Broadband Wireless Access (BWA) 

that was developed to provide high transmission data rates over larger areas and also to those areas users where 

broadband coverage is not available. MIMO systems are also of major interest in the field of wireless 

communication as it allows data to be sent and received over different antennas. WiMAX-MIMO systems are 

mainly developed to increase the performance of simple WiMAX system. This paper analyses WiMAX-MIMO 

systems under different modulations with different CC code rates for different fading channels ( Rician and 

Nakagami channel). Spatial Diversity technique of MIMO system is used for the simulation purpose. Signal-to 
Noise Ratio (SNR) vs Bit Error Rate (BER) plots are analysed for this purpose. 

The IEEE 802.16 PHY includes mainly three specifications, which are suited to different operational 

environments. For frequencies from 10 to 66 GHz, the standard recommends the Wireless MAN-SC PHY, 

where SC means single-carrier modulation. The typical channel bandwidth is 25 MHz or 28 MHz, and the raw 

data rates can exceed 120 Mb/s. For frequency band below 11 GHz, two alternatives have been specified: 

Wireless MAN-OFDM and Wireless MAN- OFDMA. In this frequency range, the wavelength is relatively long, 

and therefore it is a Non-LOS (NLOS). Hence the impairments like fading and multipath propagation are more 

prominent in both of these specifications. 

Factors such as these include helpful to analyze the cardiovascular disease. In numerous cases, 

diagnosis is generallybased on current test results of the patients & experience of the doctor. Thus the diagnosis 

becomes a complex task that will require much experience & high skill [6]. 

Modulation is a fundamental component of a digital communication system. It involves mapping of 
incoming digital information from interleaver into analog form onto a constellation so it can be transmitted over 

the channel. Various digital modulation techniques used in our analysis that are M-PSK and M-QAM where M 

is the number of constellation points in the constellation diagram. After modulation process, code words 

generated by encoding process are converted into symbols. Inverse process of modulator is called demodulation 

which is done at the receiver side of Physical layer to recover the transmitted digital information.  

 

II. Literature Cited 
Suzuki,Use of a commercial WiMAX equipment in the frequency of 3.5 MHz with a bandwidth of 7 

MHz (BW), where link speeds was BPSK -1 / 2 and QPSK 1/2. Research shows that the image size has a 
significant impact on the performance of WiMAX communication.Communication System WiMAX Rated 

vehicles for communication, both V2I and V2V infrastructure for road safety project.The experimental design 

consisted of three WiMAX base stations. The researcher concluded that the proposed architecture meets the 

requirements of the implementation of version 1.0 WiMAX. 

 

Abstract: At high vehicular speeds, rapid changes in surrounding environments, cause severe fading at 

the receiver, resulting a drastic fall in throughput and unless any proactive measure is taken to combat 

this problem, throughput becomes insufficient to support many applications, particularly those with 

multimedia contents. Bit Error Rate (BER) estimation is an integral part of any proactive measure and 
recent studies suggest that Nakagami-m model performs better for modelling channel fading in wireless 

communications at high vehicular speeds. No work has been reported in literature that estimates BER 

at high vehicular speeds in WiMAX communication using Nakagami-m model. In this thesis, we develop 

and present an analytical model to estimate BER in WiMAX at vehicular speeds using Nakagami-m 

fading model. The proposed model is  adaptive and can be used with resource management schemes 

designed for fixed, nomadic, and mobile WiMAX communications. 
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Charash studied the behavior and performance for IEEE 802.16e -based unit noise ratio (SNR) in an 

urban micro cell and determined the SNR switching point between each link speed. The theory is compared to 

the measurement results of the mobile practice test in an urban cell. Experiments show that 3/4 code rate 
provides lower performance than the average rate of code. 

SteinA proposed system for providing roaming wireless high speeds on multiple interfaces, running in 

the WiMAX system and Wi-Fi technology. The system supports multiple interfaces for mobile devices quickly. 

It can support fast switch connecting the access point Wi- Fi, and passes seamlessly between access points. 

Connections use various means, such as WiFi and WiMAX. The proposed system has improved the efficiency 

of communications technology WiMAX up to 30 %, and the combination of WiMAX and Wi-Fi technology 

significantly wide band technology. 

The study showed that the Flash OFDM solution is a pre - stage gear linkage, such as access to communication 

on the base WiMAX high-speed Internet is profitable passenger rail operated more. The researcher examined 

two scenarios, the first that included two mobile nodes support of the application in real time and met. The 

second scenario has a strong footprint with 40 vehicles. A simulation was performed using two getways Access 
Services Network (ASN). 

Malhotra et al.,Considered based mobile WiMAX DL channel cluster systems based on LS methods 

using DL-PUSC permutation. The simulation was performed using the Rayleigh fading model. The estimate 

was made regarding the mean squared error (MSE) and the BER. The results showed that two OFDM symbols 

has a better performance compared to a single OFDM symbol. 

Sood et al.,A is a performance analysis of the application of additive white Gaussian noise (AWGN) 

and Doppler movement. Tx was developed according to the IEEE standard and the current simulation on M- 

QAM modulation and RS code CC. The Least Square (LS) and minimum mean square (LMS) method is used 

for channel estimation. The results show that the performance degrades LS estimator relatively high speed, and 

provides better performance LMS. The researcher concluded that the interpolation method has a great impact on 

the estimation of the mobile channel. 

 

III. Materials And Methods 
 

3.1 WiMAX Technology 

High speed wireless communication technologies such as Worldwide Interoperability for Microwave 

Access (WiMAX) have revolutionized the way of our day-to-day communication and opened opportunities for 

many innovative applications. The 802.6m version of WiMAX offers data rates up to 1 Gbps for fixed 

communications and supports mobility up to 350 km/h. While WiMAX technology’s capacity to deliver high 
data rates in a fixed environment is beyond any doubt, the standard is not fully optimized yet for mobile 

communication at high vehicular speeds.  

 

3.2 Nakagami Channel 

Rayleigh fading can’t describe the long-distance fading effects that are corrected by the Nakagami by 

formulating a parametric gamma distribution-based density function thus reducing the effects of multipath 

propagation. It provides a better explanation to worse conditions than the Rician and Rayleigh fading model and 

thus fits better in the mobile channel data. This fading originated to describe the amplitude of fading channels.  

 

3.3 Bit error rate estimation 

We have dealt with the problem of Bit error rate estimation (BER) in WiMAX communication at 
vehicular speeds using Nakagami-m model. We have followed an analytical model in which I had studied the 

parameters and equations which had changed the bit error rate at various vehicular speeds for efficient resource 

management. I have also modified the marginal distribution equation used in the basic model to check its effect. 

The basic aim and purpose was to change the marginal distribution equation in such a way so that it increases 

the throughput of the base model. The modulation method which I had used for calculating the bit rate 

probability is based on QPSK modulation. 

 

3.4.Methodology used 

We have used a predefined methodology to improve the algorithm and for applying the Nakagami 

fading for the vehicular traffic. The methodology is given as shown below: 

1. Defined the  extracted workflow specification according to problem definition 

2. Based on that we have defined the newly extracted organizational model 
Stored the event log file and generated a simulation model that reflects the process as it is currently enacted. The 

direct usage of design information avoids mistakes that are likely to be introduced when models are constructed 
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manually, and the automated extraction of data from event logs allows the calibration of the model based on 

actually observed parameters. 

 

IV. Results And Discussion 
We have analyzed WIMAX communications system which can be used for vehicular speed by using a 

nakagami model. This system is quiet efficient when dealing with the  problem of improving the management 

capacity of the mobility and circulation, improve the condition of travel, and reduce the effects the unfavorable 

environment in surface transportation systems. Modern research on WIMAX communications system shows 

that all the components here are connected by wireless communication. Wireless communication can also be 

used in modern vehicular operations so that its efficiency is improved with time. In most of such applications, 

data communication takes place between the vehicle (V2V) and vehicle vehicle-infrastructure (V2I) using 

wireless communication systems.  
 

 
Figure 1: Various parameters of theWiMAX communication at vehicular speeds using Nakagami-m model 

 
The performance of the basic WiMAX system with different modulations and different CC code rates, 

we have calculated the parameters in the form of BER vs SNR plots over Nakagami channel. Our graph shows 

an improvement in the SNR value using spatial diversity technique of Nakagami model. 
 

 
Figure 2: To check the performance of our model with other existing models 
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In the figure given above, we have tried to compare our model with three other models. By comparison 

it is shown that BER of our model is less as compared to other three models. It is compared with different 

parameters so that efficiency of the system as compared to other vehicle is same.  We have used the following 
parameters for the simulation: 

 

Number of bits used for simulation: N = 10^6 

EB number values: Eb_N0_dB = 0:25 

Number of paths:  numpaths = 10 

Frequency of the carrier: Fc = 900e6 

Sampling Frequency of the carrier:  Fs = 4*Fc 

Period of sampling: Ts = 1/Fs 

Time for simulation: t = 0: Ts:1999*Ts 

And we have calculated the radian frequency as :wc = 2*pi*Fc;  

 

 
Figure 3: Bit error rate estimation area of WIMAX models for a particular model with different varying 

parameters. 

 

In this graph we are able to achieve 5 dB improvements in SNR for the envelope and we have used 
Spatial Diversity technique in WiMAX in the presence of Nakagami model.The performance of the basic 

WiMAX system with different modulations and different CC code rates, we have calculated the parameters in 

the form of BER vs SNR plots over Nakagami channel. Our graph shows an improvement in the SNR value 

using spatial diversity technique of Nakagami model. 

 

V. Conclusion 
At vehicular speeds, however, spectral efficiency of WiMAX becomes low mainly due to multipath 

fading problem and further research is needed for designing resource management schemes at vehicular speeds 

so that multimedia applications can be supported at high vehicular speeds. A key requirement for such a 
resource management scheme is to have an analytical model that can estimate BER at high vehicular speeds so 

that proactive actions can be taken and proper planning can be done. The proposed analytical model in this 

thesis is adaptive to reflect fading severity at various speeds and is a perfect fit for WiMAX communication. 

The proposed model can also be used with long term evolution (LTE) down link channel which uses similar 

OFDMA technique. 
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I. INTRODUCTION  
The current trend in the land transportation and power production is to develop IC engines of enhanced 

―power-capacity‖ and ―reduced emissions‖ (to follow specified international intrinsic norms). Piston, piston 

rings and cylinder liner are important components of an IC engine. The prime function of piston is to transmit 

the motion produced by liberation of chemical energy of fuel to mechanical works. Piston rings dynamically seal 
the gap between the moving piston and the cylinder liner surface in order to prevent the escape of the 

combustion gases from the combustion chamber into the crankcase and the leakage of the oil from the crankcase 

into the combustion chamber.  
 

  
Fig. 1. Typical engine piston [10] Fig. 2. Schematic illustration of a worn 

ring piece [ 25 ] 

 
The manufacturing of cylinders includes boring, honing and plateau honing which has received much 

attention by manufacturers in recent times. The process of the surface changes which occurs during running of 

the engine is related to the wearing action caused by the piston ring on the bore. This action takes place of  

―transitional topography‖ where the surface generated exhibits the influence of the piston ring which modifies 

the machined surface. This has been made possible by improving the design of piston and reducing the failure 

i.e. scuffing, sculling, seizure of piston etc. The piston is one of the continuous moving parts of engine, is of 

pivotal importance. Piston has high dynamic loaded speed and heavy reciprocating weight develop high inertia 

forces, which are undesirable. The following factors may be considered for proper functioning of piston in IC 

Engine: 

1. The piston should have enormous strength and heat resistance properties to withstand gas pressure and 

inertia forces. They should have minimum weight to minimize the inertia forces. 
2. The material of the piston should have good and quick dissipation of heat from the crown to the rings and 

bearing area to the cylinder walls. It should form an effective gas and oil seal. 

3. Material of the piston must possess good wearing qualities, so that the piston is able to maintain sufficient 

surface-hardness unto the operating temperatures. 

4. Piston should have rigid construction to withstand thermal, mechanical distortion and sufficient area to 

prevent undue wear. It has even expansion under thermal loads so should be free as possible from 

discontinuities. 

Abstract: Piston in the internal combustion (IC) engine is robust, dynamically loaded tribo-pair that 

reciprocates continuously at varying temperature. Study has been made by various researchers on piston 

design, dynamics, fatigue and wear at the interface with other element in contact along with their effects on 

IC engines. It was found that the friction coefficient increases with increasing surface roughness of liner 

surface and thermal performance of the piston increases with increased coating thickness. The free material 

liberated due to deep scoring between the piston and liner snowballs, leads to seizure failure.  

Keywords: Piston, Tribo-pair, IC Engines, Fatigue, Wear. 
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5. Piston should form tribo-pairs and have high reciprocation speed without noise, minimum work of friction 

and have little or no tendency towards corrosion and pitting-up. 

 

II. LITERATURE REVIEW 
Sunden and R. Schaub [12] presented a selection of some of the more practically orientated principles 

of the successful manufacture of grey cast iron piston rings greater than 175 mm in diameter, and shown that 

when considered with the sciences of strength of materials and diesel engineering, the subject of piston rings 

becomes an embodiment of the wider subject of tribology. A brief description of the most important topics of 

practical piston ring manufacture, and an indication of the vast size and complicated nature of an industry which 

concerns itself with one of the cheapest components of a diesel engine has been given. P. C. Nautiyal, et al, [23] 

investigated a large part of the top piston ring wear of an IC engine which takes place in boundary lubrication 

around top dead centre (TDC) position. A quantitative assessment of the frictional behavior using actual piston 
ring and cylinder liner under conditions close to TDC was made. The factors responsible for wear under these 

conditions have been identified as surface temperature, peak combustion pressure, total energy on the wearing 

surfaces and other physical properties of the material under sliding. T. H. C. Childs and F. Sabbagh [30] carried 

out tests to study the wear mechanisms responsible, particularly the relative importance of high cycle metal 

fatigue and chemical reaction film wear. Two types of cast iron used as piston rings (a grey and a carbidic iron) 

were used as pins and a cylinder bore material was used as the ring. Specific loads were varied from 20 to 400 

M Pa and the sliding speed was 0.4 m s-l. The wear mechanisms in the two types of test were possibly different, 

as the engine tests produced worn surfaces which when examined by an optical microscope were bright, 

whereas the pin-on-ring test surfaces were covered by patchy non-metallic films. Wear rates, friction 

coefficients, percentage metallic contact and plasticity index were measured in the pin-on-ring tests. Specific 

wear rates did not correlate with any parameters of contact stress severity.  
 

D. J. Picken and H. A. Hassaan [6] paper described the theory and use of a method for estimating the 

service life of an internal combustion (i.c.) engine based on experimental evidence and the law of adhesive 

wear. A simple computer program described, which predicted the overhaul life of an IC engine from its design 

data and a typical sample of its particular running conditions. The use of the program for an engine generator set 
operating on biogas at a farm site used as an example. It was considered that the work reported showed that the 

limit of engine life occurred when the wear of the cylinder liner at the upper position of the piston ring became 

excessive. Based on this, and assuming marginal lubrication in this area was possible to do a calculation which 

predicted engine life for any given application. J. E. Willn [13] discussed various methods of characterizing and 

describing surface finish more accurately for specification purposes. Later, it was hoped that some part of the 

characterization may also form a correlation with the performance of the ring and bore surfaces with respect to 

scuffing failure. Complete surface finish characterization was a pre-requisite to ring and liner scuffing tests from 

which it could be possible to form some correlation between performance and some feature of the surface 

profile. Meanwhile, a practical and more precise method of specifying finish was required for insuring 

consistent results in production. Then established random analysis techniques offer a means of characterizing 

profiles which describe the variations more fully than the simple values of center line average or root mean 

square. In the majority of cases, the specimen profiles which were examined, varied randomly in amplitude but 
not in frequency. A. V. Sreenath and N. Raman [2] studied about the conformance between the liner and rings of 

an internal combustion engine and found that it depend upon mainly on the linear wear (dimensional loss) 

during running-in. Running-in wear studies, using the factorial design of experiments, on a compression ignition 

engine showed that at certain dead centre locations of piston rings the linear wear of the cylinder liner increases 

with increase in the initial surface roughness of the liner. The linear wear of the cast iron liner and rings 

decreased with increasing load but the mass wear increased with increasing load. Statistical analysis of the linear 

wear data showed that, during running-in, the initial surface roughness of the liner had a significant effect on 

running-in wear at and around such dead centre positions of rings where more than one compression ring slide 

over. It was observed that metal to metal contact occurs   at the dead centre positions of rings during running-in.  

K. J. Stout and T. A. Spedding [17] considered the methods of producing engine bores and the surface profiles 

obtained by these methods were examined and attempted to characterize their surface topography made. The 
effects of wear studied and from a consideration of the surface topography of the initial machining process a 

characterization technique was proposed.       The random part of the bored surface has a similar skewness and 

kurtosis to the honed surface which was due to the similarity of the effects of shearing and deformation on the 

surface during the two finishing operations.  
 

William G. Agnew [33] reviewed the combustion research conducted by one automotive research 

laboratory of General Motors. Wieslaw Grabon et al, [32] carried out experiments on a reciprocating tester. The 

lubricant was supplied into the inlet side of the contact zone. The construction of tribological tester allowed to 
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measure the friction force between specimen and counter-specimen. Tribological behaviors of cylinder liners 

with and without oil pockets were compared. Specimens were cut from plateau honed cylinder liners made of 

grey cast iron. Counter-specimens were cut from grey cast iron piston rings. The results suggested that 
hydrodynamic oil pocket effect was of prime importance. The positive effect of additional cylinder liner surface 

texturing on frictional resistance under worse lubrication conditions was smaller. Height and slope of piston ring 

surface topographies decreased due to wear.  S. Mezghani et al, [27] investigated the various aspects of the wear 

modeling that caused running- in problems in honed surfaces and its implications on ring-pack friction 

performance. Plateau honing experiments under different conditions were carried out on an instrumented 

vertical honing machine. The plateau honing experiments characterized the surface modifications during 

running-in wear of cast-iron engine bores using advanced characterization method. The predictions were in good 

agreement with the measurement data of plateau and valleys surface-height parameters. The simulation model of 

piston ring-pack contact developed to predict friction of cylinder surfaces after plateau honing showed that 

smooth surfaces lead to better friction performances despite the increases of the ratio between plateau and 

valleys height (non-plateaued surface). E.P. Becker and K.C Ludema [9] used a laboratory simulator to identify 
the important variables influencing cylinder bore wear. The same characteristics of wear were observed in the 

simulator as in running engines, even though the simulator did not attempt to duplicate all the conditions found 

within an engine. A new picture of wear in cylinders was presented, consistent with the data and previous work 

on boundary lubrication. The qualitative model accounted for the evolution of the cylinder running surface in 

terms of composition and texture changes. The model was used to determine the relative importance of the 

many variables that can influence wear behavior, including contributions from lubricant chemistry, material 

properties, and mechanical loading.  J. Galligan et al, [14] developed a bench test in the first part of this work 

and the time to failure of ring bore contacts lubricated with a fully formulated motor oil. It was found that failure 

times correlated well with load, frequency, test temperature and quantity of oil, but that the effect of surface 

finish, though present, was more difficult to quantify. The main findings in this respect were that there is an 

optimum finish for long life, and that liner surfaces which were initially highly polished lived which are more 

dispersed than those with standard finishes. The time to failure in a bench test designed to simulate scuffing 
failure in the bores of IC engines was shown to be linearly related to load, frequency, temperature and quantity 

of oil. If the first three of these exceed a critical value, or if the quantity of oil falls below a critical value, 

scuffing was almost instantaneous. The time to scuff was related to liner surface finish as measured by the rms 

slope of the top half of its profile. 
 

S.G. Chung et al,[29]  employed three types of fixed piston samplers at Nakdong River Delta. The 

retrieved samples were equally divided into 100 mm long pieces. Quality was evaluated using suction, shear 

wave velocity, and consolidation tests. The constant rate of strain consolidation test, rather than the incremental 

loading test, produced a better correlation with the nondestructive test results. The results suggested that the 

difference in sample quality was principally caused by the mechanical disturbance attributed to the different 

penetration mechanisms (methods) of the sampling tubes. The tip angle of sampling tubes significantly affected 

sample quality, whereas the length-to-diameter ratio had a relatively insignificant effect. The three methods used 

are in the following order: oil-operated, mechanical, and hydraulic samplers. The difference in sample quality 

was primarily caused by the mechanical destructuration that occurs because of different penetration 

mechanisms. Sample quality tends to vary with the in-situ void ratio of the clay. M. Priest, C.M. Taylor [18] 

reviewed the nature of the surfaces encountered in the piston assembly, valve train and journal bearings of the 
internal combustion engine. The mathematical models of engine tribology endeavouring to cope with the 

extreme complexities for the incorporation of surface topography potentially were discussed. U.I. Sj¨odin, U.L.-

O. Olofsson [31] investigated the wear interaction between piston ring and piston groove in a radial piston 

hydraulic motor in regard to mass loss and changes in form and surface roughness. A test rig was developed to 

simulate the tilting movements of pistons .The results showed that wear on the piston ring groove can be up to 

10 times greater than the wear on the piston ring. Factorial design analysed that the form of the piston groove 

significantly influences the amount of wear, the dominant wear mechanism was mild wear.The most important 

design variable was the length of the support surface. The preferred design was a piston groove without any 

support plane. Zenon Krzyzak and Pawel Pawlus  [36] analysed the surfaces of a large number of piston skirts 

surfaces under the ―zero-wear‖ condition were analysed. The amplitude of worn piston skirt surfaces decreased, 

the ordinate distribution became asymmetric, summit density increased and lay direction changed from 
circumferential to axial during wear. The relationship between microgeometry parameters was studied using 

correlation and regression analysis. It was decided to determine the local wear of piston skirts based on the 

changes in amplitude parameters. An increase in the initial surface height caused and increase in piston skirt 

wear. The local linear wear of piston skirts was bigger on the thrust side than on the anti-thrust side of the 

cylinder . The worn piston skirt surfaces were observed to be smoothed. The ordinate distribution became 

asymmetric during ―zerowear‖. The ratio of average slopes in axial and circumferential directions can monitor 
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piston skirt wear. Piston skirt wear was proportional to initial profile height. Change of height parameter during 

wear process was bigger on the thrust side than on the anti-thrust side of the cylinder. A. Skopp, et al, [1] 

compared the tribological behaviour of TinO2n−1 and TiO1.95−x coatings under lubricated conditions with 
uncoated specimen of grey cast iron. The interaction of the pairs with prototype engine oils based on esters and 

polyglycols were studied under mixed/boundary lubrication using the BAM test method. Lubricants were 

factory fill engine oils, ester-containing lubricants with low-SAP (sulphur–ash–phosphor) and/or bio-notox 

properties as well as polyglycole-based lubricants. The ester and polyglycole-based engine oils respond both to 

bio-no-tox criteria and were polymer-free. They followed different strategies to reduce zinc, phosphorus and 

sulphur to assure a low ash content. Based on the piston ring/cylinder liner simulation BAM test outside of 

engines under conditions of mixed/boundary lubrication, it is reasonable that thermally sprayed TiOx-based 

cylinder liner coatings can substitute commonly used uncoated grey cast iron liner materials. The coefficient of 

friction was more determined by the lubricants or by an individual interaction between lubricants and a specific 

material or tribopairing.  
 

L. Ceschini, et al, [16] carried out both bench tests and laboratory dry sliding tests on components for 

hydraulic motors involved in a boundary lubricated sliding contact, with the aim of investigating the tribological 

behavior and improve the durability of the components. Bench tests were carried out on a rotating shaft, 

consisting of a quenched and tempered 36CrNiMo4 steel, coated by a Ni7Al layer deposited by Air Flame 

Spray, sliding against a carburized E470 steel contacting element. Failure analysis of real components after 
bench tests identified the main wear mechanism as two body abrasion. Laboratory dry sliding tests allowed the 

investigation of the influence of normal load and sliding distance on friction and wear behavior. Those tests also 

used in the subsequent steps of the work for ranking candidate alternative materials for the investigated tribo 

system.  Rohollah Ghasemi and Lennart Elmquist [25] investigated the relationship between the deformation of 

the matrix and the closing tendency of flake graphite.  
 

 
Fig. 3. Blade-control system for one blade.[35] 

 

Two representative piston rings, which belonged to the same two-stroke marine engine but were 

operated for different periods of time, were studied. Initial micro structural observations indicated a uniform 

distribution of graphite flakes on unworn surfaces, where as worn surfaces demonstrated a tendency towards a 

preferred orientation. SEM and EDS analysis indicated substantial deformation of the matrix in the area around 

the flakes.  
An insignificant corrosion attack was observed on both worn piston ring surfaces. As the orientation of 

the graphite flakes deviated more from the sliding direction, there was a higher chance of them maintaining their 

intrinsic self-lubricating nature and continuously supplying graphite to the sliding surface. C.W. Huanga and 

C.H. Hsuehb [5] selected Piston-on-three-ball tests by the International Organization for Standardization to 

establish ISO 6872 for the evaluation of the biaxial strength of dentistry–ceramic materials. The formula 

adopted in ISO 6872 for the fracture load-biaxial strength relationship was an approximate equation originally 

derived for piston-on-ring tests of mono layered discs. This formula was modified and extended to the case of 

multilayered discs subjected to piston-on-ring loadings recently. The purpose of their study was to evaluate the 

adequacy of applying the formula for piston-on-ring to piston-on-three-ball tests for both mono layered and 

multilayered discs. Finite element analyses were performed to simulate both piston-on-three-ball and piston-on-

ring tests. Different degrees of friction between the specimen supporting surface and the loading fixture were 

considered in the simulations. The results depended on friction when the disc was supported by a ring, however 
the results became insensitive to friction when the disc was supported by three balls. The maximum tensile 

stress on the surface of the disc decreased when the friction increased. The results of finite element analyses 

demonstrated how the friction between the specimen supporting surface and the loading fixture affects the 
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biaxial strength evaluation in piston-on-ring and piston-on-three-ball tests. Results demonstrated that Hsueh et 

al.‘s formulae predict well the biaxial tensile strength for mono layered systems.  
 

Dacheng Li, et al, [7] proposed a capacity-regulation system based on a novel rotary control valve for 

reciprocating refrigeration compressor and designed for the first time. The regulation system was mainly 

composed of a rotary control valve and an adaptive regulation system. The parameters for the design and control 

of the rotary control valve are theoretically determined. To verify the feasibility and effectiveness of the 

proposed system, a three-cylinder reciprocating compressor was adopted as a test device. Experimental results 
showed that the technology was able to realize continuous stepless capacity regulation for the compressor within 

the range of (0)10e100%, and power consumption decreased correspondingly with the load reduction. S. 

Mezghania, et. al,  [27] developed a prediction friction model in the hydrodynamic contact regime between the 

ring and cylinder liner taking into account the real topography of the cylinder liner. The properties of groove 

texture were related to the oil consumption. The friction performance in the piston ring/cylinder liner contact 

was associated with the plateau formation. Piston ring-pack friction reduction strategies through the cylinder 

liner groove texture optimization were analyzed. In their study, the groove texture (grooves balance, honing 

angle, etc.) have been demonstrated to greatly affect friction performance. This model aimed to solve the 

average Reynolds equation, which depends on the real surface topographies of the cylinder liner, and describes 

the influence of surface irregularities on the lubricant flow under hydrodynamic lubrication conditions, 

considering lubricant film rupture and cavitations.  Muhammet Cerit [19] determined the temperature and the 
stress distributions in a partial ceramic coated spark ignition (SI) engine piston. Effects of coating thickness and 

width on temperature and stress distributions were investigated including comparisons with results from an 

uncoated piston. It was observed that the coating surface temperature increase with increasing the thickness in a 

decreasing rate. Surface temperature of the piston with 0.4 mm coating thickness was increased up to 82 °C. The 

normal stress on the coated surface decreases with coating thickness, up to approximately 1 mm for which the 

value of stress was the minimum. The optimum coating thickness was found to be near 1 mm under the given 

conditions. Results indicated that temperature distributions developed at the ceramic coated piston surface can 

be considerably higher than those of the uncoated piston surface. Thermal analysis results indicated that the 

coated section of the piston, which is close to the crevice and wall quenching regions, cause an increase in the 

temperature. As a result of increase in temperature, a slight amount of decrease in carbon monoxide emission 

may be expected since CO oxidation reactions strongly depend on temperature. The von Misses stress decreased 
with increased coating thickness. The shear stress which causes lateral cracks increased with the coating 

thickness increase and reached its maximum level at the inner edge of the coated region at the interface of the 

substrate. Finally, it was found that the optimum coating thickness for the ceramic coating was slightly below 1 

mm. 
 

C. Friedrich a, et al,  [4] conducted experiments with coating development and model wear test results 

from PVD coatings on piston rings for combustion engines. Piston rings were examples for the application of 

thin films on commonly used mechanical components. The PVD CrxN coatings were deposited by RF 

magnetron sputtering and characterized by their fundamental mechanical properties like thickness, hardness, 

residual stress and adhesion, which are important for the tribological behavior of the coating substrate 

compound. The contact mechanics of the tribological system piston-ring–cylinder were determined by high 

mechanical loading and changing geometry caused by the sliding kinematics. Therefore, the range of thickness 

was about 7 mm. The selected rings were made of steel DIN 1.4112 (DIN X 90 Cr Mo V 18) with a bore 

diameter of 97.5 mm. The results of the coating substrate characterization — high hardness, moderate 

compressive residual stresses and sufficient adhesion on metallic substrates — provide good behaviour of 

coatings in this tribological application. This was confirmed by the results of the tribological test procedures 

which have been performed with ring-on-disc model-wear tests and a short-stroke test rig. The wear of piston 
rings was investigated with respect to PVD hard coatings as a surface finish with an adjustable profile of 

mechanical properties. Dhananjay Kumar Srivastava et al,[8] closely related the performance of a combustion 

engine with the friction force and wear between cylinder liner and piston rings. This friction force was 

significantly reduced by optimizing the surface topography of cylinder liners. The experiments were carried out 

for evaluating wear and friction in simulated engine conditions using Cameron–Plint wear testers, Pin-on-disk 

testers, SRV testers, etc. A non-firing engine simulator was developed in order to simulate engine conditions to 

a closer extent compared to these machines. This simulator operated at similar linear speed, stroke, and load as 

real engine and simulated almost all engine operating conditions, except firing pressures. Energy dispersive 

analysis (EDS) was carried out of liner and top ring for evaluating materials transfer. Coefficient of friction 

between three different liner segments and ring was evaluated using an SRV wear tester. Coefficient of friction 

in the piston ring–liner interface increases with increasing average surface roughness for liner. Surface profile  
and SEM tests were conducted on liner and rings at different stroke position, which reveal that highest amount 
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wear takes place at TDC location. Even at the BDC location, the wear was higher than the mid-stroke position 

because of failure of hydrodynamic lubrication regime. The major elements of liner material were iron, 

manganese, chromium and silicon. During the experiment, concentration of silica went up. In the ring, the hard 
chrome plating weared out with time and the base metals got exposed towards the end of the experiment. 

YujunLi et al, [34] developed a novel vibration-based fault diagnostic method to identify the vital components 

of a diesel engine that have abnormal clearance. The advantage of this method was that it does not require the 

comparison of current operating parameters to those collected as the baseline.The proposed method employs the 

timing of impacts caused by two contacting components as the prime diagnostic feature. To extract the features 

that distinguish the components with abnormal clearance from those with normal clearance, the characteristics 

of the vibrations generated by a diesel engine typically used in manufacturing were analyzed in this research.  
 

F.S. Silva [10] analysed the fatigue-damaged pistons from petrol/diesel engines, as well as automobiles 

including trains. The study of damages initiation in the piston at the crown, ring grooves, pin holes and skirt was 

assessed. An assessment was made through the Case studies as well as the analysis of the thermal/mechanical 

fatigue damages the pistons. The stress distribution during the combustion was determined through the linear 

static stress analysis, using ‗‗cosmos works‘‘. Stresses at the piston crown, pin holes, grooves and skirt was also 

determined. For the confirmation of the crack initiation sites, a fractographic study was also done. The fatigue 

was a problem for the  engine pistons, however, it was not responsible for being the largest part of the damaged 

pistons. The limitation of weight reduction promoted thinner walls, which cause higher stresses. The priority of 
fuel consumption reduction and more power was in contradiction as another constraint. Z.W. Wang et al, [35] 

predicted the failure conditions in the piston rods, in Kaplan turbines and the stresses were analyzed. The 

pressure oscillations over the turbine blades transfered the forces to the piston rods. The analysis of the dynamic 

stresses were done at thirteen operating conditions using CFD analyses of the flow, along with the analysis of 

the stresses  to the dynamic loads.  
 

The predicted position of the maximum stress concentration was in good agreement with the actual 

fracture position. The excessive dynamic stresses at the rated output resulted the crack to grow ending to 

fracture, in the AGC mode, The mean and dynamic stresses were smaller than that of the retainer ring structure 

due to the pre tightening force in the structure. G. Floweday et al, [11] Studed diesel engine piston failures, 

during a bench dynamometer engine durability test, which was aimed to evaluate the effects of various fuels on 

the life of the fuel system components in  diesel engine cars. During the test, a number of pistons, cylinder heads 

and turbocharger failures were experienced. The study aimed at finding the reasons of the piston failures during 

the tests. Investigation of the fractured pistons revealed that due to excessive thermo-mechanical loading, 

thermo-mechanical fatigue initiation took place as a result of silicon phase cracking and subsequent micro-crack 

formation. Micro cracks with progressive formations lead to flaws upto sufficient magnitude for initiating the 
propagation by high cycle fatigue mechanisms.  

 

 
Fig. 4. Contour plot showing the distribution of stress (left) and temperature (right) in a diesel piston due to the 

combined thermal and pressure loads experienced in an engine. (Reprinted with permission from SAE R-

345_2004 SAE International).[11] 
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Over-fuelling along with the combination of elevated and poorly controlled post intercooler air 

temperature caused the excessive thermo-mechanical piston loading. No evidence was found supporting the 

failures to be related with the test fuel formulations. The piston failure may be attributed to, minor over-fuelling 
and associated thermo-mechanical overload of the pistons, because of the use of neutral injector codes in the 

engine ECUs, as it deactivates the ECU‘s function of  recalibration of the fuel injector. The damage of the 

Surface and hairline cracking of the reference fuelled engine piston, the indications of reduced radiation thermal 

loading as well as spray penetration with the test fuels gave strong indication that fuel formulations were not 

contributing to the piston failures. Roop Lal et al, [26] made studies on cylinder liner and piston rings interface. 

Published data on friction and wear was collected from various researchers and concluded. The oil film 

thichness played important roll and finally affected the performance of engine. Surface roughness of tribo pair 

material at the junction producing friction and it varied throughout the stroke length of piston. Loss of power in 

lubrication had the shear force due to boundary conditions. The tribological performance in IC engine could 

understood when friction and wear were considered. The necessaity to study the factors influencing reliability 

and performance along with wear was expressed . From the view point of tribo element it was very important to 
know the specific load, speeds and temperatures for the major components of engine like piston assembly, valve 

train, the journal bearing and lower viscocity engine oil for lubrication. 

O.P. Singh et al, [22] investigated experimentally the seizure failure of piston with numerical simulation of 

thermal elasto-hydrodynamic lubrication (EHL).  
 

 
Fig. 5. (a) Seized cylinder liner, (b) seized piston and (c) cut section of the piston showing burnt oil under the 

crown and skirt. [22] 

 

 
Fig. 6. Flow chart showing steps used in the numerical model of piston hydrodynamic simulation.[22] 
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Fig. 7. Correlation of seized marks obtained from the test results and the cumulative wear plot from numerical 

simulation.[22] 

 

A metallurgical investigation of the piston, rings and liner was done in terms of chemical composition, 

chemical analysis and hardness. The results indicated large decrease in clearances between the piston and liner 

at 28°C after TDC. The variation in frictional power over the cycle exhibited sudden increase in magnitude at 

that location after TDC. The predicted wear mark locations compared well with the test results. The overheating 

happened to be the root cause of the current piston seizure. Pistons coated with molybdenum material, although 

enhanced the piston life, but with the problem of skinning off the coating under severe conditions of 
temperatures and pressures. B. Zhang et al, [3] performed the design as well as experimental validation of a 

double acting free piston expander in which a slider-based control scheme was used for realizing a full 

expansion process for the expander. A model was developed for determining the geometric parameters of the 

expander along with the auxiliary compressor. The results showed that the expander worked stably in a wide 

range of pressure differences/ratios. R. Mikalsen and A.P. Roskilly  [24] reviewed the history of free-piston I C  

engines, from the air compressors and gas generators used in the mid-20th century Salient features of the free-

piston engine has been presented and the effects on engine operation has been discussed, along with 

comparative advantages and disadvantages with the conventional engines has been discussed.  

 

 
Fig. 8. Single piston hydraulic free-piston engine [24] 

 

Muhammet Cerit and Mehmet Coban [20] improved the performance of a diesel engine, by finding out 

both temperature and thermal stress distributions on an aluminum piston crown with zirconia coating in a 

plasma sprayed magnesia-stabilized environment. Effects of the coating thickness varying between 0.2 to 1.6 
mm has been investigated, and the results has been compared with that of an uncoated piston, using finite 

element method. Higher combustion chamber temperature was developed by means of TBC, resulting increase 

in thermal efficiency of the engine. The engine performance improved with reduction in the piston (substrate) 

surface temperature. The thermal performance of the piston also increased with increase in coating thickness. 

From the analysis it was found that the calculated stress values was lower than the allowable stress values of the 

materials. 

 

III. SUMMARY  
Experiments revealed that friction coefficient increases with increasing surface roughness of liner 

surface. The linear wear of the cast iron liner and rings decreased with increasing load but the mass wear 

increased with increasing load. 

The thermal stress is related to coating thickness. It increases with the coating thickness on the SUBS. 

The greatest value of the normal stress which produces spalling of the ceramic is produced on the bond coat. It 

is nearly twice the value of the maximum normal stress on the substrate. The thermal performance of the piston 
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increases with increased coating thickness. Stress values obtained from FEA were compared with the 

mechanical properties of the aluminum alloy and zirconia material and it was  concluded  that calculated stress 

values were lower than the allowable stress values of the materials. 
The ratio of average slopes in axial and circumferential directions can monitor piston skirt wear. The 

free material liberated due to deep scoring between the piston and liner snowballs, changes its phase from solid 

to molten state and finally makes its way into the rings. It locks the rings and thus leading the complete engine 

seizure failure.  

Surface thermal damage and hairline cracking of the reference fuelled engine piston, as well as the 

indications of marginally reduced radiation thermal loading and spray penetration associated with the test fuels 

gave strong indication that the fuel formulations did not contribute to the piston failures. The fractographic and 

microstructural analyses reveal regarding selection of correct material for piston fabrication.  

The piston failures were determined to have occurred due to Surface thermal damage of the piston bowl 

lip, Crack initiation by thermal micro-cracking and erosion of primary silicon particles, leading to threshold flaw 

size, Propagation by thermo-mechanical high and low cycle fatigue and Brittle fast fracture at the critical crack 
length. Subsequent fuel and flame impingement resulting in piston burn through and loss of engine compression. 

The main causes contributing to the piston wear and failures was the use of neutral injector codes in the 

engine ECUs which deactivated the ECU‘s function of automatic recalibration of the fuel injector flow rates, 

resulting in minor over-fuelling and associated thermo-mechanical overload of the failed pistons. Further poorly 

controlled post intercooler air temperatures and an elevated set point, resulting in overheating of the piston and 

other combustion chamber components. 
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I. NOMENCLATURE 
BB-BC  big bang–big crunch 

G    insulation  level 

ID    diode current 

IL     photo current 

Io    reverse saturation current 

Isc    short-circuit. 

k    boltzmann’s constant 

l    upper limit 

MPPT  maximum power point tracking 

PV    solar photovoltaic 

q    electronic charge  

Rs    cell series resistance 

Rsh   cell Shunt resistance 

T    cell temperature  

Voc   the open circuit 

xc    center of mass 

 

II. INTRODUCTION 
Photovoltaic energy is a technique, which coverts directly the sunlight into electricity. It is modular, quit, 

non-polluting and requires very little maintenance, for this reason a powerful attraction to photovoltaic systems is 

noticed. By having a quick glance on both the current-voltage and the power-voltage characteristics of PV arrays, we 

see clearly the dependence of the generating power of a PV system on both insulation and temperature. [1]. 

A new optimization method relied on one of the theories of the evolution of the universe namely, the Big 

Bang and Big Crunch theory is introduced by Erol and Eksin [11] which has a low computational time and high 

convergence speed. According to this theory, in the Big Bang phase energy dissipation produces disorder and 

randomness is the main feature of this phase; whereas, in the Big Crunch phase, randomly distributed particles are 

drawn into an order. The Big Bang–Big Crunch (BB–BC) Optimization method similarly generates random points in 

the Big Bang phase and shrinks these points to a single representative point via a center of mass in the Big Crunch 

phase. After a number of sequential Big Bangs and Big Crunches where the distribution of randomness within the 

search space during the Big Bang becomes smaller and smaller about the average point computed during the Big 

Crunch, the algorithm converges to a solution. The BB–BC method has been shown to outperform the enhanced 

classical Genetic Algorithm for many benchmark test functions [2]. 

In this study, we present an application of a Big Bang–Big Crunch (BB–BC) on a photovoltaic system, 

which helps to catch the Maximum Power Operating Point (MPOP). This latter change instantaneously with 

changing radiation and temperature, what implies a continuous adjustment of the output voltage to achieve the 

Abstract: This paper presents an intelligent control method for the maximum power point tracking (MPPT) of a 

photovoltaic system under variable temperature and irradiance conditions. The Big Bang–Big Crunch (BB–BC) 

optimization algorithm is a new optimization method that relies on the Big Bang and Big Crunch theory, one of the 

theories of the evolution of the universe. In this paper, a Big Bang–Big Crunch algorithm is presented to meet the 

maximum power operating point whatever the climatic conditions are from simulation results, it has been found that 

BB–BC method is highly competitive for its better convergence performance. 

Keywords: Photovoltaic System, MPPT, Optimization Technique, Big Bang–Big Crunch (BB–BC) 
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transfer of the maximum power to the load. The justification of this application lies in the fact the I-V and P-V 

characteristics are non linear because of the nonlinearity of the photovoltaic systems from one hand and 

because of the instantaneous change of both insulation and temperature from the other hand, what makes the 

two previous plot in fact fluctuating instead of the simulated smooth ones (Fig. 1 and 2) [3].  
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     Fig. 1   I-V characteristics when insulation is changing.           Fig. 2   P-V characteristics when insulation 

is changing. 

 

The proposed approach is employed in fitting both the I-V and P-V characteristics of a solar module 

referenced as Solarex MSX 60 with the characteristics shown in the index. 

 

III. MODELING OF THE PHOTOVOLTAIC GENERATOR 
Thus the simplest equivalent circuit of a solar cell is a current source in parallel with a diode. The 

output of the current source is directly proportional to the light falling on the cell (photocurrent  Iph). During 

darkness, the solar cell is not an active device; it works as a diode, i.e. a p-n junction. It produces neither a 

current nor a voltage. However, if it is connected to an external supply (large voltage) it generates a current ID, 

called diode (D) current or dark current. The diode determines the I-V characteristics of the cell. 

 

 

 

 

 

 

 

 

Fig. 3   Circuit diagram of the PV model. 

 

Increasing sophistication, accuracy and complexity can be introduced to the model by adding in turn [4]: 

 Temperature dependence of the diode saturation current I0.  

 Temperature dependence of the photo current IL.  

 Series resistance  RS, which gives a more accurate shape between the maximum power point and the open 

circuit voltage. This represents the internal losses due to the current flow.  

 Shunt resistance Rsh, in parallel with the diode, this  corresponds to the leakage current to the ground and it 

is commonly neglected  

 Either allowing the diode quality factor n  to become a variable parameter (instead of being fixed at either 1 

or 2) or introducing two parallel diodes with  independently set saturation currents.  

 

In an ideal cell Rs = Rsh = 0, which is a relatively common assumption [5]. For this paper, a model of 

moderate complexity was used. The net current of the cell is the difference of the photocurrent, IL and the 

normal diode current I0: 
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The model included temperature dependence of the photo-current IL and the saturation current of the diode I0.  
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A series resistance RS was included; witch represents the resistance inside each cell in the connection between 

cells.                
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The shunt resistance Rsh is neglected. A single shunt diode was used with the diode quality factor set 

to achieve the best curve match. This model is a simplified version of the two diode model presented by Gow 

and Manning [6]. The circuit diagram for the solar cell is shown in Figure 3. 

The I-V characteristics of the module can be expressed roughly by the (1) to (8). the model requires three point 

to be measured to define this curve [7]:  

 The voltage of the open circuit Voc. 

 The current of short-circuit Isc. 

 The point of optimum power (Iopt, Vopt). 

 

IV. BIG BANG–BIG CRUNCH (BB–BC) OPTIMIZATION ALGORITHM 
The BB–BC method developed by Erol and Eksin [2] consists of two phases: a Big Bang phase, and a 

Big Crunch phase. In the Big  Bang phase, candidate solutions are randomly distributed over the search space. 

Similar to other evolutionary algorithms, initial solutions are spread all over the search space in a uniform 

manner in the first Big Bang. Erol and Eksin [2] associated the random nature of the Big Bang to energy 

dissipation or the transformation from an ordered state (a convergent solution) to a disorder or chaos state (new 

set of solution candidates). 

Randomness can be seen as equivalent to the energy dissipation in nature while convergence to a local 

or global optimum point can be viewed as gravitational attraction. Since energy dissipation creates disorder 

from ordered particles, we will use randomness as a transformation from a converged solution (order) to the 

birth of totally new solution candidates (disorder or chaos) [2]. 

The proposed method is similar to the GA in respect to creating an initial population randomly. The 

creation of the initial population randomly is called the Big Bang phase. In  this phase, the candidate solutions 

are spread all over the search space in an uniform manner [2]. 

The Big Bang phase is followed by the Big Crunch phase. The Big Crunch is a convergence operator 

that has many inputs but only one output, which is named as the ‘‘center of mass”, since the only output has 

been derived by calculating the center of mass. Here, the term mass refers to the inverse of the merit function 

value [8]. The point representing the center of mass that is denoted by xc is calculated according to: 
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where xi is a point within an n-dimensional search space generated, fi is a fitness function value of this point, N 

is the population size in Big Bang phase. The convergence operator in the Big Crunch phase is different from 

‘exaggerated’ selection since the output term may contain additional information (new candidate or member 

having different parameters than others) than the participating ones, hence differing from the population 

members. This one step convergence is superior compared to selecting two members and finding their center of 

gravity. This method takes the population members as a whole in the Big-Crunch phase that acts as a 

squeezing or contraction operator; and it, therefore, eliminates the necessity for two-by-two combination 

calculations [2]. 

After the second explosion, the center of mass is recalculated. These successive explosion and 

contraction steps are carried repeatedly until a stopping criterion has been met. The parameters to be supplied 

to normal random point generator are the center of mass of the previous step and the standard deviation. The 

deviation term can be fixed, but decreasing its value along with the elapsed iterations produces better results. 

After the Big Crunch phase, the algorithm creates the new solutions to be used as the Big Bang of the next 

iteration step, by using the previous knowledge (center of mass). This can be accomplished by spreading new 

off-springs around the center of mass using a normal distribution operation in every direction, where the 

standard deviation of this normal distribution function decreases as the number of iterations of the algorithm 

increases [8]: 

,/. krlxx cnew                                 (9) 

where xc stands for center of mass, l is the upper limit of the parameter, r is a normal random number and k is 

the iteration step. Then new point xnew is upper and lower bounded. 

The BB–BC approach takes the following steps [2]: 

Step 1 Form an initial generation of  N candidates in a random manner. Respect the limits of the search space. 

Step 2 Calculate the fitness function values of all the candidate solutions. 

Step 3 Find the center of mass according to (9). Best fitness individual can be chosen as the center of mass. 

Step 4 Calculate new candidates around the center of mass by adding or subtracting a normal random number 

whose value decreases as the iterations elapse of  using (9). 

Step 5 Return to Step 2 until stopping criteria has been met. 

 

 
Fig. 4.  Flow chart of genetic algorithm 
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V. APPLICATION OF BB-BC TO MPOP 
The goal is to solve some optimization problem where we search for an optimal solution in terms of the 

variables of the problem (current and voltage) by imposing the constraints on  the current and the voltage which 

should be both bigger than zero.  

To minimize fitness is equivalent to getting a maximum puissance value in the searching process. The 

objective of BB-BC has to be changed to the maximization of fitness to be used as follows: 

,
;0

);,(/
maxmax



 


otherwise

PPifIVPP
fitness                      (10) 

The above steps and how BB-BC evolves are depicted by the flow chart of Fig. 4. It should be noted that all 

the parameters involved in the Bang and Big Crunch algorithm can be pre-defined subject to the nature of the 

problem being solved, which is the controlled equipment and then they are located on a string.  

 

VI. SIMULATION RESULTS AND DISCUSSION 
The program has been executed under Matlab system. The program was written and executed on Pentium 4 

having 2.4 GHZ 1GB DDR RAM. 

According to simulation, the following parameters in the BB–BC algorithms methods are used : 

- The  number  of  generation  is 50 iterations and Size of population 20 individuals (candidates). 

- The individual having maximum fitness value is chosen for Big-Crunch phase. 

- New population (Big Bang phase) is generated by using normal distribution principle with (9): 

,.
minmax

rand/it(i))(i)-X(X(i)XX(k,i)
est

                       (11) 

 

Where k number of candidates, i number of parameters, Xest(i) value which falls with minimum cost, Xmax(i) 

and Xmin(i) are parameter upper and lower limits and it number of iterations. 

The convergence of optimal solution using BB-BC is shown in Fig. 5 and 6, where only about 16 iterations were 

needed to find the optimal solution. 
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Fig. 5 Convergence of BB-BC for T = 25 C° and E = 250 Wm-2      Fig. 6 Expansion of Candidates for iteration. 

 

In order to simulation the system, it is necessary to use the irradiance data for a specific location over 24 a 

hour period of time, any location will be sufficient to test the model. I chose to use data from Golden, Colorado on 

March 14, 2010 and July 14, 2009 because the data is easily available, and I can be reasonably confident about the 

accuracy [9]. The data for July 14, 2009 appears to be a pretty good example of a typical sunny day, while  March 14, 

2010 is good worst case scenario ( refer to fig. 8 and 9). Both of these days can be useful for simulation purposes. 

The resulted values of this optimization problem are Show in simulation 1-2. These simulation results of many 

sample runs of the BB-BC technique. We see clearly the variation of the MPOP with respect to either insulation or 

temperature and both of them with great accuracy (Fig. 9-12). 
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      Fig. 7  Irradiance and Temperature data for sunny day.                  Fig. 8  Irradiance and Temperature data for 

cloudy day. 

 

A. Simulation 1 : Sunny day conditions. 
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Fig. 9  Power optimal for sunny day simulation purposes.      Fig. 10 Current and Voltage optimal for sunny day. 

 

B. Simulation 2 : Cloudy day conditions. 
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     Fig. 11  Power optimal for cloudy day simulation purposes.    Fig. 12  I  and V optimal for cloudy day simulation 

purposes. 

 

Obviously, the system works much better under sunny conditions. The data used for the cloudy day dropped 

the power maximal of PV array by about 80 %. 

However given the significant decrease in energy produced by the PV array, there may have been another 

factor (snow for example). Therefore, I would recommend that simulations be run for several more cloudy day 
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scenarios. Also, a simulation in which cloudy day is followed by a sunny day may give us an idea of haw quickly the 

system would be able to rebound back to normal condition. 

 

VII. CONCLUSION 
This paper introduces a new solution approach based on Big Bang–Big Crunch, which calculates 

instantaneously the MPOP of a PV module in order to maximize the profits in terms of the power issued from the PV 

module. Because of the P-V characteristics this method is used to seek the real maximize power and to avoid the 

wrong values of local maxima. The obtained results of this investigation and depicted in Fig. 9-12.  

The BB-BC optimization has several advantages over other evolutionary methods: Most significantly, 

a numerically simple algorithm and heuristic methods with relatively few control parameters; and the ability to 

solve problems that depend on large number of variables.  

 

APPENDIX 

APPENDIX 1. SOLAREX MSX 60 SPECIFICATIONS (1KW/M2, 25°C) 
 

Characteristics SPEC. 

Typical peak power (Pm) 60W 

Voltage at peak power (Vm) 17.1V 

Current at peak power (Im) 3.5A 

Short-circuit current (ISC) 3.8A 

Open-circuit voltage (VOC) 21.1V 

Temperature coefficient of open-circuit 

voltage (α) 

-73 

mV/°C 

Temperature coefficient of short-circuit 

current (β) 

3 mA/°C 

Approximate effect of temperature on 

power 

-0.38W/°C 

Nominal operating cell temperature 

(NOCT2) 

49 °C 
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I. INTRODUCTION 
The manufacturing industries are very much concerned about the quality of their products. They are 

focused on producing high quality products in time at minimum cost. Surface roughness is one of the crucial 

parameters that have to be controlled within suitable limits for a particular process. Therefore, prediction or 

monitoring of the surface roughness of machined components has been an important area ofresearch. 

In the present research, modelling the distribution of the resulting surface roughness values, in fine 

turning of Aluminium 6061, using wiper insert tools has been undertaken. This study will enable the assessment 
of the process variability with respect to surface roughness in fine turning. Though some studies on this 

particular aspect have been done, a different approach has been used in the current study. The important 

parameters discussed here are cutting speed, feed depth of cut, nose radius and rake angle.In the second part of 

this study, predictive equations for use in predicting the surface roughness values have been developed in terms 

of five important variables cutting speed, feed, depth of cut, nose radius and rake angle. Use of such predictive 

equations has been demonstrated with the application of regression techniques. In the third part of the present 

study, the performance of wiper insert tools is given. Several statistical techniques were used in this study to 

analyze the data instead of drawing conclusions based on the trends of the graphs as was done in earlier studies. 

A theoretical approach for predicting the surface roughness values has been discussed in terms of cutting speed, 

feed, depth of cut, nose radius and rake angle of the tool. Many researchers have indicated different methods of 

predicting the surface roughness values from various combinations of machining variables using the Design of 
experiments, ANN and GA.In establishing the predictive equations in the present study, emphasis has been 

placed on the experimental design. To develop the first order models (log transformed) for predicting the surface 

roughness values a regression modelling has been done. For establishing the second-order predictive models a 

full factorial design has been used. 

 

II. EXPERIMENTAL SETUP 
Experimental Setup includes the following:1. CNC Turning Machine2.The geometry of tools selected 

are with the combinations of Nose radius: 0.4mm, 0.8mm, 1.2 mm and Rake angles 160, 180 , 2003. Work 

material-Aluminum 6061,Heat Treatable Alloy manufactured in the form of bars by HINDALCO4. Surface 
Roughness Measuring Instrument Talysurf Surtronic 3+ 5. Software 

 

Abstract:The manufacturing industries are very much concerned about the quality of their products. 
They are focused on producing high quality products in time at minimum cost. Surface finish is one of the 

crucial performance parameters that have to be controlled within suitable limits for a particular process. 

Surface roughness of machined components has received serious attention of Researchers for many years. 

It has been an important design feature and quality measure in machining process. There are a large 

number of parameters which affect the surface roughness. These include cutting tool variables, work 

piece material variables, cutting conditions etc. Therefore, prediction or monitoring of the surface 

roughness of machined components has been challenging and unexplored area of research 

The present work is therefore in a direction to integrate effect of various parameters which effect the 

surface roughness. Experiments were carried out with the help of factorial method of design of 

experiment (DOE) approach to study the impact of turning parameters on the roughness of turned 
surfaces. A mathematical model was formulated to predict the effect of machining parameters on surface 

roughness of a machined work piece. Model was validated with the experimental data and the reported 

data of other researchers. Further parametric investigations were carried out to predict the effect of 

various parameters on the surface research 

Keywords: Surface Roughness, Design of Experiments, CNC Turning, Surface Roughness, factorial 

method, 
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The CNC turning machine consists of the machine unit with a three jaw independent chuck, a computer 

numerically controlled tool slide. CNC System used was Fanuc 0i mate - TD/Siemens 828D Basic T. with turret 

tooling BTP 80.The cutting tool which provided with the CNC turning lathe was a 25 x 25 mm square tool 
holder with 60 mm length having the positive tool angles.The tool used was cemented carbide insert type. The 

geometry of tools selected are with the combinations of three nose radius:0.4, 0.8, 1.2 and positive Rake angles 

160,180, 200. Plate 3.7 shows the inserts and tool holder. 

 

Figure 1: Inserts and Tool Holder 

 
The Surtronic 3+ is a portable, self-contained instrument for the measurement of surface texture and is 

suitable for use in both the workshop and laboratory. Parameters available for surface texture evaluation are: Ra, 

Rq, Rz (DIN), Ry and Sm.The parameters evaluations and other functions of the instrument are microprocessor 

based. The measurements results are displaced on an LCD screen and can be output to an optional printer or 

another computer for further results. Minitab 13 was used for analyzing the results. 

 

III. DESIGN OF EXPERIMENTS 
The Design of Experiments were carried according to full factorial design methods. 

 
Table 1: Process Parameters and Levels 

Process  

Parameters 

Design 

Process Parameters Level 

(1) 

Level 

(2) 

Level 

(3) 

A Tool Rake angle (Degree) 16 18 20 

B Tool nose Radius (mm) 0.4 0.8 1.2 

C Cutting Speed (m/min) 175 225 275 

D Feed rate (mm/rev.) 0.05 0.1 0.15 

E Depth of cut (mm) 0.1 0.2 0.3 

 

Factorial Design 

• Factors:   5     

•  Factor Levels: 3, 3, 3, 3, 3 

• Runs:    243      

• Replicates:    1 

• General Linear Model: Ra  versus A, B, C, D, E 

• Factor            Type    Levels   Values 

• A  (Rake angle)         fixed       3      1 2 3 

• B   (Nose Radius)      fixed       3      1 2 3 

• C   (Speed )     fixed       3      1 2 3 

• D   (Feed )      fixed       3      1 2 3 

• E    (Depth of Cut )       fixed       3      1 2 3 
 

IV. DATA ANALYSIS 
The purpose of developing the mathematical model relating the machining responses and their 

machining factors was to facilitate the optimization of the machining process. Using the mathematical model, 

the objective function and process constraints were formulated, and the optimization problem was then solved 

by using regression analysis. 
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Figure 2: Program data vector for processing in regression analysis [Vipin and Kumar, 2009] 

 

Regression Analysis has been made for Surface Roughness (Ra) versus Rake angle (Rk), Nose radius 

(Nr), Cutting Speed (V), Feed (f), and Depth of Cut (d).The regression equation obtained is  

 

Ra  =  478.63 Rk-0.653Nr-0.271V-0.539f 0.707d0.184 

The R-square value of 0.908 indicated that 90.8% of the variability in the surface roughness was 

explained by the model with factors Rk, Nr, V, f and d. based on the mathematical model, it can be concluded 

that the feed is a dominant factor in the roughness model of finish turning of Al 6061. 

The developed regression model is reasonably accurate and can be used for prediction within limits.  

 

Figure 3: (a) shows the main effect plots for Ra. Figure 3: (b) shows the Interaction plots for Ra. 
The interactions considered between the selected factors are: 

Rake angle and Nose Radius (A & B) 

Rake angle and Cutting speed (A&C) 

Rake angle and Feed (A&D) 

Rake angle and Depth of Cut (A&E) 

Nose Radius and Cutting speed (B&C) 

Nose Radius and Feed (B&D) 

Nose Radius and Depth of Cut (B&E) 

Cutting speed and Feed (C&D) 

Cutting speed and Depth of Cut (C&E) 

Feed and Depth of Cut (D&E) 

Three-factor interactions ABC, ABD, ABE, ACD, ACE, BCD, BCE, CDE, 

Four-factor interaction ABCD, ABCE, ACDE, 

Five-factor interaction ABCDE 
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Figure 3: (a) main effect plots for Ra. 

 
Figure 3: (b) Interaction plots for Ra. 

V. RESULTS AND DISCUSSIONS 
In this section the effect of cutting speed, feed,depth of cut, nose radius and rake angle have been 

discussed through graphs in detail with varying the parameters. Nearly 226 graphs have been produced with 

different combinations. The following sample graphs have been shown with variations. 
 

 
 

Figure 4: Graph between Surface Roughness and Cutting Speed for different feed values (mm/rev) at constant 

Rk=16 deg, Nr=0.4mm and d=0.1mm  
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Figure 5: Graph between Surface Roughness and Cutting Speed for different depth of cut values (mm) at 

constant Rk=16 deg, Nr=0.4mm and f=0.05 mm/rev 

 

 
 

Figure 6: Graph between Surface Roughness and Feed for different cutting speed values (m/min) at constant 

Rk=16 deg, Nr=0.4mm and d=0.1mm 

 

 
 

Figure 7: Graph between Surface Roughness and Feed for different rake angle values in (degrees) at constant 

Nr=1.2mm, V=225m/min and d=0.1 
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Figure 8: Graph between surface Roughness and Depth of Cut for different cutting speed values (m/min) at 

constant Rk=16 deg, Nr=0.4mm and f=0.05mm/rev 

 

 
 

Figure 9: Graph between surface Roughness and Nose Radius for different cutting speed values (m/min) at 

constant Rk=16 deg, f=0.05mm/rev and d=0.1mm 

 

 
 

Figure 10: Graph between Surface Roughness and Nose Radius for different feed values (mm/rev) at constant 

Rk=20 deg, V=225m/min and d=0.1mm 
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Results Obtained From Graphs 

 

1. Variation of Roughness values 

 As speed increases from 175m/min to 275 m/min the surface roughness values varies from 0.263µm to 

1.865µm. 

 As depth of cut increases from 0.1mm to 0.3mm the surface roughness values varies from 0.257µm to 

1.865µm. 

 As feed increases from 0.05mm/rev to 0.15 mm/rev the surface roughness values varies from 0.257µm to 

1.427µm 

 As nose radius increases from 0.4mm to 1.2mm the surface roughness values varies from 0.263µm to 

1.865µm 

 As rake angle increases from 16 degrees to 20 degrees the surface roughness values varies from 0.274µm to 

1.427µm 

 

2. Minimum and Maximum Ra values 

• The minimum Roughness value 0.257 is at Rk 22, Nr 1.2, V 225,f 0.05  and d 0.1  

• The maximum Roughness value 1.865 is at Rk 16,Nr 0.4 V 175  f 0.25 and d 0.3 

 
3. The optimal combination process parameters for minimum surface roughness is obtained at 200, 0.4mm, 275 

m/min, 0.05 mm/rev and 0.1mm.  

 

VI. CONCLUSIONS 
The following conclusions have been made on the basis of results obtained and analysis performed: 

 Increase in cutting speed improves the surface finish, thus the average surface roughness value decreases.  

 Impact of Increase in depth of cuteffects the surface finish adversely to a small extent, but as depth of cut 

increases beyond a certain limit surface finish deteriorates to a large extent.  

 Small increase in feed rate deteriorates surface finish to a large extentas compared to same amount of 

increase of depth of cut. 

 Surface roughness also decreases as the nose radius increases hence surface finish increases. 

 Increase in back rake angle the surface roughness decreases and improves the surface finish. 

 The ANOVA and F-test revealed that the feed is dominant parameter followed by depth of cut, speed, nose 

radius and rake angle for surface roughness. 

 The optimal combination process parameters for the work piece under consideration with regards to 

minimum surface roughness or maximum surface finish is obtained at rake angle of 200, nose radius 

0.4mm, cutting speed 275 m/min, feed rate0.05 mm/rev and depth of cut 0.1mm.  
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I. INTRODUCTION  
Information and communication technology plays a significant role in today’s online networked 

society. It has affected the online interaction between various users, who are aware of security applications and 

their implications on personal privacy. Online Social networks(OSNs) provide platform to meet different users 

and share information with them. Communication on these web sites involves exchange of various content 

including text as well as multimedia content. A social network include private messaging, blogs, chat facility 

and file, photo sharing functions and other ways to share text and multimedia content. Users of these online 

networking web sites can express their feelings and can convey their idea in terms of wall messages too. A wall 

is a section in online site user profile where others can post messages or can attach an image to leave a gift to 

its wall owner. This OSN wall is a public writing space so others can view what has been written on wall. 

Therefore in online sites there is possibility of posting illegal or undesirable messages on wall which is visible 

to others too.There is a need to develop more security techniques for different communication technologies, 

particularly online social networks. Networking sites provide very little support to prevent unwanted messages 

on user walls. With the lack of classification or filtering tools, the user receives all messages posted by the 

users he or she follows. In most cases, the user receives a noisy stream of updates from other users. In this 

paper, a content based information filtering system is introduced. The system focuses on one kind of feeds- 

Lists which are a manually selected group of users on networking sites. List feeds tend to be focused on specific 

topics, however it is still noisy due to undesired messages. Therefore, we present an online filtering system, 

which extracts the such topics in a list, filtering out irrelevant messages[1]. 

In networking sites, information filtering can also be used for a different, more sensitive, purpose. 

This is due to the fact that in networking sites there is the possibility of posting or commenting other posts on 

particular public or private areas, called in general walls. In the proposed system Information filtering can 

therefore be used to give various users the ability to automatically control the messages written on their own 

walls, by filtering out undesired messages. The aim of the proposed work is therefore to propose and 

experimentally evaluate an automated system, called Filtered Wall (FW), able to filter undesired messages 

from OSN user walls. We exploit Machine Learning (ML) text categorization techniques [2] to automatically 

assign with each short text message a set of categories based on its information. The major efforts in 

developing a robust short text classifier are concentrated in the extraction and selection of a set of 

characterizing and discriminant features. 

Abstract: Online social networking(OSNs) sites like Twitter, Orkut, YouTube, and Face book are among 

the most popular sites on the Internet. Users of these web sites forms a social network, which provides a 

powerful means of sharing, organizing, and finding useful information .Unlike web information , the 

Online social networks (OSN) are organized around more number of users joins the network, shares their 

information and create the links to communicate with other online users. The resulting social network 

sites provides a basis for maintaining social relationships, for finding users with similar interests, and for 

locating content and knowledge that has been contributed or endorsed by other users. In OSNs 

information filtering can be used for avoiding the unwanted messages sharing or commenting on the user 

Walls. In this paper, we have proposed a system to filter undesired messages from OSN walls. The system 

exploits a machine learning soft classifier to enforce customizable content-dependent FRs. Moreover, the 

flexibility of the proposed system in terms of filtering options is enhanced through the management of 

BLs. 

Keywords: Black list, Classifier, Content filtering, GUI, OSN. 
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II. RELATED WORK 
In this section we are going to discuss the recent methods over the content-based filtering in Online 

Social Networking (OSN). In [3], the authors provide the user to have a straight rule over their own private 

wall to avoid the unwanted messages.  

The main aim of this work is users have a straight control over various messages posted on their own 

private space. So we are using the automated system called Filtered wall (FW), which have the capacity to 

filter unwanted messages .This system will blocks only the undesired messages send by the user. Drawback of 

this paper is user will not be blocked; This means only the content posted by the user will block .content based 

message filtering and short text classification support by this system. 

 In [4], the authors use mutual filtering method, but in our proposed system content based filtering is 

used. It explains the content based proposal system that develops the information pulling out and machine 

learning technique for text categorization. In [5], the authors provide the system can generally take decision 

about the message which is blocked due to the acceptance depends up on statistical information. In  [6], the 

authors provides classification of text put in complex and specific terminology; need the application of the 

learning process. Fractional Matching method is applied which shrink the text message for confining the text 

characteristic. Fractional matching develops a language model. The output of the fractional matching 

compression provides consistent care of text classification 

  In [7], the authors introduce a  social network is the common concentration group in network. Two 

level approaches are stated to combine trust, gloss and origin. The authors state an algorithm for concluding 

trust relationship with origin content and trust gloss in web social network. Film trust application is introduced 

which uses trust to video ranking and ordering the review. We consider film trust give the good crop model. In 

[8], the authors provide the clustering of document is helpful in many field. Two categories of clustering 

general purpose and text tilting, these both will be used for clustering process of information. Novel heuristic 

online document clustering is predictable, which is the proficient in clustering of text tilting parallel measures. 

Presentation measure is done in F-measure, and then it will be counterpart up with the other methods.  

 

III. PROPOSED WORK 
 

1. Filtered Wall Architecture 

The architecture of networking site services is a three-tier structure of three layers (Figure 1). These 

three layers are: 

 

 Social Network Manager (SNM) 

 Social Network Application (SNA) 

 Graphical User Interface (GUI) 

 

The starting stage is the Social Network Manager Layer provides the essential OSN functionalities 

(i.e., profile and relationship administration).This layer also maintains all the data regarding to the user 

profile. After maintaining and administrating all users information will provide for second stage for applying 

Filtering Rules (FR) and Black lists (BL). In second stage, the Content Based Message Filtering (CMBF) and 

Short Text Classifier is composed. This is very important stage for the message categorization according to its 

CBMF filters. Also a Black list(BL) is maintained for the user who sends frequently bad words in message. 
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Fig. 1: Architecture of Filtered Wall 

 

The third stage provides Graphical User Interface(GUI) to the user who wants to post his or her 

messages as a input. In this stage the Filtering Rules (FR) are used to filter the unwanted messages and provide 

Black list (BL) for the user who are temporally prevented to publish messages on user’s wall. In general, the 

architecture in support of networking site services is a three-tier configuration. According to this orientation 

layered structural plan, the proposed system has to be positioned in the second and third layers (Figure 1), as it 

can be considered as a SNA. Particularly, the users cooperate with the system by means of a GUI setting up 

their filtering laws, along with which messages have to be filtered out. In addition, the GUI offers users with a 

FW that is a wall where only legal messages that are authorized according to their filtering rules are published. 

The core components of the proposed system are the short Text Classifier elements and Content-Based 

Messages Filtering (CBMF). The latter element aims to categorize the messages according to a set of 

categories. In compare, the first element exploits the message categorization offered by the STC module to 

implement the FRs specified by the wall user. As graphically illustrated in Figure 1, the path pursued by a 

message, it can be summarized as follows: 

 

 After entering the private wall of one of his/her neighbors, the user attempts to post a message, which 

is captured by FW. 

 A ML-based text classifier extracts the metadata from the content of the posted message. 

 FW uses metadata provided by the classifier, mutually with data extorted from the social graph and 

the  users’ profiles, to implement the filtering and black list rules. 

 Depending on the result of the previous step, the message posted will be available or filtered by FW. 

 

2. Short Text Classifier 

In short text classifier, it consider three types of features, Document properties (Dp), Bag of 

words(BoW), and Contextual Features (CF).The first two types of features; they are entirely derived from the 

data contained within the text of the message. We introduce contextual features modeling information that 

characterizes the environment where the user is posting. These features play an important role in the semantics 

of the messages. Text representation is the Vector Space Model (VSM) according to which a text document dj 

is represented as the vector of binary or real weights: 
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                      jTjj wwd ||1 .,,.........  

                     

where T is the set of  features that occur at least once in at least one text document of the collection Tr and wkj 

[0, 1] represents how much term tk contributes to the semantics of the document dj. In the bag of words 

representation, terms are identified with words. In the case of the non binary weighting, the weight wkj of term 

tk in document dj is computed according to the standard term frequency—inverse document frequency (tf-idf) 

weighting function is defined as follows: 
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where #(tk, dj) denotes the number of times tk occurs in documeny dj and #Tr(tk) denotes the document 

frequency of the term tk, i.e., the number of documents in T r in which tk occurs. Contextual features is not 

very dissimilar from BoW features describing the nature of data. Therefore, all the formal definitions 

introduced for the bag of words features also apply to Cfs. 

 

3. Filtering Rules 

To define the language for filtering rule specification, many issues are considered. First issue may be 

the text message with different meaning and significance based on who writes it. As a result, filtering rules 

should allow the user to restrict the message creators. Here the type, depth, and the trust value are recognized 

by creator Specification.  

 

Definition 1: Creator specification 

A Creator Specification CreaSpec, which denotes a set of networking site users. Possible combinations 

are one. Set of attributes in the An OP Av form, where An is the user profile attribute name, Av is the profile 

attribute value and OP is a comparison. Set of relationship of the form (n, Rt, minDepth, maxTrust) indicate 

site users participating with user n in a relationship of type Rt, depth greater than or equal to minDepth, trust 

value greater than or equal to maxTrust. 
 

 Definition 2:  Filtering rule  

A filtering rule is a tuple ( auth,CreaSpec,ConSpec,action) Auth is the user who states the filtering 

rule. CreaSpec is the Creator specification(see definition 1).  ConSpec is the Boolean expression.  Action is the 

action performed by the system.  

Filtering rules will be applied, when the site user profile does not hold value for attributes submitted 

by a FR. This type of situation will dealt with asking the owner to choose whether to notify or block the 

messages initiating from the profile which does not match with the wall owners filtering rules, due to missing 

of attributes. 
 

4. Blacklist Management 

The main implementation of this paper is to execute the Blacklist Mechanism, which will keep away 

messages from unwanted creators. Black list are handled undeviating by the system. This will able to decide 

the users to be inserted in the BL. And it also decides the user preservation in the list will get over. Set of rules 

are applied to improve the stiffness, such rules are called black list rules. By applying the list rule, the owner 

can identify which user should be blocked based on the relationship in OSN and the user's profile. The user 

may have bad opinion about the other users can be banned for an uncertain time period. We have the 

information based on bad attitude of the user. Two principles are stated as follows First one is within a given 

time period user will be inserted in black list for numerous times, he /she must be worthy for staying in black 

list for another sometime. This principle will be applied to user who inserted in black list at least once. 

Relative Frequency is used to find out that the system, who messages continue to fail the filtering rules. Two 

measures can be calculated globally and locally, which will consider only the message in local and in global it 

will consider all the networking site users walls. 

A BL rule is a tuple (auth,CreaSpec,CreaB,t),where  Auth is a user who state the black list rule. 

CreaSpec is the creator specification.  CreaB have two components ,RF Blocked and minBanned- 

RFBlocked(RF,mode,window) such that RF=*bMessages/*tMessages Where *tMessage is the total number of 

messages that site User recognized using CreaSpec, whereas *bMessage is the number of message in 
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*tMessage that have been blocked. A window represents the time interval of the message creation. 

minBanned= (min,mode,window) min is the minimum number of times in the time interval enumerate in 

window that site user recognized using CreaSpec .mode indicates all site user. T signify the time period the 

user recognized by CreaSpec and CreaB which will be banned from authentication wall.  

 

IV. CONCLUSION  
In this paper, we present a system to filter unwanted message in online networking sites wall. The 

first step of the proposed system is to classify the content using several rules. Next step is to filter the unwanted 

rules. Finally a Blacklist rule is also implemented. So that owner of the user can insert the user who posts 

unwanted messages. Better privacy is given to the networking site wall using our proposed system. In future 

Work, we plan to implement the filtering rules with the aim of bypassing the whole filtering system, so that it 

can be used only for the purpose of overcome the filtering system. 
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I. Introduction 
The transmission and distribution of electrical energy Started with direct current (DC) in late 19th 

century, but it was inefficient due to the power loss in conductors. Alternating current (AC) offered much better 

efficiency, since it could easily be transformed to higher voltages, with far less loss of power. AC technology 

was soon accepted as the only feasible technology for generation, transmission and distribution of electrical 

energy [3].  

 Diode rectifier used passive component and switching devices for reduce harmonic problem, but they 

are create more complicated system include in high power grid application. The 6-pulse rectifier is involving 

most AC drive because of its low cost and simplest structure. The input current THD can exceed 100% with no 

harmonics filter with 5th, 7th and 11th harmonics at full load condition. Harmonics filter with 5th, 7 th and 11th 

harmonics being dominant harmonics component. A 12-pulse rectifier involves two sets of 6-pulse rectifier is 
very popular for different types high power grid application. The multi-phase transformer can be an 

autotransformer or an isolated transformer with some phase displacement to provide two three-phase voltage 

sources that cancel the 5th and 7th harmonics. 12-pulse rectifier with a wye-wye, wye--delta isolation 

transformer and the resulting input current waveform where 11th and 13th harmonics are the dominant harmonic 

components [5]. 

As technology grows every day, the study of power systems has shifted its direction to power 

electronics to produce the most efficient energy conversion. Power electronics plays a vital role in processing 

and controlling the flow of electric energy by supplying voltages and currents in a form that is suited for user 

loads. The goals of using power electronics are to obtain the benefit of lower cost, small power loss and high 

efficiency. Because of high energy efficiency, the removal of heat generated due to dissipated energy is lower. 

Other advantages of power electronics are reduction in size, weight, and overall cost [4]. 

 

II. 6--Pulse And 12-Pulse Rectifier Models 
The basic configuration for HVDC uses a three phase bridge rectifier or six pulse bridges, containing 

six electronic switches, each connecting to one of the three phases power supply. A complete switching element 

is usually referred to as a valve, irrespective of its construction. The simulated diagram of six Pulse Bridge is 

shown in figure.1. Normally, two diodes in the bridge are conducting at any time, one on the top row (D1, D3 

and D5) and another from bottom row (D2, D4 and D6). The two conducting valves connecting to two of three 

AC phase voltages, in series to the DC terminals. Thus the DC output voltage at any given instant is given by 

the series combination of two AC phase voltages. For example, if valves D1 and D2 are conducting, then the 

DC output voltage is given by the voltage of phase 1 minus the voltage of phase 3. 
In fact, with a line commutated converter, the firing angle represents the only way of controlling the converter 

output voltage. Firing angle control is used to regulate the DC voltages of both ends of the HVDC system 

continuously in order to obtain the desired level of power transfer. 

Abstract: This paper discusses the impact of using 6-pulse and 12-pulse rectifier circuit commonly 

found in HVDC systems. The 12-pulse rectifier circuit is known to be more expensive, but produces the 

reduced input current harmonics and output voltage ripples. The Multi-pulse configuration consists of 

several six-pulse converter units in either series or parallel on the DC side. These units are phase-

shifted with respect to each other by the transformer connection. This paper presents the modeling and 

simulation of both 6-pulse and 12-pulse rectifier topologies to compare their input current harmonics, 

output voltage ripples and also total Harmonic Distortion (THD) as well. The input current waveform, 

voltage waveform and THD have been observed. The rectifiers are modeled and simulated using 

MATLAB software to compare their harmonic levels. 
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For high power applications such as high voltage DC transmission and DC motor drives, a 12 pulse 

output is generally required to reduce the output ripples and to increase the ripple frequencies. A three phase 

bridge gives a six pulse output voltages. An enhancement of the six pulse bridge arrangement uses 12 valves in 
a twelve pulse bridge. A twelve pulse bridge is effectively two six pulse bridges connected in series on the DC 

side and arranged with a phase displacement between their respective AC supplies so that some of the 

harmonics voltages and currents are get cancelled. 

The phase displacement between the two AC supplies is usually 30° and is realized by using converter 

transformer with two different secondary windings. Usually one of the valve winding is star (wye) connected 

and the other is delta connected. 

MATLAB software, particularly Simulink, MATLAB's graphical interface is a Environment for 

designing and modeling systems, was used to model various aspects of the proposed power generation and 

transmission system. MATLAB version 2013, release 07.02.2013, equipped with the SimPowerSystems block 

set, was the software used. 

 

3-Phase diode rectifier using 6-diodes 
The MATLAB Sim Power Systems software is a subsystem contains numerous demonstration models, 

including a model of a 3-phase diode rectifier. This model was the inspiration for our simplified models of 3-

phase 6-pulse and 12-pulse converters. 

Figure1 shows 6-pulse diode bridge rectifier. The three single-phase AC voltage sources, each 120 

degrees out of phase with the other, each being rectified through a diode, RL load was used. 

 

 
Figure: 1:3-phase diode rectifier using 6-diodes 

                      

3-Phase diode rectifier using 12-diodes 
The MATLAB 3-phase diode rectifier demonstration model, described above, features three single-

phase AC voltage sources, each 120 degrees out of phase with the other, each being rectified through a diode 

and RL load was used.  
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Figure: 2: 3-Phase diode rectifier using 12 diodes. 

 

12-pulse converter rectifier, using 12-thyristors 

Diodes cannot be used in HVDC converters because the timing of current flow must be precisely 

controlled, and diodes do not allow this sort of control. 3-Phase diode models using 6-diodes and 12-diodes 

rectifier models and also 12-pulse rectifier using thyristors model were simulated. Stability is the major problem 

in diode models, Hence output voltage can be varied in 12-pulse converter using thyristors. 
 

 
Figure: 3: 12 pulse converter using 12-thyristors. 

 

III. Simulated Results 
Both 6-pulse and 12-pulse rectifier models were simulated. With increasing pulses in the converter, the 

input side the Total Harmonic Distortion (THD) is reduces and efficiency of the system is increased. For RL 

type load with R= 10 ohm, and L=650μH. The results obtained are as follows: 
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Results obtained for six pulse converter showing output voltage (Vd), input current (I), and output current (Id) in 

figure 4. 

 
Figure: 4: waveforms of 3-phase diode rectifier using 6-diodes 

 

Results obtained for twelve (12) pulse converter using diodes. Showing output voltage (Vd), secondary currents 

(i1) and (i2), and input current (I) in figure 5. 

 

 
Figure: 5: waveforms of twelve pulse converter using diodes. 

 

Results obtained for twelve (12) pulse converter using thyristors. Showing output voltage (Vd), secondary 

currents ( i1) and ( i2) and input current (I) in Figure 6. 
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Figure: 6: waveforms of twelve pulse converter using thyristors. 

 

Fast Fourier Transform (FFT) analysis was carried out on both 6-pulse and 12-pulse converters. The analysis 

shows 11th and 13th harmonics in 12 pulse converter with 12% of THD. 
 

 

Figure: 7: FFT analysis. 

 

With increasing the pulses in the converter, the input side the Total Harmonic Distortion (THD) has 
reduces and efficiency of the system is increased. For RL type load with R= 10 ohm, L = 650μH and the results 

obtained are as follows: 

THD in 6 pulse converter = 36.95 % 

THD in 12 pulse converter = 12.48 % 
 

It is observed that the total harmonic distortion (THD) decreases as the number of converter pulses 

increases and it is within limits as per IEEE standards. 
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IV. Conclusion 

In the 12-Pulse converter configurations, the output voltage ripple as well as the input phase current 

harmonic content was much lower as compared to the 6-Pulse converter configurations. As the number of pulses 

increases, the quality of DC so obtained becomes better as well as the harmonic content in the AC input current 

is further reduced. Other multi-pulse converter configurations with pulse numbers much higher than 12 and with 

different configurations, like 18-Pulse, 24- Pulse, 36-Pulse, 48-Pulse configurations, which give much better 

performance than the 12-Pulse converter. But due to increased circuit complexity and higher number of 

components involved, their analysis becomes tedious and complex. 
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I. INTRODUCTION 
Mobile adhoc networks (MANET) [1] is a popular technology the world society speaks about due to 

the technology development. The modern world uses internet technology for everything as a part of their life, 

and now a day they use mobile technology in place of information technology to get access to the location 

based service. The kind of sophisticated service increases with the risk rate in accessing the service. The 

service providers have more challenges in providing the services and maintaining the quality of service 

parameters. A mobile network is an autonomous collection of mobile users that communicate over relatively 

bandwidth constrained wireless links. Since the nodes are mobile, the wireless network topology may change 

rapidly and unpredictably over time. The MANET network is decentralized; where all network activity 

including discovering the topology and delivering messages must be executed by the nodes themselves. The 

verification of the node locations is an important issue in mobile networks, and it becomes particularly 

challenging in the presence of adversaries aiming at harming the system. In order to find out the neighbor 

nodes and verify them various techniques are proposed. 

Neighbour discovery deals with the identification of neighboring nodes with which a communication 

link can be established or that are within a given distance. An adversarial node could be securely discovered as 

neighbour  node and be indeed a neighbour (within some range), but it could still cheat about its position 

within the same range. In other words, secure neighbor discovery lets a node assess whether another node is an 

actual neighbour but it does not verify the location it claims to be at .this is most often employed to counter 

wormhole attacks. Figure1  shows an example of topological information stored by verifier S at the end of the 

message exchange and effect of a fake position announcement by M. 

 

Abstract: Mobile Ad Hoc Network(MANET) is a kind of wireless network where you can find number of 

base stations which supports the communication of mobile nodes. The mobile node supports the routing 

process of the communication to improve the throughput of the overall network. The mobile nodes are 

moving at some speed and towards the direction, which makes the topology of the wireless network gets 

changing at every fraction of time. Due to this reason there will be number of nodes comes into the 

coverage area of a base station and leaves, which cannot be trusted for service handling. What the 

adversary does here is that it replies with the route discovery phase using fake location information with 

the intension to get participate in the routing process. After gets selected it simply discard the packets 

received, or manipulate the packets, or else it will never receive the packets because of the false 

location. This makes the transmission as a failure one and service throughput degrades automatically. 

Location Based Services are one, which is provided and accessed based on the location content. In a 

road traffic network the location based service can be accessed in various ways. The routing in the road 

network becomes more complicated due to the increase in mobile nodes. A mobile node can access a 

service to know about the traffic and the route to reach a destination by accessing the location based 

service. The correctness of the node locations is therefore an all important issue in mobile networks, and 

it becomes particularly challenging in the presence of adversaries aiming at harming the system. This 

paper presents a protocol for updating the position of the node in dynamic mobile ad hoc networks. The 

protocol adapts quickly to position changes when node movement is frequent, yet requires little or no 

overhead during the periods in which hosts move less frequently. 

Keywords: CST, DST, MANET, Neighbor discovery, NPV. 
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Fig.1: Neighbor discovery in adversarial environment 

 
Neighbor verification [2] schemes often rely on fixed or mobile trustworthy nodes, which are assumed 

to be always available for the verification of the neighbor positions announced by third parties. In mobile ad 

hoc environments, however, the pervasive presence of either infrastructure or neighbour nodes that can be 

aprioristically trusted is quite unrealistic. Thus, a protocol is devised that is autonomous and does not require 

the trustworthy neighbours.  A mobile ad hoc network is the collection of wireless mobile hosts forming a 

temporary network without the aid of any established infrastructure or centralized administration. In such an 

environment, it is necessary for one mobile node to enlist the aid of other hosts in forwarding a packet to its 

destination, due to the limited range of each mobile node’s wireless transmissions. In order to procure the 

position of other nodes while moving, an approach is proposed such a way that it helps in obtaining the 

position of a dynamic mobile node. This paper presents a protocol for updating the position of the node in 

dynamic mobile ad hoc networks. The protocol adapts quickly to position changes when node movement is 

frequent, yet requires little or no overhead during the periods in which hosts move less frequently. 

 

II. RELATED WORK 
In [3] , the authors propose an Adaptive Hello Messaging Scheme for Neighbor Discovery in On-

Demand MANET Routing Protocols. The authors present an adaptive Hello messaging scheme to suppress 

unnecessary Hello messages without reduced detectability of the broken links. Simulation results show that the 

proposed method reduces energy consumption and the network overhead without any explicit difference in 

throughput. In [4], the authors propose Dynamic Neighbor Positioning In Manet with Protection against 

Adversarial Attacks. The authors present techniques for finding neighbours effectively in a non priori trusted 

environment are identified. These techniques will eventually provide security from attacker nodes. The 

protocol is robust to malicious attacks. This protocol will also update the position of the mobile nodes in an 

active environment. The performance of the proposed  method will be effective one. 

In [5], the authors propose Neighbor node discovery and Trust prediction in MANETs. This paper 

uses the directional antenna algorithm known as scanning based direct discovery algorithm to discover the 

neighbour nodes. To enable the cooperative working of the various distributed protocols we use trust system to 

provide the trust level of various mobile nodes, thereby enhancing the cooperation among the nodes. This 

paper uses the distributed hybrid trust algorithm and also uses relationship maturity concept to compute the 

trust of the mobile nodes. This paper demonstrates that Trust systems are better than already existing 

encryption techniques. For the discovery of mobile nodes [6], the authors explored the various attacks possible 

in the physical and communication medium of the MANETs. The authors classified the neighbor discovery as 

physical and communication neighbor discovery. Protocols aiming at communication neighbour discovery, 

which are based on physical discovery protocols, often fail to achieve their objective. This is because that these 

two types of discovery are not equivalent. At the same time, the protocols for communication neighbour 

discovery do not fully address the problem at hand. They are very effective only under very specific operational 

conditions or they do not ensure correctness in all cases. 
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For the verification of Neighbor position [7] [8], there are techniques that was studied in the context 

of mobile ad hoc and sensor networks; however, existing Neighbor Position Verification schemes often rely on 

traditional or mobile trustworthy nodes, which are assumed to be always available for the verification of the 

positions announced by third parties. In mobile ad hoc environments, however, the pervasive presence of either 

infrastructure or neighbour nodes that can be aprioristically trusted is quite unrealistic. 

 

III. PROPOSED WORK 
In this paper we propose a fully distributed cooperative scheme for neighbor position verification 

(NPV), which enables a node, hereinafter called the verifier, to discover and verify the position of its 

communication neighbors. 

 

1. NPV Protocol 

The proposed NPV protocol is designed for spontaneous mobile ad hoc environments, and, as such, it 

does not rely on the presence of a trusted infrastructure or of a priori trustworthy nodes. This protocol leverages 

cooperation but allows a node to perform all verification procedures autonomously. This method has no need 

for lengthy interactions, e.g., to reach a consensus among multiple mobile nodes, making our scheme suitable 

for both low and high mobility environments. It is reactive, meaning that it can be executed by any mobile 

node, at any point in time, without prior knowledge of the neighborhood. It is robust against independent and 

colluding attacks. It is lightweight, as it generates low overhead routing traffic. 

 

Algorithm 1: 

Step 1: node S do 

Step 2: S ->* : (POLL, K’s) 

Step 3: S : store ts 

Step 4: When receive REPLY from X E 

Step 5: S : store txs, cx 

Step 6: after Tmax + Tjitter do 

Step 7: S : ms={(cx, ix)/txs)} 

 

2. Direct Symmetry Test 

The Direct Symmetry Test(DST) verifies the direct links with its communication neighbor nodes. To 

this end, DST checks whether reciprocal to F-derived distances are consistent with each other and with the 

position advertised by the neighbor node and with a proximity range. The latter corresponds to the maximum 

nominal transmission range, and upper bounds the distance at which the two nodes can communicate. 

 

Algorithm 2: 

Step 1: node S do 

Step 2: S: Fs<-0 

Step 3: For all X E Ns do 

Step 4: If dsx – dxs > 2 or 

Step 5: ps – px / - dxs > 2 or 

Step 6: dsx > R then 

Step 7: S:Fs<-X 

 

3. Cross Symmetry Test 

The cross symmetry test(CST) ignores nodes already declared as faulty by the DST and only considers 

mobile nodes that proved to be communication neighbor nodes between each other, i.e., for which To F derived 

mutual distances are available. However, pairs of neighbor nodes declaring collinear positions with respect to S 

are not taken into account. This choice makes our NPV robust to attacks in many particular situations. For all 

other pair the cross test verifies the symmetry of the reciprocal distances and their consistency with the 

positions declared by the neighbor nodes and with the proximity range. For each neighbor maintains a link 

counter and a mismatch counter. The former is incremented at every new crosscheck on X, and records the 

number of communication links between neighbor and other neighbors. The latter is incremented every time at 

least one of the cross-checks on distance and the position fails and identifies the potential for neighbor being 

faulty. 
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Algorithm 3: 

Step 1: node S do 

Step 2: S:Us<- 0, Ws<- 0 

Step 3: For all X E Ns, X E Fs do 

Step 4: if dxy , dyx and 

Step 5: Ps E line(px , py) 

Step 6: S:lx=lx+1, ly=ly+1 

Step 7: If dxy-dyx > 2x+e or 

Step 8: dxy > R then 

Step 9: S: mx=mx+1. 

 

 

IV. CONCLUSION 
In mobile ad hoc networks(MANETs), position aided routing protocols can offer a significant 

performance increase over fixed ad hoc routing protocols. As position information is broadcasted including the 

attacker to receive. Routes may be disconnected due to the dynamic movement of mobile nodes. Such mobile 

networks are more vulnerable to both internal and external attacks due to presence of the attacker nodes. These 

mobile nodes affect the performance of the routing protocol in ad hoc networks. So it is essential to identify the 

neighbor nodes in MANET. The Neighbor Position Verification (NPV) is a routing protocol designed to 

protect the wireless network from adversary nodes by verifying the position of neighbor nodes to improve 

security, efficiency and performance in ad hoc network routing. 
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I. Introduction 
Protecting the environmental and natural resources is increasingly becoming very important through 

environmental solid waste management programmes. It is necessary to follow the same part with the waste 

managers, a sustainable approach to waste and integrate strategies that will produce the best practicable option. 
This is very challenging task since it involves taking into account economic, technical, regulatory, and 

environmental issues. Solid waste management is a complex and multi-disciplinary problems that should be 

considered from basis. For a healthy environment, both municipal and industrial waste should be managed 

according to solid waste management hierarchy (prevention /minimization/ recovery/incineration/landfilling).  

Studies on modelling of solid waste management system were started in 1970s and were increased with 

the development of computer models in 1980s. While models in the 80s were generally based on an economic 

perspective [1], models that included recycling and other waste management method were developed for 

planning of municipal solid waste management system in the 1990 [2]. It is accepted that LCA concepts and 

Abstract: Life Cycle Assessment (LCA) is currently being used in several countries to evaluate 

treatment options for specific waste fractions. The application of GaBi5 (Holistic Balancing) 

modeling tool is currently apt for the impact assessment of environmental pollution indices arising 

from wastes. This study focuses on the characterization of environmental impact indices of solid 

wastes in Suurulere, one of the Local Government Area (LGA)s in Nigeria using GaBi5. 
Waste classification was carried out in the selected houses of the LGA. Tool for the Reduction and 

Assessment of Chemical and other Environmental Impacts (TRACI) and the Centre of 

Environmental Science, University of Leiden, Netherlands (CML) methods of LCA inventory 

assessment were employed in the study. One kg of municipal solid waste of this area was selected 

as the functional unit. The Scenario considered in this study with its system boundaries is 

Landfilling. It consists of three main steps: Collection, Transportation and Landfilling. GaBi5  

modeling tool was used to obtain background data for the life cycle inventory and to analyse the 

wastes completely. Four (4) environmental impact indices evaluated are: Global Warming 

Potential (GWP), Acidification Potential (AP), Eutrophication Potential (EP) and Ozone Depletion 

Potential (ODP). 

Result of the Scenario’s Environmental Impacts shows that the GWP is characterized in the order: 
Biodegradable > Textile > Wood > Paper > plastic > Metal > Glass. The AP followed similar 

trend except for paper that is greater than wood wastes. EP has this trend; Metal > Wood > Glass 

> Biodegradable > Paper > Textile while for ODP it was Textile > Plastic > Paper > Metal > 

Wood > Biodegradable > Glass. The study also showed that when LCA is applied in conjunction 

with the waste hierarchy, it can be a useful tool for the planning of municipal waste management 

plans as it allows municipalities to directly compare the actual environmental impacts of different 

technologies and planning options. Furthermore, through system expansion, a consequential 

approach to LCA may encourage municipalities to integrate waste management with processes in 

other sectors. The GaBi software of LCA solves the problem of imprecision involved in solid waste 

decision making.  The study concludes that the wastes all have detrimental impacts on the 4 

measured categories but the highest pollution threat is on the Global Warming Potential. It is 

recommended that Environmental Protection Agencies at all levels should always analyze and 
contain the pollution impacts of the solid wastes on the environment. 

Keywords: Environmental Impact Indices, GaBi5, Life Cycle Assessment, Life Cycle Inventory 



Characterization of environmental impact indices of solid wastes in Surulere Local...... 

| IJMER | ISSN: 2249–6645 |                               www.ijmer.com                        | Vol. 4 | Iss.9| Sept. 2014 | 42| 

techniques provides solid waste planners and decision makers with an excellent framework to evaluate MSW 

management strategies [3]. 

The LCA, which is used to determined the optimum municipal solid waste management (MSW) 
strategy. Environmental LCA is a system analysis tools. It was developed rapidly during the 1990s and has 

reached a certain level of harmonization and standardization. The LCA of product commence with extracting of 

raw materials through the process of logging, mining etc and ends with final disposal of products. The life cycle 

of waste on the other hand, starts when a material is discarded into the waste stream and ends when the material 

has either been converted into a resource (such as recycled materials or recovered energy) or, when it is finally 

disposed. 

The LCA is currently being used in several countries to evaluate treatment option for specific waste 

fractions [3-8]. Over the last few years back, some agencies like the Society of Environmental Toxicology and 

Chemistry (1991), Canadian Standards Association (1994), and the International Organization for 

Standardisation (ISO) have undertaken the development of standardization methodologies for carrying out the 

first two phases of life cycle assessment: Goal definition and scoping and life cycle inventories. The third phase 
of life cycle assessment, impact analysis, is intrinsically more problematic and there is, at this time, no widely 

accepted methodology for combining the diverse environmental effects into a single measure of environmental 

performance. 

Regularity, technical and environmental constraints characterize LCA models [9]. The regulatory 

constraints give the minimum percentage of waste recycling; these percentages are proportional to the total 

waste generated. Also [9] presented a comprehension mixed integer nonlinear programming problem, whose 

planning horizon is a year. They gave a detailed description of environmental constraints that cover RDF 

constraints; the incineration and the SOM constraints.   

The model of [10] minimize overall cost (taking into account energy and material recovery) through 

the solution of a nonlinear programming problem.  

The aim of this present study is to select an optimum waste management system for Surulere LGA of 

Nigeria by evaluating, from an environmental point of view, alternatives to the existing system. Here, the LCA 
methodology has been used to conduct an environmental comparison of the alternative scenarios in the waste 

management system of the Study Area. This evaluation was according to TSE EN ISO 14040 that classified 

LCA into four major stages of goal and scope definition, life cycle inventory, life cycle impact analysis and 

interpretation of the results.  

 

II. Methodology 
 

(a) Study Area 

The municipality of Surulere Local Government Area (LGA) in Oyo State of Nigeria is with a 

population of 180,000 people [11], and is increasing with an annual population rate of 0.150/0. The headquarters 

is situated at Iresa-Adu which is the largest of all the towns in the LGA. The study area has two different 

seasons; the Wet and Dry season. The wet season lasts about 6 months, April to September that is the period of 

maximum solid waste generation while the dry season is from October to March with scanty or no rainfall. In 

the study area, apart from Open – burning, there is only one waste recovery program and the program is 

widespread throughout the area which is uncontrolled tipping. Wastes are collected in bins or containers and 

compactor vehicles and are later transported by the Oyo State Environmental Protection Agency (OYSEPA) for 
land filling with little recovery rate. 

 

(b) Waste Composition in the study area. 

The waste density and composition in municipality of Surulere Local Government Area are given in 

Figures I and II respectively. 
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where D1, D2…D5 – Selected Dumpsites 

Figure I: Waste density in selected dumpsites of the Study Area 

[Source: 12] 
  

                               
                                                      where TW – Total Waste, HW – Headpan Weight. 

Figure II: Composition of waste materials by mass in the Study Area 

[Source: 12] 

 

(c) The Life Cycle Assessment (LCA) 

The functional unit selected for the comparison of the alternative scenarios is the management of 1kg 

of municipal solid waste of this area. The scenario that was considered in this study with the system boundaries 

is illustrated in Figure III. The Scenario is called Landfilling Scenario consists of three main steps: Collection, 

Transport and Landfilling of MSW. Because of rural nature of the area, the quantities of municipal solid waste 
of this area are not rising rapidly; it is assumed that approximately 90 tonnes of MSW is generated daily by the 

180,000 residents. Most of their wastes are being disposed when going to farm or thrown into the drains during 

heavy rainfall. Few private vehicles collect wastes in plastic bags that are discarded and piled up on the streets 

by the residents, and transport the wastes to the unregulated dumping site to dump there at all hours of the day 

for recycling or other use when they know they have no means of dumping waste materials. There are few 

unregulated open dumping site where recyclable components (about 7% of total wastes) are partially separated 

manually under the unhygienic conditions and piled up for recycling. 
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C: collection, T: transportation 

Figure III: the scenario of MSW for the Study 

 

III. Results And Discussions 
The two methods employed to assess the impact of the solid waste generated in the study area are: the 

Tool for the Reduction and Assessment of Chemical and other Environmental Impacts (TRACI) and the Centre 

of Environmental Science, University of Leiden, (the Netherlands CML) Methods. 

 

(a) Impact assessment of the Scenario with CML method of GaBi5 LCA modelling 

11.60kg of waste materials were collected and transported for landfilling purposes.  The flow chart of 

the landfill scenario and the result of Life Cycle Inventory (LCI) as produced from the GaBi5 LCA model are 

given in Figure IV and Table I respectively. 
 

                   
Figure IV:   Plan of the LCA of Solid Waste Management in the Scenario 

 

Table I: LCI result for the Scenario 
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(i) Global Warming Potential (GWP)  

Using the CML Method, the global warming potential for hundred years in the LCA of solid waste management 

from GaBi5 LCA model is graphically shown below: 
 

 
Figure V: GWP 100years - LCA of Solid Waste Management 

 

(ii) Acidification Potential (AP)  

Using the CML Method, the acidification potential in the LCA of solid waste management is graphically shown 
below: 

 

 
Figure VI: AP - LCA of Solid Waste Management 
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(iii) Eutrophication Potential (EP)  

Using the CML Method, the eutrophication potential in the LCA of solid waste management is graphically 

shown below: 
 

 
Figure VII: EP - LCA of Solid Waste Management 

 

(iv) Ozone Depletion Potential (ODP)  

Using the CML Method, the Ozone Depletion potential in the LCA of solid waste management is graphically 

shown below: 

 

 
Figure VIII    ODP - LCA of Solid Waste Management 
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(b) Impact assessment of the Scenario with TRACI method of GaBi5 LCA modelling 

The comprehensive results of the life cycle Impact (LCI) Assessment of the scenario analyzed using 

the TRACI method are given below: 
 

(i) Global Warming Potential (GWP)  

Using the TRACI Method, the global warming potential for hundred years in the LCA of solid waste 

management of Surulere Local Government is expressed as global warming air which is graphically shown 

below: 
 

 
                                 Figure IX:    GWP - LCA of Solid Waste Management  

 

(ii) Acidification Potential (AP)  

Using the TRACI Method, the acidification potential in the LCA of solid waste management scenario is 

graphically shown below: 
 

 
                                         Figure X: AP - LCA of Solid Waste Management 
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(iii) Eutrophication Potential (EP)  

Using the TRACI Method, the eutrophication potential in the LCA of solid waste management (scenario one) is 

graphically shown below: 
 

 
                                         Figure XI: EP - LCA of Solid Waste Management  

 

(iv) Ozone Depletion Potential (ODP)  

Using the TRACI Method, the Ozone Depletion potential in the LCA of solid waste management scenario is 

graphically shown below: 

 

 
                                    Figure XII: ODA - LCA of Solid Waste Management  
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(c) Comparison of Environmental impact assessment of both TRACI and CML methods 

(i) Global Warming Potential(GWP) 

It is generally observed that the GWP for 100years is relatively the same when the solid waste is land filled in 
respective of the LCI Assessment method used. From Figures V and IX, it is noted that the GWP for 100years is 

the same for both method of assessment. 

 

(ii) Acidification Potential (AP)  

From Figures VI and X, it is discovered that the environmental impact in terms of AP is high when TRACI 

method was used for the LCI assessment while it is lesser when CML method was adopted for the assessment. 

 

(iii) Eutrophication Potential (EP) 

From Figures VII and XI, it is noted that the EP as result of biodegradable waste and textile waste are high 

whereas the EP for other type of solid waste as indicated in the Figures are lesser when CML method was used 

for the LCI assessment; while when the TRACI method was used for the assessment, most of solid wastes have 
a high EP, with the exception of biodegradable waste and textile waste, when compared with CML method. 

 

(iv) Ozone Depletion Potential (ODP)  

The potential of ozone depletion as a result of solid waste land filled when assessed by CML method is a little 

higher than when TRACI method was used for LCI assessment (Figures VIII and XII refers). 

 

IV. Conclusion 
Application of GaBi5 LCA modelling techniques solves the problem of imprecision involved in solid 

waste decision making. The study concludes that the wastes all have detrimental impacts on the 4 measured 
categories but the highest pollution threat is on the Global Warming Potential (GWP). The Scenario’s 

Environmental Impacts shows that the GWP is characterized in the order: Biodegradable > Textile > Wood > 

Paper > plastic > Metal > Glass. The AP followed similar trend except for paper that is greater than wood 

wastes. EP has this trend; Metal > Wood > Glass > Biodegradable > Paper > Textile while for ODP it was 

Textile > Plastic > Paper > Metal > Wood > Biodegradable > Glass. The study also showed that when LCA is 

applied in conjunction with the waste hierarchy, it can be a useful tool for the planning of municipal waste 

management system as it allows municipalities to directly compare the actual environmental impacts of different 

technologies and planning options. Furthermore, through system expansion, a consequential approach to LCA 

may encourage municipalities to integrate waste management with processes in other sectors. It is therefore 

recommended that Environmental Protection Agencies at all levels should always analyze and contain the 

pollution impacts of the solid wastes on the environment. 
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I. INTRODUCTION  
Mobile Ad Hoc Networks(MANETs) [1]  are planned to function good networking system facilitating 

data exchange between mobile devices without fixed infrastructures. It’s most important to support group-

oriented applications, audio and video conference and one-to- many data dissemination in disaster or 

battlefield rescue scenarios. Wireless network communication is broadcast and a certain amount of devices can 

receive transmitted messages, the risk of unsecured sensitive data being intercepted by unintended recipients is 

a real concerned. So MANET, Vehicular Ad Hoc Network(VANET) [2] having in same near future. This 

network communication is hard to resort hard to resort to a fully trusted third party to secure the network 

communication. And then the group members must be cooperative and the communication among them is 

local and efficiently. An ad hoc network is a collection of wireless nodes that can dynamically form a network 

to exchange information without using any pre-existing traditional network infrastructure. It is an autonomous 

system in which mobile nodes connected by wireless links are free to move randomly and often act as routers at 

the same time. The traffic types in MANETs are quite different from those in an infrastructure wireless 

network. Figure 1 shows an example MANET. 

 

Abstract: A Mobile Ad Hoc Network(MANET) is a system made up of wireless mobile nodes. These 

MANET nodes have wireless communication and networking characteristics. MANETs have been 

proposed to serve as an effective networking system facilitating information exchange between mobile 

devices even without fixed infrastructures. In MANETs, it is important to support group-oriented 

applications, such as audio/video conference and one-to-many data dissemination in disaster or 

battlefield rescue scenarios. In the above group oriented communication scenarios, the common problem 

is to enable a sender to securely transmit secret messages to a remote cooperative group. A solution to 

the above problem must meet several constraints. First, the sender must be remote and can be dynamic. 

Second, the message transmission may cross various networks including open insecure networks before 

reaching the intended recipients. Third, the data communication from the group members to the sender 

may be limited. Also, the sender may wish to choose only a subset of the overall group as the intended 

recipients. Furthermore, it is hard to resort to a fully trusted third party to secure the overall 

communication. In contrast to the above constraints, mitigating features are that the group members are 

cooperative and the secret communication among them is local and efficient. This paper exploits these 

mitigating features to facilitate the remote access control of group-oriented communications without 

relying on a fully trusted secret key generation center. 

Keywords: Broadcasting, Group communication, Key Management, MANET, VANET. 
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Fig. 1: An example MANET 

 

A Mobile Ad Hoc Network is a type of ad hoc network that can change locations and configure itself 

on the fly. Because ad hoc networks are mobile, they use wireless connections to connect to various networks. 

This can be a standard Wi-Fi connection, or another medium, such as a satellite or cellular transmission. A 

Mobile ad hoc Network (MANET) is a self-configuring infrastructure network of several mobile devices 

connected by wireless. Ad hoc is Latin and means "for this purpose".  Key Management is the major security 

concept in group oriented Communications. The existing key management systems can be categorised in to 

two types depending on the approaches. They are: Group Key Agreement and Key Distribution systems. 

Presently both of these concepts are active research areas and they have huge repositories of literature. 

 

II. RELATED WORK 
In a wireless environment, access control is the most fundamental and critical security issue in group 

oriented communication [3]. Generally, access control can be achieved by applying cryptographic techniques. 

A shared key, called group key or traffic encryption key (TEK), is used to cipher the group communication 

data and is distributed to all legitimate group members. Only the members who own this traffic key can access 

the communication content. The integrity and confidentiality of the group’s communication rely on the safety 

of the group key. Management of the group key thus plays a vital role in the security of group communication 

[4]. Key management in group oriented communication is very different from that in the point-to-point 

communication model. In the point-to-point model, the cipher key can be generated by negotiation through 

protocols such as the Diffie-Hellman key exchange protocol [5] or it can be generated by one side and then sent 

to another side. However, in group oriented communication, a group may have many receivers, and the 

efficient generation, regeneration and distribution of the group keys to all receivers is a complicated and 

challenging task. 

A large number of group key agreement protocols have been proposed in the literature. The earlier 

efforts in [6] focused on efficient establishment of the initial group key. Later studies in [7] enable efficient 

member joins, but the cost for a member leave is still comparatively very high. A tree key structure has been 

further proposed and then improved to achieve better efficiency for member joins and leaves [8]. Broadcast 

encryption is very essential for key management [9] in priced media distribution [10] and digital rights 

management [11]. Broadcast encryption schemes in the literature can be classified in 2 categories: symmetric-

key broadcast encryption and public-key broadcast encryption. In the symmetric-key encryption, only the 

trusted center generates all the secret keys and broadcasts messages to all users. Hence, only the key generation 

center can be the sender or the broadcaster. In the public-key encryption, in addition to the secret keys for each 

user, the trusted center also generates a public key for all the users so that any one can play the role of a sender 

or broadcaster . 
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III. PROPOSED WORK 
 

1. System Model 

In this paper, we create nodes and made ad hoc network. Each and every node has to generate both 

public and secret key. And allocate a certificate authority person to provide the certificate for public key during 

data transmission but he does not have secret key, receiver only have that single secret key. The remote sender 

can retrieve the receiver’s public key for checking and validate through the certificate authority. The potential 

receivers are linked together with the efficient local connections. Using communication infrastructures, they 

can also join to the heterogeneous networks. Each receiver has a public and secret key pair. The public key is 

certified by a certificate authority(CA), but the secret key is kept only by the receiver side. A remote sender can 

get back the receiver’s public key from the CA and validate the authenticity of the public key by checking its 

certificate, which implies that no direct communication from the receivers to the sender is necessary [7]. Then, 

the sender can send the secret messages to any chosen subset of the receivers. After that officially define the 

model of the group key agreement based broadcast encryption. Since the heart of the key management is to 

securely distribute a session key to the intended receivers, it is sufficient to define the system as a session key 

encapsulation mechanism. Then, the sender can at the same time encrypt any message under the session key, 

and only the intended receivers can decrypt it. Figure 2 shows our system model. 
 

 
Fig. 2: System Model 

 

2. Key Management 

The major security concern in group-oriented communications with access control is the key 

management. The key management process allowing secure and efficient transmissions to remote cooperative 

groups by effectively exploiting the mitigating features and circumventing the constraints. In proposed scheme 

an authentication key is a pair of public and private key and a certificate signed by the base station are pre 

distributed in each cluster head. The authentication key is used to verify the member sensor node identities. 

Authentication key is known to all the cluster heads and the base station. The public or private key pair is used 

to establish pair wise keys among cluster heads. An authentication key and the public key of the base station 

are pre distributed in each of the member sensor node. Public keys are used to verify the certificates of the 

cluster heads. Authentication key can be calculated by using the following hash function: 

 

                         KAuthi = H (IDi||KCHAuth) 

 

3. Key Generation 

The key generation algorithm is run by each user u
i 
to generate the public and private key pair.The 

user takes n,N as their inputs and value i as the index to generate (pk
i
,sk

i
) as their pub-lic,private key pair. The 
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key generation process can be done offline mode before the message transmission starts online.Each user 

randomly chooses public key P
i 
which belongs to the group Z

p 
and gener-ates secret key Si as  

S
i 
= g

Pi

 

4. Encryption 
The encryption algorithm is run by each sender who wishes to start the communication with the group 

of receivers. Here a secret session key k is generated with which messages can be enciphered and sent to the 

receivers. Only the intended receivers can decrypt that key and hence the secret message. The secret session 

key is generated as follows: 

 
 Randomly select r,P

i 
belongs to Z

p 
and compute  

          S
i0 

= g
Pi

,Y
io 

= (S
i1
/S

in
)

Pi 

,c=g
r 

 

 Extract the public group encryption key as  

 

      K = e(S
i1
,S

i2
)e(S

i2
,S

i3
).....e(S

in-1 ,
S

in
)  

 Compute  

 

         S = Ke(S
in

,S
i0
)e(S

i0
,S

i1
)  

 Compute secret session key  

 

             k=S
r 

 

 Broacast the header  

 

                                       Hdr = (S
i0
,Y

i0
,c) 

 

5. Decryption 

The Decryption algorithm is run by all the receivers’ in order to decrypt the secret session key hidden 

in the header part and thereby decrypt the message. The decryption process is explained as follows.  
 

 Each receiver Uij publishes  

        Yij = (S
ij+1

/S
ij-1

)S
ij 

 

 Each receiver indexed by ij can decrypt the secret session key  

 

          d = S
ij-1

(n+1)Pij 

Y
ij

n 

Y
ij+1

n-1

.......Y
ij-2 

 

 By using d each receiver can extract the se-cret session key k by computing  

 

                                                k=e(d,c) 

 

IV. CONCLUSION 
The difficulty of effectively, efficiently and securely broadcasting to a remote cooperative group 

happens in many freshly appearing networks. A foremost dispute in developing such network systems is to 

overwhelm the obstacles of the potentially restricted connection from the assembly to the sender, the 

unavailability of a completely trusted key generation center, and the dynamics of the sender. The living key 

administration paradigms cannot deal with these trials very effectively. In this paper, we circumvent these 

obstacles and close this gap by suggesting a innovative key management paradigm. This novel key 

management paradigm is a hybrid of customary broadcast encryption and assembly key agreement.  In such a 

scheme, each constituent sustains a single public or secret key two. Upon seeing the public keys of the group 

members, a isolated sender can securely broadcast to any proposed subgroup selected in an publicity hoc way. 

Following this form, we instantiate a method that is verified protected in the standard form. Even if all the no 

proposed constituents collude, then they will not extract any helpful data from the conveyed messages. After 

the public assembly cipher key is extracted, both the computation overhead and the connection cost are 

independent of the group dimensions. 
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I. INTRODUCTION 
Fingerprint can be used in forensic science to support criminal investigations, biometric systems such 

as civilian and commercial identification devices for person identification. It is believed with strong evidences 

that each fingerprint is unique. Each person has his own fingerprints with the permanent uniqueness. So 
fingerprints have being used for identification and forensic investigation for a long time. A fingerprint is 

composed of ridges and valleys on the surface of a fingertip. A fingerprint is a pattern of curving line structures 

called ridges, where the skin has a higher profile than its surroundings, which are called the valleys. In most 

fingerprint images, the ridges are black and the valleys are white. The fingerprint of an individual is unique and 

remains unchanged of over a lifetime. Automatic fingerprint identification is one of the most reliable biometric 

technologies. This is because of the well known fingerprint distinctiveness, persistence, ease of acquisition and 

high matching accuracy rates. Fingerprints are unique to each individual and they do not change over time. 

Even identical twins do not carry identical fingerprints. The uniqueness can be attributed to the fact that the 

ridge patterns and the details in small areas of friction ridges are never repeated. 

The fingerprint identification problem can be grouped into two sub-domains: one is fingerprint 

verification and the other is fingerprint identification. In addition, different from the manual approach for 

fingerprint recognition by experts, the fingerprint recognition here is referred as Automatic Fingerprint 
Recognition System. Fingerprint verification is to verify the authenticity of one person by his fingerprint. The 

user provides his fingerprint together with his identity information like his ID number. The fingerprint 

verification system retrieves the fingerprint template according to the ID number and matches the template with 

the real-time acquired fingerprint from the user. The noise and distortion of captured fingerprints and the 

inaccurate of extracted features make fingerprint matching a very difficult problem. With the advent of high-

resolution fingerprint imaging techniques and the increasing demand for high security, sweat pores have been 

recently attracting increasing attention in automatic fingerprint recognition.  

The main modules of a fingerprint identification system (Figure 1) are:  

1. Fingerprint sensing in which the fingerprint of an individual is acquired by a fingerprint                                                   

scanner to produce digital representation.  

2. In preprocessing the input fingerprint is improved and modified to simplify the task of feature 
extraction.  

Abstract: Fingerprints are usually used in recognition of a person's identity because of its uniqueness, 
stability. Today also the matching of incomplete or partial fingerprints remains challenge. The current 

technology is somewhat mature for matching ten prints, but matching of partial fingerprints still needs 

a lot of improvement. Automatic fingerprint identification techniques have been successfully adapted to 

both civilian and forensic applications. But this Fingerprint identification system suffers from the 

problem of handling incomplete prints and discards any partial fingerprints obtained. Level 2 features 

are very efficient if the quality of achievement decreases the number of level 2 features will not be 

enough for establishing high accuracy in identification. In such cases pores (level 3 features) can be 

used for partial fingerprint matching with the help of suitable technique local binary pattern features. 

Local binary pattern feature is used to match the pore against with full fingerprints. The first step 
involves extracting the pores from the partial image. These pores act as anchor points and sub window 

(32*32) is formed surrounding the pores. Then rotation invariant LBP histograms are obtained from 

the surrounding window. Finally chi-square formula is used to calculate the minimum distance between 

two histograms to find best matching score. 

Keywords: Local Binary Pattern, Pores, Partial Fingerprint, Chi-Square 
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3. In feature extraction the fingerprint is further processed to generate discriminative properties.  

4. Then in matching the feature vector of the input fingerprint is compared against one or more existing 

templates. Then score is calculated. The templates of approved users of the biometric system, also called clients, 
are usually stored in a database. Clients fingerprints can be checked against stored fingerprints. [5]              

 
Figure 1: Main Module of Fingerprint Identification System 

 

The need for recognition of partial fingerprints is increasing in both forensic and civilian applications. In 

forensics, latent fingerprints lifted from crime scenes are often noisy and broken, thus the usable portions are 

small and partial. In civilian applications, the invention of small hand-held devices, such as mobile phones, 

PDAs, and miniaturized fingerprint sensors present considerable demands on partial fingerprints processing. 

However, fingerprint scanners with a sensing area smaller than 1.0"x1.0", which is considered to be the average 

fingerprint size as required by FBI specifications can only capture partial fingerprints. A method for partial 

fingerprint recognition, the method comprising the steps of extracting features including ridge orientations, 

valley images, minutiae, and pores from at least two fingerprint fragments, aligning the fingerprint fragments, 
matching the pores and minutiae on the fingerprint fragments after applying estimated alignment transformation, 

calculating a final matching score based on a pore matching score and a minutiae matching score, identifying a 

person based on a result of the final matching score. 

Matching partial fingerprints to a pre-filed complete fingerprint is usually encountered in forensic 

applications. In many cases, the partial fingerprint images that lifted from crime scenes are broken and unclear. 

Thus, the useable parts of the partial fingerprint images are restricted in small areas. Matching the partial 

fingerprint to the pre-filed images in database usually has the following problems:  

1. The partial fingerprints obtained from a crime scene are normally small and noisy.  

2. The number of minutia points available in such prints is less and further reduces the                                                 

discriminating power.  

3. Difficult to discover correspondence of obtained partial fingerprint to one of the fingers even if ten-

prints are available. 
4. Loss of core and delta is highly likely, so a robust algorithm that is independent of relying on these 

singularities is required. 

5. Distortions like elasticity and humidity are introduced due to characteristics of the human skin. 

  

The major challenges faced in partial fingerprint matching are the absence of sufficient level 2 feature 

minutiae and other structures such as core and delta. Thus common matching methods based on alignment of 

singular structures would fail in case of partial prints. Pores (level 3 features) on fingerprints have proven to be 

discriminative features and have recently been successfully working in automatic fingerprint identification 

systems. [7]. The Purpose of our paper is partial fingerprint identification is done by using level 3 feature pores 

with the help of local binary pattern to improve the matching accuracy. 

 

II. LITERATURE SURVEY 
Level 1 feature, or patterns, is the macro details of the fingerprint such as ridge flow and pattern type. 

Level 1 level of detail cannot be used to individualize, but it can help narrow down the search. The line scan 

algorithm is very powerful algorithms that can be used for both full and partial fingerprints. The most notable 

advantages of these algorithms are the high accuracy in the case of partial fingerprints. At this time, the major 

drawback of developed algorithms is lack of pre-classification of examined fingers. Therefore, we use minutiae 

classification scheme to reduce the reference base for given tested finger.  In 1892, Galton introduced Level 2 

features by defining minutia points as either ridge endings or ridge bifurcations on a local ridge. Level 2 

features, unlike Level 1 features, have individualization power and contribute the most in fingerprint matching. 
On average, a fingerprint generally contains 75-175 minutiae. At times, however, only a small number of 
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minutiae are available in the captured fingerprint image and the extraction of additional Level 3 features may be 

necessary. 

  Locard introduced the science of poroscopy, the comparison of sweat pores for the purpose of personal 
identification in 1912. Locard confirmed that like the ridge characteristics, the pores are also permanent, 

immutable, and unique, and are useful for establishing the identity, particularly when a sufficient number of 

ridges are not available. Then Locard added the variation of sweat pores and proposed four criteria which can be 

used for pore based identification. The four criteria are the size of the pores, the form of the pores, and the 

position of the pores on the ridges, and the number or frequency of the pores. It was observed that the number of 

pores along a centimeter of ridge varies from 9 to 18, or 23 to 45 pores per inch and 20 to 40 pores should be 

sufficient to determine the identity of a person. Partial fingerprint identification is done by level 3 features based 

on pores extraction. There are three methods for partial fingerprint identification: 

 

1. State of the art pore matching method: 

First, gray scale images from the sensor are converted to binary format. The binary image is stored for 
later use and then processed further, resulting in a skeleton image. Finally, the skeleton image is processed to 

improve its functionality from a minutia or ridge analysis viewpoint. During the skeleton processing stage, its 

quality is improved by eliminating “ridge noise” components produced by pores and also by syntactic 

processing. The state-of-the-art pore matching method was recently proposed by Jain et al. In this method, the 

fingerprint images were first aligned based on the minutia features on them by using a string-matching 

algorithm. Then they were matched by using the iterative closest point (ICP) algorithm which is capable to 

handle sets of points with different numbers of points and can compensate for non-linear deformation between 

them. 

 

2. Adaptive pore model method: 

Manually marked and cropped hundreds of pores in several fingerprint images, including both open 

and closed pores. Based on the appearance of these real pores, we summarized three types of representative pore 
structures. Pore extraction results include Pores should reside on ridges only. To implement this constraint, we 

use the binary ridge image as a mask to filter the extracted pores. Pores should be within a range of valid sizes. 

We measure the size of a pore by counting the pixels in its region. The mean intensity of a true pore should be 

large enough. 

 

3. Dots and incipients for partial fingerprint matching method: 

A ridge unit may stay isolated that looks like a dot between normal ridges and thin and often 

fragmented ridges may also appear between normal ridges, known as incipient. As a result, our extraction 

algorithm for dots and incipients is designed based on ridge information and local orientation fields. The key 

component of our extraction algorithm is to estimate the local phase symmetry for ridge pixels. Because dots 

and incipients are isolated. They present slightly higher local symmetry than normal ridges. As a result, we 
employ wavelets based on complex valued Log Gabor functions to measure the local phase symmetry. Once 

local symmetry is estimated, it is multiplied with the skeletonized valley image. This is because dots and 

incipient ridges only occur in valleys between normal friction ridges. 

   However all these methods require high quality fingerprints so we use an automatic extraction of Local Binary 

Pattern of a pore for partial fingerprint identification. 

 

III. METHODOLOGY 
Pores appear on fingerprint images as drops on the ridge. Pores are extracted from partial fingerprint 

image by using marker controlled watershed segmentation method. The concept of watershed is used in the field 
of topography. It determines a drop of water which is fall into a particular region. The watershed transform 

produces closed and adjacent contours including all image edges. The watershed produces a severe over 

segmentation. 

 

1. Marker Controlled Watershed Segmentation: 

The marker-controlled watershed segmentation method is strong and flexible for segmentation of 

objects with closed contours, where the boundaries are represented as ridges. Markers are placed inside an 

object of interest. Internal markers are used to limit the number of regions by specifying the objects of interest 

and external markers are those pixels we are confident to belong to the background. After segmentation, the 

boundaries of the watershed regions are arranged on the desired ridges, thus separating each object from its 

neighbors. 
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2. Creating Markers: 

The marker image used for watershed segmentation is a binary image consisting of either single marker 

points or larger marker regions, where each connected marker is placed inside an object of interest. Each initial 
marker has a one-to-one relationship to a specific watershed region, thus the number of markers will be equal to 

the final number of watershed regions. After segmentation, the boundaries of the watershed regions are arranged 

on the desired ridges, thus separating each object from its neighbors. The markers can be manually or 

automatically selected, but high throughput experiments often use automatically generated markers to save 

human time and resources. Various methods have been used for computing internal and external markers, many 

of which involve the linear filtering, non linear filtering and morphological processing.  

 

3. Pore Extraction: 

We used simple algorithm to create foreground and background markers using Morphological image 

reconstructions. Read the original image as shown in Figure 3.1 (a). Then the watershed transform of the 

gradient fingerprint image is computed without any other processing. Watershed lines obtained which result in 
over segmented image as shown Figure 3.1 (b). Each connected region contains one local minimum in the 

corresponding gradient image. By computing the location of all regional minima in the fingerprint image as 

shown in Figure 3.1(c), we found that most of the regional minima are very shallow and represent detail which 

is irrelevant to our segmentation problem. The extraneous minima is eliminated by computing the set of low 

spots in the image that are deeper by a height threshold = 2. Then the markers are superimposed on the original 

fingerprint image. Next, background markers are created. The approach followed here is to mark the 

background by finding pixels that are exactly midway between the internal markers. This is done by computing 

the watershed transform of the internal marker image. The resulting watershed ridge lines appear in midway 

between the pores and hence they serve well as external markers. The marker image is shown in Figure 3.1 (d) 

The internal and external markers are then used to modify the gradient fingerprint image using a 

procedure called minima imposition. The minima imposition technique modifies a fingerprint image so that 

regional minima occur only in marked locations. Other pixel values are pushed up as necessary to remove all 
other regional minima. The gradient fingerprint image is then modified by imposing regional minima at the 

locations of both the internal and the external markers. Finally watershed transform of the marker-modified 

gradient fingerprint image is computed. After superimposing the watershed ridgelines on the original fingerprint 

image, a much improved pore extraction is obtained as shown in Figure 3.1 (e)                        

 
Figure 3.1: Pore extraction results (a) Original image (b) Over segmented image (c) Regional minima 

(d) Marker image (e) Extracted pores 

 

Algorithm: 

1. Read the original image. 

2. Develop gradient fingerprint images using appropriate edge detection function. 

3.  Compute the watershed transform of the gradient fingerprint image without any other processing which 

gives over segmented image. 
4.     Watershed lines obtained from gradient fingerprint images. Use the obtained watershed line as external 

markers by calculating regional minima. 

5. Superimpose the foreground marker image on binarized fingerprint image. 

6. Clean the edges of the markers using edge reconstruction. 

7. Compute the background markers. 

8. Compute the watershed transform of the function.[2] 
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IV.    IMPLEMENTATION 
A common challenge to the pore-based fingerprint recognition systems is how to accurately and 

robustly extract pores from fingerprint images. Based on the position on the ridges, pores are often divided into 

two categories: open and closed. A closed pore is entirely enclosed by a ridge, while an open pore intersects 

with the valley lying between two ridges as shown in Figure 4.1. 

 

1. Local Binary Pattern: 

The local binary pattern (LBP) operator was first introduced by Ojala et al. 1996.LBP is a powerful 

method of texture description. The original 3X3 neighborhood is thresholded by the value of the center pixel. 

The values of the pixels in the thresholded neighborhood are multiplied by the binomial weights given to the 

corresponding pixels. Finally, the values of the eight pixels are summed to obtain the LBP number for this 

neighborhood. [1] 
The standard version of the LBP of a pixel is formed by thresholding the 3X3 neighborhood of each 

pixel value with the center pixel‟s value. Let gc be the center pixel gray level and gp (p = 0,1,..7) be the gray 

level of each surrounding pixel. Fig.1 illustrate the basic LBP operation. If gi is smaller than gc , the binary result 

of the pixel is set to 0 otherwise set to 1. All the results are combined to get 8 bit value. The decimal value of the 

binary is the LBP feature. 

 
Figure 4.1: LBP operator of a pixel circular neighborhood with r=1, p=8 

 

Let LBPp,r denote the LBP feature of a pixel „s circularly neighborhoods, where r is the radius and p is 

the number of neighborhood points on the circle .From Figure 4.1 we can write,  

  

The concept of uniform patterns is introduced to reduce the number of possible bins. Any LBP pattern 

is called as uniform if the binary pattern consists of at most two bitwise transitions from 0 to 1 or vice versa. For 

example if the bit pattern 11111111(no transition) or 00110000 (two transitions) are uniform where as 10101011 

(six transition) are not uniform.    

 

2. Derivation of LBP Operator: 

Let us define texture T as the joint distribution of the gray levels of P (P > 1) image pixels:  

T = t(gc, g0,…..,gp-1) 

where gray value gc corresponds to the gray value of the center pixel of the local neighborhood and gp 

(P=0,1,…P-1) correspond to the gray values of P equally spaced pixels on a circle of radius R (R > 0). that form 

a circularly symmetric neighbor set. 

Without losing information, the gray value of the center pixel (gc) from the gray values of the circularly 

symmetric neighborhood gp gives: 

T = t(gc, g0 - gc, g1 - gc ,…..,gp-1 - gc) 

Next, we assume that differences gp - gc are independent of gc, which allows us to factorize the above equation :  

T = t(gc)t( g0 - gc, g1 - gc ,…..,gp-1 - gc) 
Since t(gc) describes the overall luminance of an image, which is unrelated to local image text so it can be 

ignored and therefore does not provide useful information for image analysis :  

T = t( g0 - gc, g1 - gc ,…..,gp-1 - gc) 
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Signed differences gp - gc are not affected by changes in mean luminance; hence, the joint difference 

distribution is invariant against gray-scale shifts. We achieve invariance with respect to the scaling of the gray 

scale by considering just the signs of the differences instead of their exact values: 
T = t( s(g0 - gc),s( g1 - gc) ,…..,s(gp-1 - gc)) 

Where,  

 
By assigning a binomial factor 2p for each sign S(gp - gc) , we transform the above equation into a unique LBPP,R 
number that characterizes the spatial structure of the local image : 

    

 

   

 

The name “Local Binary Pattern” reflects the functionality of the operator, i.e., a local neighborhood is 
thresholded at the gray value of the center pixel into a binary pattern.[3] 

 

3. LBP Feature Extraction: 

 However, adjacent LBP descriptors are not overlapped. Firstly, given an image, we split the image into 

several non-overlapped blocks. Then we extract the pores from fingerprint image by using marker controlled 

watershed segmentation method. Extracted pores are used as anchor points for mapping to full image. For each 

pore, a sub window is formed centered at that pore. Then for each block the feature histogram is calculated 

using local binary pattern. Through comparing the pixels between the neighbor points and central point, 

different weights are given according to different locations. We usually describe the neighborhood by a couple 

(P,R) , where P denotes the number of the sampled pixels in the area  and R denotes the radius of neighbor. It is 

obvious that different types of images contain different feature details. Thus, it is the key issue that how to deal 
with the details in order to get good recognition performance and high efficiency. Specifically, we define the 

different weight on each block. Then we enhance the histogram vector according to the weight so as to 

strengthen the key information and eliminate the ineffective information. The single block strategy that 

segments a whole image symmetrically which obtain most of the features but still there are some problems. 

The single-blocked strategy exacts the features in a easy way which leads to the decreasing of the 

recognition accuracy. Thus we can introduce the multi-blocked strategy that is to partition the same image into 

different blocks, and take the LBP feature vectors exacted by different partition into consideration. After that we 

deal with the problems bring by the single-blocked efficiently. In multi-blocked way, we need to combine the 

enhanced histogram in order to get the multi-blocked enhanced histogram. The resultant histogram is stored in 

the template of the partial image. Thus finally in the template for the partial image we have a set of histograms 

corresponding to all pores. 
 

 
 

Figure 4.2:  A fingerprint image is divided into number of blocks from which LBP histograms are extracted and 

concatenated into a single histogram 

 

In the case of LBP, the matching of an image pair is done by computing the distance between the two 

LBP feature histograms of training and test samples. The larger the distance between the histograms the more 

dissimilar are the images. The algorithm for matching a partial and full image pair is based on distance between 

two lbp feature histograms. Minimum distance corresponds to best match. To get distance between two 

histograms, chi-square formula is used.  

The Chi-Square distance between the two histograms S and M can be defined as:      
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Where Si and Mi denote the ith bin value for two histograms respectively and n is the number of 

elements in the histogram. Chi square distance is an effective measurement of similarity between a pair of 

histograms, hence it is suitable for nearest neighbor. The “Χ” is the Greek letter chi; the “∑” is a sigma. Here we 
find out the distance between observed value and expected value and then sum all the value. For identifying a 

partial image in the set of full images, match score corresponding to each (partial image, full image) pair is 

obtained. The full fingerprint with maximum match score is identified as the best match. 

 

Let Pp and Fp are list of histogram for pores in partial and full fingerprint mage respectively. 

for p in Pp 

dis = min(chi-square-distance(p, Fp)) 

if dis < threshold 

    p is matched with distance dis 

else p is non-matched 

 NIST special database 30 is used. It include all ten rolled fingerprints and the plain impressions at the 
bottom of the card scanned at both 500 dpi and 1000 dpi. This database has 36 paired fingerprint cards scanned 

at both resolutions and segmented into individual fingerprint images. Each partial fingerprint was matched with 

full fingerprint and then match score was calculated. [4] 

Match Score =No. of Matched pores / Total No. of pores 

Match scores represent the percentage of total number of pore matched out of total number of pores in partial 

image, it was necessary to choose threshold such that the match score was sufficiently high for all successful 

matches. The true detection rate RT means the ratio of the number of detected true pores to the number of all 

true pores and the false detection rate RF means the ratio of the number of falsely detected pores to the number 

of all detected pores were calculated on the fingerprint images. 

 

V.    CONCLUSION 
We present the partial fingerprint identification using local binary pattern features of pores. LBP 

feature provide good identification rate rather than other methods. This pore extraction method can detect pores 

more accurately and also help to improve the verification accuracy of pore based fingerprint identification 

system. The matching of partial and full image pair is based on distance between two local binary pattern feature 

histogram. For that we use chi-square formula to get the best result. Future work would involve making the 

fingerprint enhancement technique more efficient and effective for partial fingerprint identification. It also 

provide the fundamental issues of fingerprint permanence and improve the more accuracy of fingerprint 

recognition algorithms. Partial fingerprint identification also need to verify with different database which 

consists of large data and address robust feature extraction methods in case of scars, warts. 
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I. INTRODUCTION 
Mobile Adhoc Networks (MANETs) is collection of wireless mobile nodes that are free to move in any 

directions at any speed. Mobile hosts are equipped with the wireless transmitter and a receiver that 

communicate directly with each other or forward message through other nodes. One of the major advantages of 

the mobile networks is to allow different nodes for data communications and still maintain their mobility. 

However, this communication is limited to the range of different transmitters. It means that two hosts cannot 

communicate with each other when the distance between the two hosts is beyond the communication range of 

their own. MANET solves this problem by allowing intermediate hosts to relay data transmissions. This is 

achieved by dividing MANET into two types of networks such as single-hop and multihop[1]. In a single-hop 

network, all the nodes within the same radio range communicate directly with each other. But in a multihop 

network, the nodes rely on other intermediate nodes to transmit if the end point node is out of their radio 

communication range [2]. 

 

Abstract: In Mobile Ad Hoc Networks(MANETs), a set of interacting nodes should cooperatively 

implement the routing functions to enable end-to-end communication along dynamic paths composed by 

multi-hop wireless links. Several multi-hop routing protocols have been proposed for ad hoc networks, 

and most popular ones include: Dynamic Source Routing (DSR), Optimized Link-State Routing (OLSR), 

Ad Hoc On-Demand Distance Vector (AODV) and Destination- Sequenced Distance-Vector (DSDV). 

Most of these protocols rely on the assumption of a trustworthy cooperation among all participating 

nodes; unfortunately, this may not be a realistic assumption in real hosts. Malicious hosts could exploit 

the weakness of MANET to launch various kinds of attacks. Node mobility on ad hoc network cannot be 

restricted. As results, many Intrusion Detection System(IDS) solutions have been proposed for the wired 

network, which they are defined on strategic points such as switches, gateways, and routers, can not be 

implemented on the MANET. Thus, the wired network IDS characteristics must be modified prior to be 

implemented in the ad hoc network. Thus an  IDS should be added to enhance the security level of 

MANETs. If MANET can detect the attackers as soon as they enter the network, we will be able to 

completely eliminate the potential vulnerabilities caused by compromised nodes at the first time. IDSs 

usually act as the second layer in MANETs. This paper presents an novel IDS for MANETs which is 

based on acknowledgements. 

Keywords: ACK, Collision, Digital signature, IDS, MANET. 
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Fig. 1: An example Mobile Ad Hoc Network 

 

MANET is capable of operating a self-maintaining and self-organizing network without the need of 

any fixed infrastructure. Ad hoc networks does not require expensive base stations of infrastructure dependent 

network (single-hop wireless networks)[3]. As MANETs have different characteristics from the wired networks 

and even from single-hop wireless networks, there are more number of new challenges interrelated to security 

issues that need to be addressed. Initially, MANET was initially designed for military applications, but, in 

recent years, has found new usage. For example, search and rescue mission, data collection, virtual classes and 

conferences where computers, laptops, PDA or other mobile devices are in wireless communication. Since ad 

hoc network is being used wide spread, security has become a very important issue. In general, MANETs are 

vulnerable based on the basic characteristics such as changing topology, open medium, absence of 

infrastructure, restricted power supply, and scalability. In such case, Intrusion detection can be defined as the 

process of monitoring activities in a system which can be a computer or a network. The mechanism that 

performs this task is known an Intrusion Detection System (IDS) [4]. 

 

II. RELATED WORK 
In [5], the authors suggested dynamic source routing protocol for the mobile adhoc networks. Because 

in the MANETs the mobile hosts are randomly moved. Due to the limited range of transmission one mobile 

host needs other mobile node to forward the data packets. The dynamic source routing protocol adjusts quickly 

to routing changes when node movement is frequent. But it requires little overhead during the frequent node 

movement. In [1], the authors proposed an Acknowledgment-based Approach to detect the routing misbehavior 

of the mobile adhoc networks. TWOACK is necessary to work on the routing protocols such as Dynamic 

Source Routing (DSR). The main idea of the two ACK method is when a node forwards a data packet, 

effectively through the next hop, the next-hop link of the destination node will send back a special two- hop 

ACK called 2ACK to specify that the data packet has been received successfully. In [6], the authors proposed a 

command filtering framework to allow or reject the human-issued commands so that unwanted executions are 

never performed. In this concept instead of using the client- server model the peer-to-peer (P2P) 

communication between mobile robots is used.  

In [7], the authors proposed Collaborative Security Architecture for detecting the Black hole attack in 

the mobile adhoc networks. In this technique, if the node forwards the data packet to the watchdog node 

identifies whether the next node also forwards the data packet. If the next node does not forwards that data 

packet the watchdog node makes it is as the misbehavior node. In [8], the authors proposed Intrusion detection 

system for the MANETs. In the absence of the fixed infrastructure to provide communications, MANET is an 

attractive technology for some applications like environmental monitoring, conferencing, military applications. 

In [9], the authors suggested a model to detect the node misbehavior in the mobile adhoc networks. Based on 
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the Sequential Probability Ratio Test, the authors develop a model to describe how nodes can differentiate 

between the routes that include misbehaving nodes and routes that do not. For the detection of the misbehaving 

hosts in the infected routes a centralized and a localized approach is used. In [10], the authors suggested secure 

routing and the intrusion detection system in the adhoc networks. The authors present a proof-of-concept 

implementation of a secure routing protocol based on AODV over IPv6 for the Intrusion Detection and 

Response system for ad-hoc networks. 
 

III. PROPOSED WORK 
 

1. Problem Definition 

Our proposed method is designed to tackle false misbehavior and receiver collision. 

 

Receiver Collisions 

Node A sends Packet 1 to node B, it tries to overhear if node B forwarded that packet to another node 

C; meanwhile, node X is forwarding Packet 2 to the node C. In such case, node A overhears that the node B 

has successfully forwarded Packet 1 to node C but failed to detect that the node C did not receive this packet 

due to a collision between Packet 1 and Packet 2 at node C. This is shown in figure 2. 

 
Fig. 2: Receiver Collision 

 

False Misbehavior Report 

Node A successfully overheard that the node B forwarded Packet 1 to node C, node A still reported 

node B as misbehaving. Due to the open medium and remote distribution of typical MANETs, the attackers 

can easily capture and compromise one or two nodes to achieve this false misbehavior report attack. This is 

shown in figure 3. 

 
Fig. 3: False Misbehavior Report 

 

    Our proposed work is consisted of three major components, namely, ACK, secure ACK, and misbehavior 

report authentication(MRA). 
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2. ACK 

ACK is essentially associate end-to end acknowledgment scheme used in our work. It acts as a district 

of the hybrid scheme in this work, attending to scale back network overhead once no network misconduct is 

detected. In Figure 4, in ACK mode, node S initial sends out associate ACK information packet Pad1 to the 

destination node D. If all the intermediate nodes on the route between the nodes S and D square measure 

cooperative and node D with success receives Pad1, the node D is needed to remand associate ACK 

acknowledgment packet Pak1 on a similar route however in a very reverse order. Inside a predefined 

fundamental quantity, if the node S receives Pak1, then the packet transmission from node S to the  node D is 

winning. Otherwise, node S can switch to S-ACK mode by causing out an associate S-ACK information packet 

to sight the misbehaving nodes within the network route. 

 
Fig. 4:  ACK scheme 

 

3. S- ACK 

S-ACK scheme is an improved version of the TWOACK scheme. The principle is to let each three 

consecutive nodes work in a group to detect the misbehaving nodes. For each three consecutive nodes in the 

network route, the third node is required to send the S-ACK acknowledgement packet to the first node .The 

intention of introducing the S- ACK mode is to detect misbehaving nodes in the presence of receiver collision. 

 
Fig. 5: Secure Acknowledgement 

 

4. MRA 

Unlike the TWOACK IDS, where the source node immediately trusts the misbehavior report, our 

work requires the source node to switch to MRA mode and confirm this misbehavior report. This is a vital step 

to detect such false misbehavior. The MRA field is designed to resolve the weakness of the Watchdog when it 

fails to detect misbehaving nodes with the presence of the false misbehavior. The false misbehavior report can 

be generated by the malicious attackers to falsely report innocent nodes as malicious. The core of the MRA 

field is to authenticate whether the destination node has received the reported missing packet through a 

different network route. To initiate the MRA mode, the source node first searches its local knowledge base and 

then seeks for an alternative route to the destination host. If there is no other that exists, then the source node 

starts a DSR routing request to find another route. 
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5. Digital Signature 

Our proposed work is an acknowledgment-based IDS. They all rely on the acknowledgment packets to 

detect misbehaviors in the network. Thus, it is extremely important to ensure that all ACK packets are 

authentic and untainted. In order to ensure the integrity of the detection system, our work requires all 

acknowledgment packets to be digitally signed before they are sent out and verified until they are accepted. 

 

IV. CONCLUSION 
MANET is a collection of wireless mobile nodes forming a network without the need of existing 

infrastructure. There are various challenges that are faced in the MANET environment. These are mostly due 

to the lack of the resources of these networks. They are usually set up in situations of emergency, for temporary 

operations or in a case if there are no resources to set up elaborate networks. The solutions for traditional 

networks are usually not sufficient to provide efficient Ad-hoc operations. The wireless nature of network 

communication and lack of any security infrastructure raise several security problems. This paper focuses on 

the acknowledgment based IDS for MANETs. The proposed method provides higher malicious- behavior-

detection rates in certain circumstances while does not greatly affect the network performances. 
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I. INTRODUCTION 
Cloud Computing[1][2] is a concept that has many systems interconnected through a real time 

network like internet.  Cloud computing enables convenient, dynamic, on-demand, and reliable use of the 

distributed computing resources. The cloud computing model has five main characteristics on demand service, 

resource pooling, broad network access, flexibility, measured service. Cloud computing is efficient and scalable 

but to maintain the stability and to process many jobs in the cloud computing environment is a very difficult 

problem. The job arrival pattern cannot be predicted and the capacities of each host in the cloud environment 

differ. Hence for balancing the usage of the internet and related resources has increased widely. Due to this 

there is tremendous increase in overall workload. So there is uneven distribution of this workload which results 

in severe server overloading and may crash. In such the load, it is crucial to control the workloads to improve 

system performance and maintain stability. 

The load on every cloud is variable and dependent on several factors [3]. To handle this problem of 

imbalance of load in the cloud and to increase its working efficiency, this work tries to implement a switch 

mechanism for load balancing. Good load balancing makes cloud computing more efficient and also improves 

the user satisfaction. This paper is aimed at the public cloud which has numerous hosts. A system having the 

main controller, balancers, servers and a client is implemented in this work. It introduces a switch mechanism 

for balancing load to choose different strategies for different situations. The proposed work divides the public 

cloud into cloud partitions and applies different strategies to balance the load on cloud. Our work helps to 

avoid overloading of servers and improve response times. The basic designs of the system and algorithms to 

implement it are described in this paper. The following are the goals of Load Balancing: 

 

 To improve the performance substantially. 

 To have a backup plan in case the system fails 

        even partially. 

 To maintain the system stability. 

 To accommodate future modification in the 

        system. 

 

Abstract: In cloud computing environment, one of the core design principles is dynamic scalability, 

which guarantees cloud storage service to handle the growing amounts of application data in a flexible 

manner or to be readily enlarged. By integrating several private and public cloud services, the hybrid 

clouds can effectively provide dynamic scalability of service and data migration.  A load balancing is a 

method of dividing computing loads among numerous hardware resources. Due to unpredictable job 

arrival pattern and the capacities of the nodes in cloud differ for the load balancing problem. In this load 

control is very crucial to improve system performance and maintenance. This paper presents a switch 

mechanism for load balancing in cloud computing. The load balancing model given in this work is aimed 

at the public cloud which has numerous nodes with distributed computing resources in many different 

geographical areas. Thus, this model divides the public cloud environment into several cloud partitions. 

When the cloud environment is very large and complex, these divisions simplify the load balancing. The 

cloud environment has a main controller that chooses the suitable partitions for arriving jobs while the 

balancer for each cloud partition chooses the best load balancing strategy. 

Keywords: Cloud computing, Load balancing, Public cloud, Switch mechanism. 
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II. RELATED WORK 
In [4], the authors propose a binary tree structure that is used to partition the simulation area into sub- 

domains. The characteristics of this fast adaptive balancing technique is to be adjusted the workload between 

the processors from local areas to global areas. According to the difference in the workload, the arrangements 

of the cells are obtained. But the main workload concentrates on certain cells so that the procedure of adjusting 

the vertices of the network grid can be very long because of the local workload can be considered. This 

problem can be avoided by the fast load balancing adaptive technique. In [5], the authors propose a method 

named honeybee behavior inspired the load balancing algorithm. Here in this work well load balance across 

the virtual machines for maximizing the throughput. The load balancing cloud computing model can be 

achieved by modeling the foraging behavior of the honey bees. This algorithm is derived from the behavior of 

the honey bees that uses the method to find and reap food. In bee hives, there is a class of bees named as the 

scout bees and the another type was the forager bees .The scout bee which forage for the food sources, when 

they find the food, they come back to the beehive to advertise this news by using a dance called “vibration” 

dance. The purpose of this vibration dance, gives the idea of the quality and quantity of the food and also its 

distance from the beehive. 

In [6], the authors propose a dynamic file migration load balancing method based on the distributed 

architecture. Considered the large file system there were various problems like dynamic file migration, 

algorithm based only on the centralized system and so on. So these problems are to be avoided by the 

introduction of the method called self acting load balancing algorithm (SALB).In the parallel file system the 

information is transferred between the memory and the storage devices so that the data management is an 

important role of the parallel file system. In [7], the authors propose an efficient cell selection scheme and two 

heat diffusion based method called local and global diffusion. Considered the distributed virtual environments 

there were various numbers of users and the load accessing by the concurrent users can cause severe problem. 

This can be avoided by this method. According to the heat diffusion method, the virtual environment is divided 

in to large number of square cells and each square cell having objects. The working of the heat diffusion 

method is in such a way that every node in the cell sends load to its neighboring nodes in every iteration and 

the transfer was the difference between the current node to that of the neighboring node.  In [8], the authors 

addressed the concept of overlay networks for the interconnection of the machines that makes the backbone of 

an online environment. Virtual online world that makes the opportunities to the world for better technological 

advancements as well as developments. So the proposed network model that makes better feasibility and load 

balancing to the dynamic virtual environments. This proposed system developed Hyper verse architecture, that 

can be responsible for the proper hosting of the virtual environment. There were self organized load balancing 

technique by which the world surface is subdivided in to small cells, and it is managed by the public server. In 

this cells various hotspots so that the absolute mass of the object in the cell can be calculated by using the 

public server. 

 

III. PROPOSED WORK 
 

1. System Model 

In our proposed load balancing model the public cloud is partitioned based on their geographical 

locations. Figure 1, shows the schematic representation of a partitioned public cloud. This proposed model 

divides the public cloud into several cloud partitions. When the environment is very large and complex, then 

these divisions simplify the load balancing technique. The cloud has a main controller that chooses the suitable 

partitions for arriving jobs while the balancer for each cloud partition chooses the best load balancing strategy. 

Load balancing is based on this partitioning of the public cloud. When the jobs arrive, then the job controller 

selects a best partition and the jobs are processed by the servers present in that partition. This selection of best 

partition is done by a central module called as main controller and the distribution of jobs among the servers is 

done by the balancers present in every partition. Figure 2 shows main controller collecting status info from 

balancer and apps server. Algorithm 1 shows best partitioning search to select best partitions among the 

available partitions. 
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Fig. 1: Cloud Partitioning 

 

 
Fig. 2: Main controller (CCS) collecting status info from balancer and apps server. 

 

The main controller decides the sub partition to be selected in the public cloud. The goal of the 

controller is to interact with the balancers and application servers (or nodes) and collect necessary status 

information of the system. The interaction between main controller and Balancer is a two-way interaction and 

that of between a controller and an Apps server is a one-way interaction. Based on the collected information 

and necessary calculations made, then a geographically nearest partition is selected. This selection of 

geographically nearest partition is to minimize and avoid the cost incurred on moving the jobs to a distant 

partition. 

 

Algorithm 1: Best Partitioning Search 

begin 

while job do 

searchBestPartition (job); 

if partitionState == idle k partitionState == normal then 

Send Job to Partition; 

else 

search for another Partition; 

end if 

end while 

end 
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2. Assigning jobs to the cloud partition 

After creating the cloud partitions, then load balancing the procedure begins as follows: The job 

arrives and then the partitions manager decides in which partition the job has to be executed and check is there 

any requirement for creation of new partition if required new partition is created or else in the existing 

partition the job is submitted. Then the job distributor decides how to assign the jobs to the individual nodes in 

that given partition. The choice of using the load balancing  technique may depend on the job distributors. 

Even multiple strategies could be combined and used for favorable situations. Figure 3 shows the job 

assignment strategy. 

 

 
Fig. 3: Job assignment strategy 

 

3. Assigning Jobs To The Nodes In The Cloud Partition 

Cloud partition job distributor gathers load information from every node to calculate the cloud 

partition status. This calculation of each node’s load status is very essential. The first task is to evaluate the 

load degree of each node. The node load degree is related to various static and dynamic parameters. The static 

parameters include the number of processing units, the memory size, the CPU processing speeds etc. Dynamic 

parameters are the memory utilization ratio, the CPU utilization ratio, the network bandwidth, etc. Based on 

the parameters the jobs are assigned to the nodes in the selected partitions. The Load Degree (LD) of a given 

node in any cloud partition is calculated from following equation: 

 

 
Here, N=Current Node, Fi are the parameter either static or dynamic where Fi(1<=i<=m), m represents the 

total number of parameter . Xi are weights that may differ for different kinds of job for all (1<=i<=n). Average 

Load Degree (LD) of the cloud partition will be calculated as: 
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According to the calculation of load degree for the given node three load status of the node are defined as 

follows: 

 

IDLE: When LD (N)=0  

NORMAL: 0<LD (N) <=High_LD  

OVERLOADED: High_LD<=LD (N) 

 

Any cloud partition having the status=HEAVY is not selected by the balancing manager and likewise 

any given node having the Load Degree (LD) =OVERLAODED is not eligible for the processing. Only cloud 

partition having IDLE or NORMAL load status and the node having IDLE or NORMAL load degree are 

selected for scheduling and load balancing. 

 

IV. CONCLUSION  
Load balancing in the cloud environment differs from classical thinking on load balancing 

architecture and implementation by using commodity servers to perform the load balancing. This provides for 

new opportunities and economies-of-scale, and also presenting its own unique set of challenges. This paper 

proposes load balancing model based on the cloud partitioning concept. This model uses the switch mechanism 

depending upon the load status at the cloud partition when the request is made. Switch mechanism based load 

balancing allows choosing different strategies in different situations. This load balancing model applies to the 

public cloud to improve efficiency in the public cloud environment. 
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I. Total Productive Maintenance 

In today‟s industrial scenario huge losses/wastage occur in the manufacturing shop floor. This waste is 

due to operators, maintenance personal, process, tooling problems and non-availability of components in time 
etc. Other forms of waste includes idle machines, idle manpower, break down machine, rejected parts etc are all 

examples of waste. The quality related waste are of significant importance as they matter the company in terms 

of time, material and the hard earned reputation of the company. There are also other invisible wastes like 

operating the machines below the rated speed, start up loss, break down of the machines and bottle necks in 

process. Zero oriented concepts such as zero tolerance for waste, defects, break down and zero accidents are 

becoming a pre-requisite in the manufacturing and assembly industry. In this situation, a revolutionary concept 

of TPM has been adopted in many industries across the world to address the above said problems. 

TPM is a unique Japanese philosophy, which has been developed based on the Productive Maintenance 

concepts and methodologies. This concept was first introduced by M/s Nippon Denso Co. Ltd. of Japan, a 

supplier of M/s Toyota Motor Company, Japan in the year 1971. Total Productive Maintenance is an innovative 

approach to maintenance that optimizes equipment effectiveness, eliminates breakdowns and promotes 

autonomous maintenance by operators through day-to-day activities involving total workforce. 
A strategic approach to improve the performance of maintenance activities is to effectively adapt and 

implement strategic TPM initiatives in the manufacturing organizations. TPM brings maintenance into focus as 

a necessary and vitally important part of the business. The TPM initiative is targeted to enhance competitiveness 

of organizations and it encompasses a powerful structured approach to change the mind-set of employees 

thereby making a visible change in the work culture of an organization. TPM seeks to engage all levels and 

functions in an organization to maximize the overall effectiveness of production equipment. This method further 

tunes up existing processes and equipment by reducing mistakes and accidents.  

TPM is a world class manufacturing (WCM) initiative that seeks to optimize the effectiveness of manufacturing 

equipment (Shirose, 1995). Whereas maintenance departments are the traditional center of preventive 

maintenance programs, TPM seeks to involve workers from all departments and levels, including the plant-floor 

to senior executives, to ensure effective equipment operation. 

TPM as the name suggests consists of three words: 

(1) Total. This signifies to consider every aspect and involving everybody from top to bottom. 

(2) Productive. Emphasis on trying to do it while production goes on a minimize troubles for production.  

(3) Maintenance. Means keeping equipment autonomously by production operators in good position. 

 

Abstract:  The global marketplace is highly competitive and organizations who want to survive long-

term, have to continuously improve, change and adapt in response to market demands. Improvements in 

a company's performance should focus on cost cutting, increasing productivity levels, quality and 

guaranteeing deliveries in order to satisfy customers. Total Productive Maintenance (TPM) is one 

method, which can be used to achieve these goals. TPM is an approach to equipment management that 

involves employees from both production and maintenance departments. Its purpose is to eliminate major 

production losses by introducing a program of continuous and systematic improvements to production 

equipment.  

This thesis is aimed at implementation of Total productive maintenance in Shiv Plastic Pvt. Limited. 
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Goals of Total Productive Maintenance 

The goal of TPM focuses on improving corporate culture through improvement of human resources 

and plant equipment. The Japan Institutes of Plant Maintenance (JIPM) has put forward the five goals of TPM 
which are the minimum requirements for the TPM development. 

 

1. Improving equipment effectiveness. 

2. Improving maintenance efficiency and effectiveness. 

3. Early equipment management and maintenance prevention. 

4. Training to improve the skills of all people involved. 

5. Involving operators in routine maintenance. 

 

Improving Equipment Effectiveness 

Equipment effectiveness is a measure of the value added to production through equipment. This goal is 

to increase equipment effectiveness so each piece of equipment can be operated to its full potential and 
maintained at that level. Nakajima describes in his book that TPM maximizes equipment effectiveness though 

two types of activity to insure that the equipment performs to design specifications which is the true focus of 

TPM 

 Quantitative: It increases the equipment‟s total availability & improving its productivity within a given 

period of operating time. 

 Qualitative: It reduces the number of defective products, stabilizing & improving quality. 

 

Although the equipment must operate at its design speed, produce at the design rate, and produce a 

quality product at these speeds and rates, there are factors which might obscure efficient utilization of the 

equipment. Examining, identifying and eliminating all losses which obscure the efficiency of the equipment will 

increase the efficiency of the equipment 
The concept of zero breakdowns and zero defects are inevitable to maximize equipment effectiveness. These 

equipment losses include: equipment downtime loss, performance loss, and defect loss. Various equipment 

losses can be quantitatively calculated through measuring equipment effectiveness that ties the „6 major losses‟ 

to three measurable. 

 

II. Literature Review 
TPM is a unique Japanese philosophy, which has been developed based on the Productive Maintenance 

concepts and methodologies. This concept was first introduced by M/s Nippon Denso Co. Ltd. of Japan, a 

supplier of M/s Toyota Motor Company, Japan in the year 1971. Nakajima (1989) A major contributor of TPM 

has defined TPM as an innovative approach to maintenance that optimizes equipment effectiveness, eliminates 
breakdowns, and promotes autonomous maintenance by operators through day-to-day activities involving the 

total workforce. TPM is not a maintenance specific policy; it is a culture, a philosophy and a new attitude 

toward maintenance.  He suggests that equipments should be operated at 100 percent capacity 100 percent of the 

time. Pirsig et al. (1996) emphasizes upon seven unique broad elements and four main themes in any TPM 

implementation program. The key themes in the TPM implementation program include training, 

decentralization, maintenance prevention and multi-skilling, while the broad elements include asset strategy, 

empowerment, resource planning and scheduling, systems and procedures, measurement, continuous 

improvement and processes. Have proposed developed the eight-step approach to the implementation of TPM 

involving system, measurement, autonomous maintenance, housekeeping, continuous improvement, culture, 

training, and plant design. Maier et al. (1998) consider preventive maintenance, teamwork shop floor employee  

competencies, measurement and information availability work environment, work documentation, and extent of 
operator involvement in maintenance activities as factors reflecting TPM implementation. The basic practices of 

TPM are often called the pillars or elements of TPM. The entire edifice of TPM is built and stands, on eight 

pillars Noon et al. (2000) explained TPM seeks to maximize equipment effectiveness throughout the lifetime of 

the equipment. It strives to maintain the equipment in optimum condition in order to prevent unexpected 

breakdown, speed losses, and quality defects occurring from process activities. There are three ultimate goals of 

TPM: zero defects, zero accident, and zero breakdowns Marco Castro (2013)  Total Productive Maintenance 

(TPM) is one of the World Class Manufacturing tools that seeks to manage assets by involving everyone in the 

manufacturing organization. The financial and productivity bane fits of implementing TPM are significant. 

Many approaches have been proposed regarding TPM implementation procedures, of which logically sequenced 

implementation procedure is an identified success factor, yet the majority of TPM implementation attempts fail 

to achieve their intended goals. 
 

 

http://www.google.co.in/url?sa=t&rct=j&q=&esrc=s&source=web&cd=2&ved=0CC4QFjAB&url=http%3A%2F%2Fwww.linkedin.com%2Fpub%2Fmarco-castro%2F12%2Fa85%2F251&ei=VIKhUq3IBIKTrgf54IDADQ&usg=AFQjCNEDTgNmwGUpOkq9OsrevGAGetE-VA
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III. Methodology 
 

Overall Equipment Effectiveness 

Overall Equipment Effectiveness has been developed by the JIPM. OEE is regarded as an important 

measurement for assessing the performance of equipment. The method distinguishes the six big loss types, and 

three key performance measurements: availability, performance rate and quality rate that combines into one 

consolidated metric. The OEE can be used to help focus on improving the performance of machinery and 

associated processes by identifying those performance opportunities that will have the greatest impact to the 

bottom line. Improvements in changeovers, quality, machine reliability, working through breaks and more, can 

be measured and improved utilizing the OEE metric. It is the ratio of actual equipment output to its theoretical 
maximum output. OEE can be viewed as the percent of time that equipment would need to run at its maximum 

speed in order to attain the actual output of that tool or machine. It is calculated using the following formula. 

 
 

To find the overall equipment efficiency of the plastic Industry, identifying the six major losses of the 

machines was the first stride by organizing under three key factors. And then data pertinent to those losses was 

collected for randomly selected machineries. The major losses that are identified and the OEE of the selected 

machineries presented as follows. 

 

Calculating Overall Equipment Effectiveness  
Some of the data pertinent to the above loss are difficult to obtain, since the company doesn‟t apply the 

overall equipment efficiency concepts in evaluating the performance of the machines at the individual level. It 

has been attempted to gather some relevant data to estimate the OEE of the typical machinery. 

 

Availability 
The availability is the ratio of time needed for operating the equipment to the time actually consumed 

for operation and it is expressed as: 

 
Whereas Actual Running Time = Scheduled running time – Unplanned stoppages. 

Unplanned stoppage means the period during which the line is stopped due to equipment failure, setup, 

adjustment, and change over and so forth.  

So that:-    

 
  

Performance Rate 

The performance rate is the ratio between actual average production and standard production. This 

factor indicates the ratio of the actual output and the targeted output. Actual output is the actual performance of 

the operation and is less than the targeted output due to rough running of the equipment, jams and equipment 

wear. Hence, it is expressed as: 

 

 Average production rate               

 

Quality Rate   

This is percentage of good parts out of total produced sometimes called “yield”. Quality losses refer to 

the situation when the line is producing, but there are quality losses due to in-progress production and warm up 

rejects. We can express a formula for quality like this:  
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IV. Case Study 
 

About the Company 
Shiv Plastic Pvt. Limited Company Are a Certified Company Situated In Fatehabad Industrial Area. 

Company Are Manufacturing Plastic Polythene Pipes Of  Different Sizes According To The Demand Of 

Customers And Uses In Different Area. The Material Are Supplied To Company From Delhi. The Product Are 

Supplied In Different Area. 

The Different Diameter From 5 Inches To 12 Inches Pipes Are Manufacturing. 

 

Sr. no. Dia. in Inches Dia. In cm Dia. In mm 

1. 5 13 130 

2. 6 15 150 

3. 7 18 180 

4. 8 20 200 

5. 9 23 230 

6. 10 25 250 

7. 11 28 280 

8.   12 30 300 

Dia. of pipes to manufacturing in industry 

 

                   Sample of Monthly Production of Pipes Before TPM ( May 2013 To Sept. 2013)  

 

    

 

 

 

                       

                

 

Production and Wastage Before 

 

TPM ( May 2013 to September 2013) 

 

 

 

 

 

 

 

 

 

V. Calculating Overall Equipment Effectiveness before TPM 
 

       
   Scheduled Running Time of Extruder & Electrical control machine 

                                    (8am to 6 pm) = 10 hours  (600 min‟s)   

Unplanned Stoppages  3 to 4 Times     =  45  min 

Scheduled Running Time for 1 Month = 30 days = 30  10 = 300 hours (18000 min‟s) 

Unplanned Stoppages for 1 month =  

                                                

 
 

 
 

S. No Month Production(Quintal)          

1 May      2200 

2 June      2190 

3 July      2150 

4 August      2170 

5 September      2100 

Months Production 

(Quintal) 

Waste 

(Quintal) 

 % 

May      2200 250  11.36 

June      2190 239  10.91 

July      2150 235  10.93 

August      2170 235  10.82 

September      2100 230  10.95 
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Performance Rate Without Implement TPM  (From May 2013 To September 2013 ) 

The performance rate is the ratio between actual average production and standard production. This 

factor indicates the ratio of the actual output and the targeted output. Actual output is the actual performance of 
the operation and is less than the targeted output due to rough running of the equipment, jams and equipment 

wear. Hence, it is expressed as: 

 

Actual average production  

    Total pipe manufactured in five months ( cycle period)         =   10810 Quintal 
    No. of working days in five months        (cycle period)          =   150 

    Standard production                                                               =   75 Quintal  per day   

  Actual average production    

  
 

Quality Rate ( From May 2013 To September 2013 ) 

This is percentage of good parts out of total produced sometimes called “yield”. Quality losses refer to 

the situation when the line is producing, but there are quality losses due to in-progress production and warm up 

rejects. We can express a formula for quality like this:  

 
 

Output for 1 day         = 75    Quintal (10hours) 

Waste for 1 day          = 7.9    Quintal 

Output for 1 month    = 2250 Quintal 

Waste for 1 month     =  237  Quintal 

 
From the above the quality rate of the Extruder And Electrical Control  machine is 89.466% 

Therefore, the Overall Equipment Efficiency of the machine is obtained by multiplying the above three factors 

and the result is 

                                        .925 X .96 X .894 X 100 = 79.38 %  

 The calculated Overall Equipment Efficiency of the machines is 79.38 % before TPM. 

The major losses that are identified   

1. Equipment failure loss 

2. Setup and adjustment loss 

3. Startup loss 
4. Minor stoppage and idling loss:  

5.  Speed Loss 

6. Quality Defect and rework loss 
 

VI. Calculating Overall Equipment Effectiveness After TPM 
 

Sample of Monthly Production of Pipes After TPM ( Dec. 2013 To April 2014 ) 

 

    

 

 

 

                      

 

          

 

 

 

 

S. No Month Production(Tones)          

1 December      2240 

2 January      2250 

3 February      2160 

4 March      2240 

5 April      2220 
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Production and Wastage After TPM( Dec 2013 to April 2014) 

 

 
 

 

 

 

 

 

 

Scheduled Running Time of Extruder & Electrical control machine 

                                    (8am to 6 pm) = 10 hours  (600 min‟s)   

Unplanned Stoppages  2 to 3 Times     =  35  min 

Scheduled Running Time for 1 Month = 30 days = 30  10 = 300 hours (18000 min‟s) 

Unplanned Stoppages for 1 month =  

     

               
  

Performance Rate With Implementation TPM  (From Dec. 2013 To April 2014 ) 
The performance rate is the ratio between actual average production and standard production. This 

factor indicates the ratio of the actual output and the targeted output. Actual output is the actual performance of 

the operation and is less than the targeted output due to rough running of the equipment, jams and equipment 

wear. Hence, it is expressed as: 

   

 Actual average production  
 

   Total pipe manufactured in five months  ( cycle period)      =   11110 Quintal 

   No. of working days in five months          ( cycle period)    =   150 

  Standard production                                                               =   75 Quintal per day 

 Actual average production   

  
 

Quality Rate ( From Dec. 2013 To April 2014 ) 
This is percentage of good parts out of total produced sometimes called “yield”. Quality losses refer to 

the situation when the line is producing, but there are quality losses due to in-progress production and warm up 

rejects. We can express a formula for quality like this:  

  

 
Output for 1 day         = 75    Quintal (10hours) 

Waste for 1 day          = 5.9    Quintal 
Output for 1 month    = 2250  Quintal 

Waste for 1 month     =  178   Quintal 

 

 
From the above the quality rate of the Extruder And Electrical Control  machine is 92.088% 

Therefore, the Overall Equipment Efficiency of the machine is obtained by multiplying the above three factors 

and the result is                                          .9  %   

The calculated Overall Equipment Efficiency of the machines is 85.44%. 

 

Months Production (Tones) Waste 

(Tones) 

 % 

December      2240 195  8.7 

January      2250 190  8.4 

February      2160 170  7.8 

March      2240 170  7.5 

April      2220 165  7.4 
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VII. Conclusion 
The main objective of this paper understand TPM concept and to generate awareness among the 

budding technologies about TPM. During research in Shiv plastic Pvt. limited we have compare before 

implementing TPM and after implementing TPM data and distort major problems by TPM based corrective 

action plan we have reduce 60% problems  improve OEE. TPM methodology  not  only increases the 

effectiveness of the manufacturing system but also increase the effectiveness of the entire organization through 

mandatory participation and continuously improve Productivity, quality, cost, Delivery, safety health and 

Morale. 
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I. INTRODUCTION  
The working fluid in an absorption refrigeration system is a binary solution con- sisting of 

refrigerant and absorbent. In Fig. 1(a), two evacuated vessels are connected to each other. The left vessel 

contains liquid refrigerant while the right vessel con- tains a binary solution of absorbent/refrigerant. The 

solution in the right vessel will absorb refrigerant vapor from the left vessel causing pressure to reduce. 

While the refrigerant vapor is being absorbed, the temperature of the remaining refrigerant will reduce as a 

result of its vaporization. This causes a refrigeration effect to occur inside the left vessel. At the same time, 

solution inside the right vessel becomes more dilute because of the higher content of refrigerant absorbed. This 

is called the “absorption process”. Normally, the absorption process is an exothermic process, therefore, it 

must reject heat out to the surrounding in order to maintain its absorption capability. 

Whenever the solution cannot continue with the absorption process because of saturation of the 

refrigerant, the refrigerant must be separated out from the diluted solution. Heat is normally the key for this 

separation process. It is applied to the right vessel in order to dry the refrigerant from the solution as 

shown in Fig. 1(b). The refrigerant vapor will be condensed by transferring heat to the surroundings. With 

these processes, the refrigeration effect can be produced by using heat energy. However, the cooling effect 

cannot be produced continuously as the process cannot be done simultaneously. Therefore, an absorption 

refrigeration cycle is a combination. 

Abstract: Most of the energies are utilized by the industries due to depletion of fossil fuels and 

increasing the fuel price to exploit the maximum presented energy from the waste heat source. The 

industry which utilizes steam turbine exhaust carries a considerable amount of thermal energy. This 

energy can be set in to positive use as a heat source for vapour absorption system to serves as cooling 

system. This paper illustrates the thermal and fiscal advantages of using single effect lithium bromide 

water absorption by means of waste heat. The objective of this work is to hypothetical design of lithium 

bromide water absorption Refrigeration system using waste heat from any industry steam turbine 

exhaust. The various parts of the vapour absorption system are absorber, solution heat exchanger, 

evaporator, condenser and generator. Energy consumption and energy savings in terms of energy and 

fuels are calculated. The Overall heat transfer coefficient, effectiveness and COP of the heat exchanger 

are measured. The energy and global warming crises have drawn rehabilitated benefit to thermally 

driven cooling systems from the air conditioning and process cooling fraternities. The lithium bromide-

water absorption refrigerator is one of the favorites due to the following specific reasons it can be 

thermally driven by gas, solar energy, and geothermal energy as well as waste heat, which help to 

substantially reduce Carbon dioxide emission its use of water as a refrigerant it is quiet, durable and 

cheap to maintain, being nearly void of high speed moving parts its vacuumed operation renders it 

amenable to scale up applications. LiBr-H2O absorption refrigerator enjoy cooling capacities ranging 

from small residential to large scale commercial or even industrial cooling needs. The coefficient of 

performance (COP) varies to a small extent (0.65-0.75) with the heat source and the cooling water 

temperatures. 
Keywords: Fabrication, Vapour absorption, Refrigeration, LiBr-H2O absorption refrigerator, waste 

heat. 
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Fig. 1(a): Absorption process occurs in right vessel causing cooling effect in the other;  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1(b): Refrigerant. Fig. 2: Schematic diagram of absorption refrigeration system 

 

Separation process occurs in the right vessel as a result of additional heat from outside heat 

source. of these two processes as shown in Figure As the separation process occurs at a higher pressure 

than the absorption process, a circulation pump is required to circu- late the solution. The work input for the 

pump is negligible relative to the heat input at the generator, therefore, the pump work is often neglected for 

the purposes of analysis. 

 

II. METHODOLOGY 
 To design a single stage vapour absorption refrigeration system based on H20-LiBr has a 

refrigeration capacity of 175 (0.05)watts. The system operates at an evaporator temperature of 5 degree 

centigrade (Psat=8.72mbar) and a condensing temperature of 30 degree centigrade (Psat=32.3 mbar). The 

concentration of solution at the exit of absorber and generator are 0.35 and 0.45, respectively. Assume 100 

percent effectiveness for the solution pump, exit condition of refrigerant at evaporator and condenser to be 

saturated and the condition of the solution at the exit of absorber and generator to be at equilibrium. Enthalpy 

of strong solution at the inlet to the absorber may be obtained from the equilibrium solution data. 

Required: 

a)    The mass flow rates of refrigerant, weak and strong solutions 

b)    Heat transfer rates at the absorber, evaporator, condenser, generator and  solution pump.                                      

c)    System COP and second law efficiency, and 

d)   Solution pump work (density of solution = 1200 kg/m
3

). 
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In order to proceed with the design, firstly we need to calculate the composition with the help of 

stiochiometric formulae.The composition of water-lithium bromide solutions can be expressed either in mass 

fraction (ξ) or mole fraction (x). For water-lithium bromide solutions, the mass fraction ξ is defined as the ratio 

of mass of anhydrous lithium bromide to the total mass of solution, i.e., 

                                   Concentration(ξ )= mass of anhydrous lithium bromide 

                    mass of total solution               

 

The composition can also be expressed in terms of mole fraction of lithium bromide as: 

 

                              No of moles(X) =  number of moles of anhydrous lithium bromide 

                                    number of moles of total solution 

 

where ML (= 86.8 kg/kmol) and MW (= 18.0 kg/kmol) are the molecular weights of anhydrous lithium bromide 

and water respectively. 

Specification of the system: 

 

Size of the evaporator tank                 : 15*30 cm. 

Capacity of the evaporator(cooling 

Effect)                                                 :  0.05 Tr (tonnage of refrigeration).  

Size and capacity of the condenser     : 5 metres and 189.924 kW. 

Size and capacity of the generator    : 3 litres and 221.54 kW. 

Size and capacity of  the absorber    : 3 litres and 206.75 kW. 

Mass flow of refrigerant across the  

System                                               : 0.076 g/s. 

 

Now after obtaining all the required parameters calculating its cefficient of performance. 

The COP of the system is given by: 

 

COP = 

Qe 

 ≈ 

Qe 

 

 

Qg + WP 

  

Qg 

 

    

 

In order to find the steady-state performance of the system from the above set of equations, one needs 

to know the operating temperatures, weak and strong solution concentrations, effectiveness of solution heat 

exchanger and the refrigeration capacity. It is generally assumed that the solution at the exit of absorber and 

generator is at equilibrium so that the equilibrium P-T-ξ and h-T-ξ charts can be used for evaluating solution 

property data. The effectiveness of solution heat exchanger, εHX is given by: 

εHX = 

(T7 −T6 ) 

 

 

(T8 −T6 ) 

 

   

From the above equation the temperature of the weak solution entering the generator (T7) can be 

obtained since T6 is almost equal to T5 and T8 is equal to the generator temperature Tg. The temperature of 

superheated water vapour at state 1 may be assumed to be equal to the strong solution temperature T8. 

 

Coefficient of performance:- 

 

System COP (neglecting pump work) = Qe/Qg = 0.789 

Second law efficiency = COP/COPCarnot 

COPCarnot = [Te/(Tc-Te)][(Tg-Ta)/Tg] = 1.129. 

∴ Second law efficiency = 0.6983 * 100 = 69.83 %. 
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III. FABRICATION 

The primary components of the refrigeration system are: 
1. Generator 

According to the requirements specified in the design segment, we purchased a 3 litre, mild steel 

cylinder (it is usually used to carry refrigerants). this cylinder was purchased from gobind refrigerator &air 

conditioning equipments,balnagar. 

Operations performed: 

Drilling : Drilling of four holes of dia 1.5cm at the specifies spots for the inlet and outlets and one hole of dia 

2.5 cms for the connection of thermocouple was performed on a vertical drilling machine. 

Welding: Arc welding was done to weld four 1.5cms and one 2.5 cms mild steel, internally threaded nuts 

which get mated with the bronze adapters for inlet and outlet connections and one for the thermocouple. 

 

2. Absorber 

Another 3 litre, mild steel cylinder similar to the generator is used for the purpose of absorber. It was 

purchased along with the generator. 

Operations performed: 

Drilling: Drilling of three holes of dia 1.5cm at the specifies spots for the inlet and outles was performed on a 

vertical drilling machine. 

Welding: Arc welding was done to weld four 1.5cms mild steel, internally threaded nuts which get mated with 

the bronze adapters for inlet and outlet connections and  

 

3. Condensor 

As specified in the design segment, assuming the natural convection coefficient (h) to be 10W/mK 

and theoretical mass flow rate(m)  to be 8*10^-5 kg/sec, the calculated length for a 1/4th inch mild steel was 

five meters. The pipe was bent at into several turns with the help of 180degrees bending tool to make it 

compact and also to enhance the drop in pressure which eliminates the requirements of any throttling device 

such as a capillary tube. 

 

4. Evapourator 

A 6mm thick glass container (24x15x6 cms) was ordered n purchased from a glass works shop at r.no 

3 BANJARA HILLS. This container is used as an evaporator cabin which is filled with water and the water is 

expected to be cooled to 10 degrees centigrade as a result of  the refrigeration cycle. 

The same 1/4th inch mild steel tube is wounded in the form of a coil and sent through this evaporator cabin. 

 

5. Pump 

A special purpose 20w dc pump used in air-conditioning equipment is used in this cycle. The purpose 

of this device is to pump the solution (strong in water) from the absorber to the generator. This is the only 

mechanical device being used in the whole system. An adaptor is provided along with this pump to convert the 

220v AC power input to 24V DC supply to the pump. 

 

6. Frame 

All the components are attached to a frame made of 18mm thick plywood frame shown below. 

The generator is clamped by two 6inch mild steel strips with the help of  1 inch screws firmly. 

The absorber is also clamped with a single similar 6 inch mild steel strip which is screwed to the frame and a 

support at the bottom. 

The condenser is similarly fixed to frame and the frame is cut behind the condenser to enhance the convection 

heat transfer from the condenser. 

The evaporator is supported at its base with a wooden frame. 

The pump is screwed to the frame with two small screws. 

The heating coil  is fixed to the frame below the generator. 

 

7. Pipes 

The pipe used through out the system is ¼ th inch, mild steel pipe. The length of total pipe used for 

the refrigeration system was 10 mts. The piping was done with assistance from the technician at NATIONAL 

PIPE WORKS, AFZAL GUNJ. 
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8. Valves, guages and connecting adapters 

One stainless steal steam valve is used at the outlet of generator to control the mass flow rate of steam 

coming out of the generator. Three ball valves, one each for the three outlets of generators is used. Out of these 

three, one is used to control the flow of weak solution(weak in water) from the generator to the absorber, 

second one is to control the flow of solution coming from the pump and the third one is used for initial filling 

of water-lithium bromide solution into the generator. 

Two gauges, on pressure guage(range 760mm of Hg vacuum to 0mm of Hg) and one temperature 

guage (thermocouple range 0-200 degree centigrade ) are mounted on the generator to check the state of steam 

before allowing it to flow through the system. 

All the connections are made with the help of bronze connecting adapters of ¼ th inch dia and 

provided with brass washers on both sides. All these connections are sealed using Teflon and to ensure it 

remains leak proof. 

All of these valves, gauges and connectors were purchased from UNIQUE CONTROL SYSTEMS, 

RANIGUNJ. 

 

 
Fig. 3: Schematic arrangement of refrigeration system 

 

IV. DESIGN IMPROVEMENT 
 

a). Design of energy supplying network to the generator  

The prime motive behind this project was to utilize low grade thermal energy which is released by 

many industries and manufacturing units that go unused. This energy should be tapped and supplied to the 

generator. A proper system should be designed for this purpose.  

Also the solar energy should be properly supplied as an input to the generator to provide refrigeration 

and air conditioning for domestic purposes.  

 

b). Design Of Solution Heat Exchanger  

The efficiency of the system is greatly affected by the enthalpy of solution entering the generator and 

temperature of the solution entering the absorber. Thus a proper heat exchanger is necessary for enhancement 

of this refrigeration system.  

 

c). Design Of A Water Cooled Condenser  

A properly designed water cooled condenser will reduce the size of the refrigeration system and make 

it compact, easy to transport and efficient.  

 

d). Design of Generator and Absorber  

Since the system is operating under low pressure, the cylinders for generator and absorber can be 

peoperly selected so that mass of the system is greatly reduced and making the system cost effective. 

 

V. CONCLUSION 
A simple vapor absorption system was designed and fabricated to analyze the performance of the 

system. The system is tested with heat input from an electric heating element of 500 watts capacity for a 

pressure of 32.5 mbar. The COP is found to be 0.698 and the increase from the designed value is because of 
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higher generator temperature. A more efficient thermal system should have higher COP and lower total 

entropy generation.  

Comparison between actual and calculated values shows that heat loss from the generator greatly 

affects the system performance. The cooling capacity is limited because of limitations temperature and need of 

rectification which is absent in the current system. Further analysis to this system should involve the entropy 

generation to identify and quantify performance degradation of the system. The COP can be increased further 

by using a heat exchanger between the absorber and generator as well as between the condenser and pressure 

reducing valve. The various components of 0.05TR H20-LiBr vapour absorption system were fabricated using 

mild steel due to the corrosive nature of water on copper, brass etc.  

The thermodynamic analysis of absorption system using LiBr-H2O as working fluid has been 

presented. The irreversibility rate in generator is found to be the highest while it is found to be the lowest in 

the condenser and absorber. It is found that the irreversibility rate in the generator is more because of increase 

rate of heat transfer in the generator, also the exergy losses are more in generator because of heat of mixing in 

the solution, which is not present in pure refrigerant/fluids.  

Results show that as expected the COP of the system increases minutely as the generator temperature 

is increased but the exergy efficiency of the system drops with the increase in generator temperature. It is also 

found that the COP of the system increases with increase in evaporator temperature this largely depends on the 

enthalpy difference between the chilled water at inlet and outlet of evaporator. However, it is reverse in case of 

exergy efficiency. The results with respect to exergy losses in each component and exergy efficiency are very 

important for the optimization of absorption system. These results are helpful for designers to bring changes in 

the actual system for optimum performance and less wastage of energy. 
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I. INTRODUCTION  
The back pressure method first proposed in [1] has recently shown a great potential for solving a 

number of issues in the wireless multi-hop networks. The central idea of back-pressure scheduling model is 

that contention among the links should be resolved by scheduling the link which has the largest product of the 

queue differential backlog between its endpoints and the transmission rate at which the link can be served. In a 

perfectly time-slotted medium access mechanism such as TDMA (Time Division Multiple Access), this will 

result into optimal throughput of flows while guaranteeing the queue stability (ingress traffic to a queue never 

exceeds its egress traffic). The utility maximization framework initially proposed in [2] shows that injection 

rates of the flows should be chosen such that aggregate utility of the flows is to be maximized. Here the utility 

of flow represents a desirable effect on the entire network achieved by a particular rate of the flow. It was 

shown in [3] [4] that the backpressure scheduling and utility based rate control together can solve the global 

problem of the network utility maximization. 

The fundamental challenge with back pressure method is that solution of the underlying scheduling 

strategy is NP-hard [5]. Also, since it was proposed for a centralized, time slotted, and synchronized system, a 

distributed implementation which can achieve even a closer approximation is very difficult to develop. 

Recently, [6] have attempted to incorporate backpressure technique based scheduling in random medium 

access protocols such as CSMA/CA. These protocols try to approximate the performance of the ideal back 

pressure scheduler by prioritizing the frame transmissions according to differential backlogs of the queues. 

Here, every node in the network maintains a per destination queue (PDQ) and the packets destined to a 

particular destination host are stored in the PDQ of that destination host until further forwarding decisions are 

made. Now, nodes share their PDQ information with their neighboring nodes, and this information is utilized 

by every node to calculate the differential backlogs of its PDQs. The differential backlog of a PDQ at a node is 

equal to the size of the PDQ minus the size of the PDQ of its upstream neighbor towards the destination end. 

To emulate the back pressure scheduling, the packets of the PDQ which has the highest differential backlog 

(highest back-pressure) in the neighborhood are given the higher chances for the transmission. This way, the 

likelihood that the packets are transmitted from a particular PDQ at a node is proportional to its differential 

Abstract: The basic idea of backpressure techniques is to prioritize transmissions over links that have 

the highest queue differentials. Backpressure method effectively makes packets flow through the network 

as though pulled by gravity towards the destination end, which has the smallest queue size of zero. Under 

high traffic conditions, this method works very well, and backpressure is able to fully utilize the available 

network resources in a highly dynamic fashion. Under low traffic conditions, however, because many 

other hosts may also have a small or zero queue size, there is inefficiency in terms of an increase in 

delay, as packets may loop or take a long time to make their way to the destination end. In this paper we 

use the concept of shadow queues. Each node has to maintain some counters, called as shadow queues, 

per destination. This is very similar to the idea of maintaining a routing table (for routing purpose) per 

destination. Using the concept of shadow queues, we partially decouple routing and the scheduling. A 

shadow network is maintained to update a probabilistic routing table that packets use upon arrival at a 

node. The same shadow network, with back-pressure technique, is used to activate transmissions between 

nodes. The routing algorithm is designed to minimize the average number of hops used by the packets in 

the network. This idea, along with the scheduling and routing decoupling, leads to delay reduction 

compared with the traditional back-pressure algorithm.  

Keywords: Back pressure, Packets, Routing, Shadow queue. 
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backlog compared to the differential backlogs of PDQs of all nodes in the neighborhood. This prioritization 

quickly moves the traffic from long back logged queues to the shorter queues achieving an improved 

throughput and a better overall stability of queues. 

 

II. RELATED WORK 
The first theoretical work on backpressure scheduling technique is the classic result in [1], proving 

that this queue-differential based scheduling method is throughput optimal (i.e., it can stabilize any feasible 

rate vector in a network). Since then, researchers have combined the basic backpressure technique with utility 

optimization to provide a comprehensive approach to the stochastic network optimization [7], [8]. In [9], the 

authors present a method whereby only one real queue is maintained for each neighbor node, along with virtual 

counters and shadow queues for all destinations, and show that this yields delay improvements. In [10], a novel 

variant of the backpressure scheduling technique is proposed which uses head of line packet delay instead of 

the queue lengths as the basis of the backpressure weight calculation for each link or commodity, also yielding 

enhanced delay performance. However, these works both assume the existence of the static fixed routes.  

In [11] and [12], the authors present two works on backpressure routing aimed specifically for cluster-

based intermittently connected networks. In [11], the authors develop a two phase routing method, combining 

the backpressure routing with source routing for the cluster-based networks, separating intra cluster routing 

from inter-cluster routing. They show that this scheme results in large queues at only a subset of the nodes, 

yielding smaller delays than conventional backpressure technique. In [12], the authors implement the above-

mentioned algorithm in a real experimental network and show that the delay improvements empirically. The 

key difference of these works from our proposed work is that we do not make any assumption about the 

intermittently connected network being organized in a cluster based hierarchy and we require no previous 

knowledge of nodes mobility.  

 

III. PROPOSED WORK 
 

1. Throughput Optimal Backpressure Algorithm 

This algorithm works on wireless networks. This back pressure algorithm should be depending on one 

main procedure. The main procedure is the destination queue procedure by using these procedure only we can 

reducing the poor delay of the time and the distance every node at the time of routing file in between the two or 

more locations predestination queues maintaining the two phases:  

 routing algorithm 

 scheduling algorithm.  

 

In this system says distance is very high and time is very high. So may draw backs will be occurred at 

the time of working on the routing algorithm that’s why we are implementing a new algorithm. Scheduling 

algorithm combined with the routing algorithm. Our scheduling algorithm says what to providing the schedule 

for prepress of the over come to draw backs that’s why we are using the round robin algorithm and shortest 

path routing algorithm. In this algorithm providing quality of services to the end users depending on the 

service only routing will be decide it is best routing or the bad routing . QOS may be depends 4 phases: 

Bandwidth, frequency, time, distance. In any network depends on QOS. Bandwidth and frequency is very high 

and time distance is low QOS is very high. At each link the algorithm assigns a weight to each possible 

destination node that is called back pressure. Define the back pressure at link (n,j) for destination node d at slot 

t to be: 

 

 
 

    where Qnd(t) denotes the number of packets at node n denoted for node d at the beginning of time-slot t. 

Under this notation, Qnn (t) =0,  t. Assign a weight wnj to each link (n, j), where wnj is defined to be the 

maximum back pressure overall possible destinations. i.e. 
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2. Min Resource Routing 

The back-pressure algorithm explores all paths in the entire network and, as a result, may choose 

paths that are unnecessarily long, which may even contain some loops, thus leading to poor performance. We 

address this problem by introducing a cost function that measures the total amount of the resources used by all 

flows in the network. Specially, we add up the traffic loads on all links in the network and use this as our cost 

function. The goal then is to minimize this cost subject to the network capacity constraints. Given a set of 

packet arrival rates that lie within the capacity area, our goal is to find the routes for the flows so that we use as 

few resources as possible in the network. Thus, we formulate the following optimization problem: 
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   Figure 1 illustrates how the M– back pressure algorithm works in a simple wireline network. All links in the 

network can be activate simultaneously without interfering with each other. Note that the backlog difference of 

route 1 is 6 and the backlog difference of the route 2 is 4. Because the backlog difference of the route 2 is 

smaller than M, the route 2 is blocked at current traffic load. The M -back-pressure algorithm will 

automatically choose the route 1, which is shorter. Therefore, a proper M can avoid the long routes in when the 

traffic is not close to capacity. 

 
Fig. 1: Link weights under the M -back-pressure algorithm. 

 

3. Shadow Queue Algorithm 

In additional to the real queues, each node n also maintains a counter, which is known as shadow 

queue, pnd for each destination d. Unlike the real queues, the counters are much easier to maintain even if the 

number of counters at each node grows linearly with the size of the overall network. The shadow queues are 

updated based on the movement of the fictitious entities called as shadow packets in the network. The 

movement of the fictitious packets can be thought of as an exchange of the control messages for the purposes of 

the routing and schedule. Just like the real packets, shadow packets arrive from outside the network and 

eventually exit the network. The back-pressure for destination on link (n j)is taken to be as follows: 
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Where ][tunj  is the number of shadow packets transmitted over the link (n j) in time t. ][tdnj  is the 

destination node that has the max weight on the link (n j). ][ta f is the number of shadow packets generated in 

time t for flow f. 

 

4. Adaptive Routing Algorithm 

   When a packet arrived at a node, then it use routed as follows: Let ][td

nj  is the number of shadow packets 

from node n to the node j for destination d during time t. Let 

d

nj



  denote an estimate of the expected value of 

][td

nj  at time t. At each time slot t, the following sequence of operations occurs at each node . A packet 

arriving at node n for destination d is inserted in the real queue njq  for next-hop neighbor j with probability: 
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  Packets waiting at link (n j) are transmitted over the link when that link is scheduled as shown in figure 2.  

 

 
 

Fig. 2:  Probabilistic splitting algorithm at node 

 

IV. CONCLUSION  
ackpressure scheduling and routing, in which packets are preferentially transmitted over 

communication links with high queue differentials, offers the promise of throughput-optimal operation for a 

wide range of the communication networks. However, when the traffic load is very low, due to the 

corresponding low queue occupancy, then the backpressure scheduling/routing experiences long delays. This is 

particularly of concern in the intermittent encounter-based mobile networks which are already delay-limited 

due to the sparse and highly dynamic network connectivity. While state of the art mechanisms for such 

networks have proposed the use of the redundant transmissions to improve the delay, they do not work well 

when the traffic load is high. We decouple (to a certain degree) routing and scheduling in the network through 

the use of the probabilistic routing tables and the so-called shadow queues. We use the same number of shadow 

queues as the back-pressure technique, but the number of real queues is very small (per neighbor). The new 

idea here is to perform the routing via probabilistic splitting, which allows the dramatic reduction in the 

number of the real queues. Finally, an important observation in this work is that the partial ”decoupling” of the 

shadow back-pressure and real packet transmission allows us to activate more links than a regular back-

pressure method would. This idea appears to be essential to reduce the delays in the routing case. 
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I.   Introduction 
Heating, Ventilation and Air-Conditioning (HVAC) systems require control of environmental variables 

such as pressure, temperature, humidity etc. In this system, the supply air pressure is regulated by the speed of a 
supply air fan. Increasing the fan speed will increase supply air pressure, and vice versa. In the large commercial 

buildings modern Direct Digital Control (D.D.C.) systems are becoming more favorable with the use of new 

sophisticated hardware. The H.V.A.C System components are used together and monitored remotely from a 

central location positions. The general trend in the design and commissioning of new commercial buildings 

includes the new types of these systems. It has been reported that fuzzy logic controller is very suitable for non-

linear system and even with unknown structure. The tuning procedure can be a time-consuming, expensive and 

difficult task. This problem can be easily eliminated by using self-tuning scheme for fuzzy PI / PID controller. 

The conventional PID controllers are widely used in industry due to their simplicity in arithmetic, ease of using, 

good robustness, high reliability, stabilization and zero steady state error.  But HVAC system is a non-linear and 

time variant system. It is difficult to achieve desired tracking control performance since tuning and self-adapting 

adjusting parameters on line are a scabrous problem of PID controller. In the first part of this paper Self-tuning 
Fuzzy Logic Controller is described. The second part described the implementation of the PI type Self-tuning 

Fuzzy Logic Controller on a HVAC system. In the last part simulation results are presented to compare with the 

well-tuned PID controller and Adaptive Neuro-Fuzzy (ANF) controller. 

 

II.   Development of pi-Type self-Tuning Fuzzy controller 
The basic function of the rule base is to represent in a structured way the control policy of an 

experienced process operator and/or control engineer in the form of a set of production rules such as: If{process 

state}then{control output} Considered a set of desired input-output data pairs: 

 
[X1

(1),
 X2

(1)
; U

 (1)
], [X1

(2),
 X2

(2)
; U

 (2)
]                                                      ………. (1) 

 

Where X1 and X2 are inputs and u is the output.  

Here considered error(e)asX1and change of error(∆e)asX2. 

Abstract: In this paper, a Self-tuning Fuzzy PI controller is used for the supply air pressure Control 

loop for Heating, Ventilation and Air-Conditioning (HVAC) system. The modern H. V. A. Cussing 

direct digital control methods have provided useful performance data from the building occupants. The 

self-tuning Fuzzy PI controller   (STFPIC)   adjusts   the output   scaling factor on-line by fuzzy rules in 

accordance to the current trend of the control process. This research work has got the integration and 

application of these fundamental sources of information, using some modern and novel techniques. In 

Comparison to PID and Adaptive Neuro-Fuzzy (ANF) Controllers, the simulation results show that 

STFPIC performances are better under normal conditions as well as extreme conditions where in the 

HVAC system encounters large variations. The cost and scalability of the setechniques can be 

positively influenced by the recent technological advancement in computing power, sensors and data 

bases. 
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The task here is to generate as set of fuzzy rules from the desired input-output pairs of equation(1)through 
following steps[20]:  

Divide the input and output spaces into fuzzy regions. 

Assumed the domain interval so fx1,x2 and u are [x1
−,x1

+], [x2
-,x2

+]and[u−,u+]respectively. 

 

Fig.1 shows each domain interval divided into 7 equal regions, denoted by NB (negative big), NM (negative 

medium), NS (negative small), ZE (zero), PS (positive small), PM (positive medium) and PB (positive big) and 

assigns each region a fuzzy membership function. The shape of each membership function is triangular. 

 

 
 

The term set so fe, ∆e and u contains the same linguistic expressions for the magnitude part of the linguistic 
values ,i.e.,  

LE =L∆E=LU={NB,NM,NS,ZE,PS,PM,PB} 

AsshowninFig.1andrepresents the rule base in the table formatasshowninTable1.Thecelldefinedbytheintersection 

ofthefirstrowandthefirstcolumnrepresentsarulesuchas,Ife(k)isNMand∆e(k)isPSthenu(k)isNS. The fuzzy 

controller is developedusingthis49fuzzyif-then rulesasshowninTable1. 



Heat Ventilation & Air- Conditioning System with Self-Tuning Fuzzy PI Controller 

| IJMER | ISSN: 2249–6645 |                               www.ijmer.com                        | Vol. 4 | Iss.9| Sept. 2014 | 26| 

Similar like fuzzy controller, using symmetrical triangle calculate membership functions of (i)e, ∆e, 

u(as shown in Fig.1) and (ii)gain updating factor(β) (as shown in Fig.2)for self-tuning mechanism. An addition 

al logic for addition at the output of controller is incorporated for PI controller. Because the discrete-time 
version equation of PI controller is 

∆u(k)=Kp∆e(k)+ KIe(k); 

∆u(k)=u(k)−u(k−1); 
or 

u(k) =∆u(k)+u(k−1), 

 

Where ∆u(k) is the change of control output and u(k) is the total control output. 

Fig.3showsthattheoutputscaling-factor (SF) of the fuzzy controller is modified by a self-tuning mechanism, 
which is marked by bold rectangular portion in the figure. Then based on the knowledge of process control or by 

trial and error method choose suitable SF’s for inputs and output. The relationship as follows for PI type self-

tuning fuzzy controller scheme. 

 

eN=Nee,∆eN=N∆e∆e and ∆u=(βNu)∆uN 

 

Where Ne   and N∆e are input scaling factor of error and change of error respectively and Nu is 

output scaling factor. There after apart from fuzzy PI controller rule determination, also determines the rule base 

for gain updating factor, in the similar way like, Ife is E and ∆e is ∆ E then β is β. 

A structure of which is shown in Table2, though it may vary. Further modification of the rule base for β 

may be required, depending on the type of response the control system designer wishes to achieve. 

AsshowninFig.3, when this β is multiplied with the fuzzy controller gain Nu, gives the overall gain of STFPIC. 

It is very important to note that the rule base for computation of β will always be dependent on the choice of the 

rule base for the controller. 

Choice of Scaling Factor  (gain): The scaling factors also known as gains, which describe the particular 

input normalization and output demoralizations, plays an important role similar  to that of the gain coefficients 
in a conventional controller. 

For example, a fuzzy controller can be represented as 

Nu∗u(k) =F(Ne∗e(k), N∆e∗∆e(k)), 

 

Where Ne, N∆ e and Nu are the scaling factors fore, ∆ e and u respectively, and Fisanon linear function 

representing the fuzzy controller. Same gain principle is used in the design of self-tuning fuzzy controller. 
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III.    Simulation results 
A typical cooling only HVAC system is shown in Fig.8.In the system, the outside air is mixed with the 

building return air. Then the mixed air (supply air) is sucked through the cooling coil via a filter by as apply air 

fan. The cooled air is then supplied to different zones as shown in the figure. In this HVAC system, the supply 

air pressure is regulated by the speed of a supply air fan. Increasing the fan speed will increase the supply air 

pressure, and vice versa. The dynamics of the control signal feeding to the fan Variable Speed Drive to the 

supply air pressure can be modeledasa second order plus dead time plant. 

 

A. Performance Analysis of the STFPIC 

Study as well as analysis is made if the performance of STFPIC is applied under normal condition and 
changing of HVAC process model. 

Under Normal Condition: The transfer function of the supply 

Air pressure loop under normal condition is obtained as 

 

G(s) =0.81e−2s/(0.97s+1)(0.1s+1) 
 

Where gain(K)=0.81,τ1=0.97,τ2  =0.1anddeadtime(δ) =2sec. 

For this process scaling factors are set at Ne =0.9,N∆e=5andNu =2.5. 

 

 Under HVAC Process Parameters Variation: 

1 )  When 

gain(K)=0.81,τ1=0.2,τ2=2anddeadtime(δ)=2sec.,thenthetransferfunctionofthesupplyairpressureloopisobtainedas 

 

G(s) =0.81e−2s/(0.2s+1)(2s+1). 
 

For this process scaling factors are set at Ne =0.9,N∆e=15andNu =0.3. 

 

2) When gain(K)=1.2,τ1=0.97,τ2  =0.1anddeadtime (δ)=3sec.,thenthetransfer function of the supply air pressure 

loop is obtained as 

 

G(s) =1.2e−3s/ (0.97s+1) (0.1s+1). 

 

For this process scaling factors are set at Ne=0.9,N∆e=3 and Nu=1. 

3) When gain(K)=1.2,τ1=0.97,τ2  =0.1anddeadtime (δ)=4sec.,thenthetransfer function of the supply air pressure 

loop is obtained as 

 

G(s) =1.2e−4s/ (0.97s+1)(0.1s+1). 

 

For this process scaling factors are set at Ne =0.9,N∆e=3andNu =1. 

TheFig.4, Fig.5, Fig.6, Fig.7 and Table3 are shown that the supply air pressure loop of HVAC works 
satisfactorily both under normal and as well as under model variations. Table3 refers that both the rise time and 

settling time is very much satisfactory. Peak over shoots are also shown negligible when STFPIC is used. 
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B. Comparison of Practical Performance with Existing Methods. 

In order to demonstrate the effectiveness and robustness, the performance of the proposed STFPI Chas 

been compared with those of existing methods, the Bi, Cai’s PID controller and Jian, Cai’s ANF controller[22] 

for supply air pressure loop control. The comparison has been done under changing process model. The results 

are provided in Table4. For the application of STFPIC, substantial improvements have been observed in settling 

time and also in peak over shoot for all the transfer function of the air supply model compare to ANF and PID 

controller. Furthermore, it is more important that when the process encounters large parameter variations, the 

method providedpresentsmuchrobustnessasshowninTable4. 
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IV.    Application of Fuzzy Control for Optimal Operation of Complex Chilling Systems 
 

4.1 Requirements for the design of the fuzzy control system 
The fuzzy control system is needed to ensure supply of the required cooling power during the operating 

time of the building by the lowest cost and the shortest system operating time with a low range of set point error 

for the supply temperature. The concept of knowledge engineering by measurement and analysis of system 

behavior is necessary, since no expert knowledge has existed for the formulation of the fuzzy rules. 

Measurement of two physical values of the system  is  necessary,  in  order   to  consider  system behavior. 

These process values are: the outdoor air temperature Tout, which partially presents the thermal behavior   of   

the   building,   and   the   user   net   return temperature (Tr-un), which contains the total cooling load 

alternation of the  building.  These requirements focus on three  different  fuzzy  controllers  for  the  different 

components  of  the  chilling  system.  The design  data  for fuzzy controllers has been organized in various 

tables for the  assistance  of  membership function values  of  various input variables to a mamdani type fuzzy 

inference system (FIS). 
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Table 5: FUZZY CONTROLLER’S TEMPERATURE DISTRIBUTION DESIGN DATA. 

 

SUPPLY 

TEMPERATURE 

(HE1
) oC 

SUPPLY 
TEMPERATURE 

(HE2
) oC 

EXTERNAL 

TEMPERATURE 
Tout (K) oC 

 
4.2 31.1 29.7 
5.8 31.2 30.1 
6.3 31.5 33 
6.9 31.9 34 
7.3 33.2 35 
8.2 33.4 37 
13 33.5 39 
14 34.5 42 
15 35.4 54 

 

Here, HE2 and HE1 are the respective heat exchangers for evaporator and condenser and Tout is the 
outdoor air temperature.  The fuzzy controller’s set point error difference design data is as shown in table 

4.3.Hereerror (e1) and error (e2) gives the difference between the SP (set point value) &MV (measured value) for 

condenser and evaporator. Tr-un gives the user net return temperature due to individual zone and internal load 

(occupants, equipment, computers etc). Tr-un gives the difference between user net return temperature and set 

point temperature.  Tout gives the difference between user net return temperature and outdoor air temperature 

and d Tout/ dt gives the difference  between outdoor air temperature by cycle and - cycle. The 

assessment of refrigeration is made from the coefficient of performance (COP).It depends upon evaporator 

temperature Te and condensing temperature Tc. 

COP Carnot=  

 

COP in industry calculated for type of compressor: 
 

COP=  

 

4.2Thermal analysis of the building and chilling system 
The aim of the thermal analysis of  the building is to find measure able information for the needed 

current cooling load. Alternation for internal cooling load of computers and machines could not be exactly 

registered or measured. It has been proven by measurement of current cooling power of the building as shown in 

fig.2thatthereisnota significant correlation between T out and the current cooling power. Also, at higher internal 

load, there is a heat transmission to the outdoor air space, if Tout is lower than33°C.The current cooling power 

will increase, if Tout gets higher than 33°C. Al though the equipment and computers are on service for 24 hours 

a day, there is a big alternation of cooling power. In the summertime, when the Tout increasestoabout45°C,the 

current cooling  power will be more  influenced  by   Tout.  So  Tout  can be  used   for fore casting the 

maximum cooling power. Additional information is necessary, in order to analyze the thermal behavior of the 

building. This information is gained by measuring the user net return temperature(Tr-un). Any change of total 

cooling load will influence Tr-un and is an important input for the fuzzy controller. 

 

 
 

 

 

 

 

 

 

 

Fig.9: Alternation of current cooling power and outdoor air temperature. 
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4.3 Description of the Chilling System 

The chilling system described here supplies chill water to the air conditioning systems (AC-systems) 

installed in basement at Ansal  Highway Plaza, Jalandhar  (Punjab), Indiaasshowninfig.1.There search conditions 
are ensured by the AC systems by supplying conditioned air to the building. The amount of cooling power for 

the building is the sum of internal cooling load (produced by occupants, equipment and computers) and the 

external cooling load, which depends on outdoor air temperature (Tout) and sun radiation through the windows. 

The compression cooling method is made use of by the cooling machines installed here. 

The principle of a compression cooling machine can be described in two thermodynamically processes. 

In the first step of the cooling process, the heat energy will be transferred from the system to the heat exchanger 

(evaporator) of the cooling machine, and therefore the liquid gas will evaporate by absorbing the heating energy. 

After the compression of the heated gas, in the second part of the process, the gas condenses again by cooling the 

gas through the air cooling system. In that step of the process, the heat transfer is from the condensation system 

to the outdoor air space. The process is continuous, and based on the second law of the thermodynamics. The vap 

our  compression chiller system consists of following components. 
(a)Compressor: It acts as are claiming agent. 

(b)Condenser and Evaporator: These acts as a heat exchangers. 

(c)Expansion Device: It acts as a throttling device to expand the liquid refrigerant. 
(d)Refrigerant: It acts as a working fluid which absorbs heat from the fluid to be cooled and rejects heat to the 

atmosphere, through evaporation and condensation. 

The schematicofavapour compression chiller system is as showninfig.10. 
 

 
 

Fig.10: Schematic of a water-cooled chiller system. 

 

During the operation of the cooling machines, the  air cooling systems will be used and the 

condensation energy of the cooling machine is transferred to the  outdoor  air space. If the outdoor air 

temperature is much lower than user net return temperature on heat exchanger one, the air cooling system should 

serve as a free cooling system and replace the cooling machine. 

 

4.4 Fuzzy controller1 for operation of the cooling load storage system. 

The optimum start point for the discharge of the cooling load storage system depends on the maximum 

cooling power needed, which can differ every day. For calculation of maximum cooling power, Tout must be 

processed by the fuzzy controller, since the maximum cooling power in the summer time will be influenced 
extremely by Tout. A feed back of current cooling power calculated by Fuzzy control Block2 is also necessary, in 

order to estimate the maximum cooling power. If the peak of a maximum cooling power is estimated by the fuzzy 

controller, then this will be compensated by optimally discharging the cooling load storage system parallel to the 

cooling machines. 
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Fig.11:Fuzzycontroller1foroptimallydischargingcooling load storage system. 

 

Theinputvariablesofthecontroller1are: 

(1)Outdoor air temperature Tout 

(2)Differential of T out 

(3) Current cooling power of the cooling machines. 

 

For the fuzzification of the Tout, we have following system knowledge. Observation of the system has 

shown that above Toutof45°C, a second cooling machine is necessary, in order to meet demand for increasing 

cooling load. There fore the fuzzification will be around Tout45° C with only three fuzzy sets. 

The second fuzzy variable is calculated by eqn(4.1) 

 

D Tout/dt=(Tout(k)-Tout(k-1))                                                                                         (4.1) 

 
With Tout(k)=outdoor air temperature by Kth cycle 

Tout( k-1)=outdoor air temperature by –1TH cycle. 

 

The third input variable is the output K value1THofthe Fuzzy controller2, and represents the current cooling power. 

The output of the fuzzy controller1 is the estimated maximum cooling power CP-max. The membership function 

used for the fuzzy variables are available as P, Z,  trapmf, trimf andS- functions. For the defuzzification,"Centre of 

maximum "has been supported by the Mamdani type FIS (Fuzzy Inference System) Fig.4shows the P membership 

function as calculated byequation4.2 

 

X=MAX{0, MIN[1,B/(B-C) – AB(1/(B-C) (K-A))]}                                                              (4.2)  

  

Witho =degree of membership 
X=process variable as input variable 

A,B and C=parameters for the membership functions in value of the input variable, e.g.  

 

Membership function P type : 

 

Therule viewerforfuzzycontroller1isasshowninFig.12 
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Fig.12: Rule viewer for fuzzy controller 

 

4.5Fuzzycontroller2 for the operation of the cooling machines  

The fuzzy controller 2(FC-2) is the important  part  of the optimization control system, so that the cooling 
potential of the outdoor air is used, before starting any cooling machine. If"e1" is zero, or negative, then the capacity 

of free cooling system is enough for the required cooling power. The output signal of FC-

2willbezero.Inothercases,FC-2isresponsible for the operationofthecoolingmachines.Thiscontrollerconsistsof3 input 

variables as following: 

 
(1)Setpointerror"e1"atheatexchanger1 
(2)Setpointerror"e2"atheatexchanger2 

(3)Difference between user net return temperature (Tr-un) and T set point. 
 

The input variable1, is calculated as the difference between user net set point temperature (Tset point), and output 

temperature of the heat exchanger (THE1) according toequation4.3. 

 

e1=Tset point–THE1        (4.3) 

For this variable, only three sets are necessary, in order to defineif,e1is NS,ZRorPS.Therangeofe1isbetween+1k and-

1k.Thesecondinputvariable is calculated as the difference between(T set point), and output temperature of 
heatexchanger2(THE2) according toequation4.4 

 

e2=Tset point-THE2          (4.4) 

         

The third input variable is determined by equation 3.5 

 

Tr-un=Tr-un-Tset point          (4.5)  

        
Calculation of Tr-un  is  necessary,  because  Tset point  is variable, and therefore Tr-un contains the real 

information about the cooling load of the building.  

As soon as the first variable of the controller "e1" reaches the values of PS or ZR, this indicates that the 

capacity of FC-system is enough to cover the demanded cooling power, and the output signal for cooling 

machines is zero. In cases, where the capacity of the free cooling system is not enough, "e" will have values of 

NS, so that output of the controller will be determined by other rules. In that case the third input variable    Tr-un 

is more weighted for the output value of the controller, because   Tr- un represents the real alternation of the 

cooling load of the building. As shown in fig.5, the mamdani type fuzzy inference system (FIS) consists of 

calculation of input variables such as supply temperature HE1 set point error e1,supply temperature HE2 set 

point error e2 and user net return temperature    Tr- un, then through the process of fuzzification, fuzzy inference 
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and defuzzification. The processing of output for current cooling power (CCP) takes place takes place in 

mamdani type fuzzy inference system (FIS). 

 

 
 

Fig.13: Fuzzy controller2 for optimal operation of cooling machines. 

 

 
 

 Fig.14: Rule view er for fuzzy controller. 

 

V.  Conclusion 

From the above elucidation, the process of controlling using fuzzy PI Controller can be clearly 

understood, as the basic process of fuzzy controlby using variables which come across in HVAC System 

operation is meticulously depicted.  

The different types of fuzzies and its operations are explained in the above paragraphs with its 
applications. These applications are very helpful to know the importance of fuzzy. The variations of the 

controlling processes are explained with the help of graphs.  
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I. INTRODUCTION  
Peer-to-Peer (P2P) systems (figure 1) are distributed systems without (or with a minimal) the need of 

centralized control or hierarchical organization, where each node is equivalent in term of functionality. P2P 

refers to a class of systems and applications that employ the distributed resources to perform a critical function 

such as resources localization in a decentralized manner. The main challenge in peer to peer computing is to 

design and implement a robust distributed system composed of distributed and the heterogeneous peer nodes, 

located in unrelated administrative domains. In a typical P2P system, the participants can be ―domestic‖ or 

―enterprise‖ terminal nodes connected to the Internet. Peer-to-Peer computing is a very controversial topic. 

Many experts believe that there is not much new in peer to peer networks. There are several definitions of P2P 

systems that are being used by the peer to peer community. As defined in [1], ―P2P allows file sharing or 

computer resources and services by direct exchange between the systems‖, or ‖allows the use of devices on the 

Internet periphery in a non client capacity‖. Also, t could be defined through 3 key requirements: a) they have 

an operational computer of server quality, b) they have a DNS independent addressing system‖ and c) they are 

able to scope with variable connectivity. Also, as defined in [2]: peer to peer is a class of applications that takes 

advantage of resources-storage, cycle, content, human presence-availability at the edges of Internet. Because 

accessing to these decentralized resources means operating in an environment with unstable connectivity and 

unpredictable IP addresses. P2P nodes must operate outside the DNS system and have significant or total 

autonomy from central servers [1]. 

Abstract: The limitations of client- server systems become evident in the large scale distributed 

environments. Peer to peer (P2P networks can be used for improving communication process, optimizing 

resources discovery/localization, facilitating distributed information exchange. P2P applications need to 

discover and locate efficiently the node that provides the requested and targeted service. This paper 

proposes an approach called Chord4S, a Chord-based decentralized service discovery approach that 

supports service description distribution and discovery in a P2P manner. The main aim of designing 

Chord4S approach is to largely improve the availability of service descriptions in volatile environments 

by distributing descriptions of functionally equivalent services to different successor nodes. Two main 

features of Chord4S approach are to support service discovery with wildcard(s) and QoS awareness. 

Furthermore, Chord4S approach extends Chord’s original routing protocol to support the discovery of 

multiple functionally equivalent services at different successor nodes with one query, which is necessary 

for negotiation of a Service Level Agreement and selection of optimal service providers. 

Keywords: Chord, Decentralized approach, P2P network, Service discovery. 
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                                                   Fig. 1: Decentralized peer- to- peer Network 

 

Naturally, a P2P-based decentralized service discovery approach consists of a set of distributed nodes 

that form a structured peer to peer overlay network. Upon registration, the description of a service is distributed 

to a relevant node to be stored in the repository. A service query can be submitted to any node, and this node, if 

does not store the required service description, it is able to route the query to an appropriate node for 

resolution. Descriptions of matched services are retrieved and returned to the service consumer as the result of 

the service query. This paper proposes an approach called Chord4S, a Chord-based decentralized service 

discovery approach that supports service description distribution and discovery in a peer to peer manner. Chord 

is selected because it is well recognized for its flexibility and scalability and is considered suitable in large 

scale service computing environments. Chord4S takes advantages of the basic principles of Chord approach for 

nodes organization, data distribution and query routing. The main aim of designing Chord4S approach is to 

largely improve the availability of service descriptions in volatile environments by distributing descriptions of 

functionally equivalent services to different successor nodes. In case a node fails, a service consumer is still 

able to find functionally equivalent services that are stored at other successor nodes. 

 

II. RELATED WORK 
The centralized client/server model has been adopted for service discovery in service oriented 

computing. These traditional service discovery approaches of the web services technology are based on the 

Universal Description, Discovery, and Integration (UDDI) [3]. The UDDI Version 3.0.2 Specification [3] 

describes the Web services, data structures and the behaviours of all instances of a UDDI registry. Extension 

for a query federation of UDDI registries within Web Service environment is depicted in [4]. The search space 

is enlarged and the opportunity for the service consumers to discover more services that satisfy their 

requirements is increased, as this allows queries for businesses or services to be forwarded transparently to 

those extended UDDI nodes within the federation. In [5], the authors describe an interoperable model of 

distributed UDDI. This model divides UDDI servers into three types: normal server, super domain server and 

root server. Philosophy of the Domain Name System (DNS) is adopted here. Super domain servers, which are 

managed by the root server, are further used to maintain normal servers. This model is exposed to the same 

threats that domain name system faces, e.g., Distributed Denial of Service (DDoS) attack, as it is based on 

concept of DNS. In [6], the authors proposed a Web Service Crawler Engine to address the performance issue 

caused because of huge number of UDDI registries. Required web services can be efficiently discovered from a 

repository by the service consumers, as the crawler in the engine crawls accessible UDDI registries and gathers 

information in a centralized repository.  

Decentralized service discovery is considered as a promising approach to addressing the problems 

caused by the centralized infrastructures. In particular, some preliminary research has been conducted to utilize 

peer to peer computing for service discovery [7]. In [8], the authors presents an enhanced Skip Graph, Service 

Index, using WSDL-S as the semantic description language. Skip Graph is built by extracting semantic 

attributes of the web services as indexing keys. It consists of a set of increasingly sparse doubly-linked lists 
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ordered by levels starting at level zero. In [9], the authors propose distributed web service discovery 

architecture. It is based on the distributed shared space concept and intelligent search among a subset of 

spaces. Publishing of the Web service descriptions as well as to submit requests to discover the Web service of 

user’s interests is allowed. Integration of several applications running on different resource specific devices is 

also supported. In [10], the authors propose a Chord based structured peer-to-peer framework for Web service 

discovery in which Web services are located based on both service functionality and process behavior. Process 

behavior of the Web services is represented with finite automata and these finite automata are used for 

publishing and querying the Web services within the system. In [11], the authors propose the approach based 

on the concept that service providers themselves should take the responsibility to maintain their own service 

descriptions in the decentralized environment. To group peer nodes by service categories to form islands on the 

Chord ring, the decentralized service directory infrastructure is built with hashing descriptive strings into the 

identifiers. In [12], the authors present PSWD, a distributed web service discovery architecture based on an 

extended Chord algorithm called XChord [7]. In PSWD, XML is used to describe the web service descriptions 

and to express the service request. 

 

III. PROPOSED WORK 
 

1. Chord4S Service Description 

The service description supported by Chord4S approach consists of three main parts:  

 

 Service identifier 

 QoS specification 

 Syntax specification. 

 

The service identifiers are the identifications of the services as the basis for routing the query 

messages. A service identifier for Chord4S is divided into 2 parts, function bits and provider bits. The function 

bits are used to refer to the functionality of the service while the provider bits are utilized to describe provider 

specific information. When hashing a service description to generate the service identifier, Chord4S approach 

allocates certain bits of a service identifier for the function descriptions and the rest for provider bits. A sample 

of service identifier consisting of 5 layers is presented in figure 2. 

 

 
 

Fig. 2: Service identifier generated from hierarchical service description 

 

The QoS specification in Chord4S specifies the quality of the service that the service provider can 

offer. Chord4S approach allows service providers to publish their services with quality specifications attached 

as advertisements. However, the quality specifications are not involved in the generation of the service 
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identifier. After finding a service description that matches its functional requirements according to the 

Chord4S service identifier, the service consumer can look over the attached quality specification. Chord4S 

approach supports 3 types of QoS attributes, defined as follows: Numeric, Boolean and enumerated. The syntax 

specification for Chord4S describes the syntax of the service, e.g., the names and data types of the input and 

output parameters. 

 

2. Chord4S Service Publication 

There are two traditional approaches to address the data availability issue in traditional chord 

approach: replication (i.e., storage of multiple copies of a service description at different nodes) and 

redundancy (i.e., storage of redundant information along with the service description). Chord4S approach 

improves data availability by distributing descriptions of functionally equivalent services to different nodes. In 

this way, a failed node would just have limited impact on the data availability. A service consumer has the 

opportunity to locate the functionally equivalent services from those available network nodes. Consider a 

Chord4S- based overlay network consisting of n network nodes, let the length of the service identifier be m and 

the maximum number of functionally equivalent services be k. The length of the service provider bits x should 

be carefully calculated to achieve even service description distribution. Obviously, a smallest virtual segment 

should be capable of accommodating all the functionally equivalent services, as shown in constraint (1) below: 

12  kx
                                 (1) 

Hence, 

 )1(log 2  kx                        (2) 

To allocate enough bits for service provider bits, constraint (3) below should be satisfied: 

n
k

m
x 2

.12                          (3) 

Hence, 
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(log2

m

n

k
x


              (4) 

With constraints (2) and (4) satisfied, the descriptions of functionally equivalent services can be evenly 

distributed in a virtual segment which means that all of them are distributed to different successor nodes. 

 

3. Chord4S Service Query 

Chord4S approach supports 2 types of query: service- specific queries and queries with wildcard(s). A 

service-specific query contains complete details of the service description and is used to look up a specific 

service. In a system that allows four-layered function bits in the service descriptions, 

―Multimedia.Video.Encoder.AVI2RM‖ is a typical example of the service-specific query. The generation of 

target service identifier for the query ―Multimedia.Video.Encoder.AVI2RM‖ is given in figure 3 as an 

example. 

 
Fig. 3: Generation of target service identifier. 
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When solving a query with wildcards, it is actually looking up a virtual segment composed by the 

nodes succeeding service descriptions that fall into the target service category. The generation of the target 

service identifier—or more specifically target service category identifier—for a query with wildcards is similar 

to that for a service specific query. The difference is that the layers corresponding to the wildcards will be 

stuffed with 0s. 

 

IV. CONCLUSION 
Peer-to-Peer systems are based on the concept of resources localization and mutualisation in a 

dynamic context. In specific environment such as mobile networks, characterized by high variability and 

dynamicity of the network conditions and performances, where network nodes can join and leave the network 

dynamically, resources reliability and availability constitute a critical issue. Traditional service discovery 

approaches using centralized registries can easily suffer from problems such as performance bottleneck and 

vulnerability to failures in large scalable service networks, thus functioning abnormally. To address these 

issues, this paper proposes a peer-to-peer-based decentralized service discovery approach called as Chord4S. 

Chord4S utilizes the data distribution and lookup capabilities of the popular Chord approach to distribute and 

discover services in a decentralized manner. Chord4S approach supports QoS-aware service discovery and also 

supports service discovery with wildcards. 
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I. INTRODUCTION  
A wireless Sensor Network (WSN) consists of number of nodes that is used in different applications 

such as military, health care, commerce, etc. Usually a sensor node is used for sensing precision to monitor 

environmental conditions. This will be varies in sensing precision. Every sensor node will be varying in the 

sensing quality. So, whatever the values i.e. raw sensor readings that are collected from sensor is of data 

uncertainty and energy consumption. In order to remove the data uncertainty many approaches has been used, 

but that gives inefficient results. A data uncertainty is removed by placing more sensor nodes and as well as by 

calculating the probability i.e. aggregate probability. 

In many application domains, top-k query is a fundamental query to search for the most important 

objects according to the object ranking. Being different from those studies of top- k query in the centralized 

databases, in this paper we focus on the top-k query optimization in resource-constrained wireless sensor 

networks (WSNs). Technological advances have enabled the deployment of the large-scale sensor networks 

consisting of thousands of inexpensive sensor nodes in an ad-hoc fashion for a variety of environmental 

monitoring and surveillance purposes. During this course, a large volume of sensed data are needed to be 

aggregated within the sensor network to respond to user queries. The WSN thus is treated as a virtual database 

by the database community [1]. However, query processing in sensor networks is essentially different from it in 

traditional databases due to the unique characteristics imposed on sensors, e.g., slow processing capability, 

limited storage, and energy-limited batteries, etc. [2], which can be seen from several aspects. Firstly, to 

prolong network lifetime, the energy consumption is an optimization objective in sensor networks, because the 

battery-powered sensor nodes will quickly become inoperative due to the large quantity of energy consumption, 

and the network lifetime is closely tied to the energy consumption rate of the sensors. Secondly, a WSN that 

senses the data periodically can be viewed as a distributed stream system [3]. However, this special distributed 

stream system is different from the general distributed stream system because it is more expensive to obtain the 

sensed information from the sensors far away from the base station than those nearby. Finally, for query 

processing in sensor networks, minimizing not only the total energy consumption but also the maximum 

energy consumption among the sensors is the optimization objective. Hence, how to evaluate queries effectively 

and efficiently in sensor networks poses great challenges. 

 

Abstract: Wireless Sensor Networks (WSNs) are usually defined as large-scale, ad-hoc, multi-hop and 

wireless unpartitioned networks of homogeneous, small, static nodes deployed in an area of interest. 

Applications of sensor networks include monitoring volcano activity, building structures or natural 

habitat monitoring. In this paper, we present the problem of processing probabilistic top-k queries in a 

distributed wireless sensor networks. The basic problem in top-k query processing is that, a single method 

cannot be used as a solution to the problem of top-k query processing because there are many types of 

top-k query processing. The method has to be based on the situation, the classification and the type of 

database and the query model. Here we develop three algorithms, namely, sufficient set-based (SSB), 

necessary set-based (NSB), and boundary-based (BB), for inter- cluster query processing with bounded 

rounds of communications. Moreover, in responding to dynamic changes of data distribution in the 

overall network, we develop an adaptive algorithm that dynamically switches among the three proposed 

algorithms to minimize the transmission cost. 

Keywords: BB, NSB, SSB, Top- k query, WSN. 
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II. RELATED WORK  
   In recent years, many works have been done. Here we review representative work in the areas of 1) 

top-k Query processing in WSNs, and 2) top-k query processing on the uncertain data.  An extensive number 

of research works in this area has appeared in the literature [4], [5], [6]. Due to the limited energy budget 

available at sensors, the primary issue is how to develop energy-efficient methods to reduce communication 

and energy costs in the networks. TAG [4] is one of the first studies in this research area. By exploring the 

semantics of aggregate operators (e.g., sum, avg, and top-k), in-network processing approach is adopted to 

suppress the redundant data transmissions in wireless sensor networks. Moreover, continuous top-k queries for 

sensor networks have been studied in [7] and [8]. In addition, a distributed threshold join algorithm has been 

developed for the top- k queries [5]. These studies, considering no uncertain data, have a different focus from 

our present study.  

For uncertain databases, two interesting top-k definitions (i.e., U-Topk and U-kRanks) and like 

methods are proposed [9]. U-Topk returns a list of k- tuples that has the highest probability to be in the top-k 

list over all possible worlds. U-k- Ranks returns a list of k tuples such that the ith record has the highest 

probability to be the ith best record in all possible worlds. In [10], PT-Topk query, which returns the set of the 

tuples with a probability of at least p to be in the top-k lists in the possible worlds, is studied. Inspired by the 

concept of dominate set in the top-k query, a method which avoids unfolding all possible worlds is given. 

Besides, a sampling method is developed to quickly compute an approximation with quality guarantee to the 

answer set by drawing a small sample of the uncertain data. In [11], the expected rank of each tuple across all 

possible worlds serves as the ranking function for finding the final result. In [12], U-Topk and U-kRank 

queries are improved by exploiting their stop conditions. In [13], all existing top-k semantics have been unified 

by using some generating functions. Recently, a study on processing top-k queries over a distributed uncertain 

database is reported in [14].  

 

III. PROPOSED WORK 
 

1. Sufficient and Necessary sets 

In this section We introduce the notion of sufficient set and necessary set for distributed processing of 

probabilistic top-k queries in cluster-based wireless sensor networks. These two concepts have very nice 

properties and can facilitate localized data pruning in clusters. 

Given an uncertain data set Ti in the cluster Ci, if there exists a tuple tsb€Ti (called sufficient 

boundary) such that the tuples ranked lower than tsb are useless for the query processing at the base station, 

then the sufficient set of Ti, denoted as S(T), is a subset of Ti as specified below: 

 

              S(Ti)={t|t=ftsbort<ftsb} 

 

where f is a given scoring function for ranking. Note that a sufficient boundary may not exist for a given data 

set. Given a local data set Ti in the cluster Ci, assume that Ai is the set of locally known candidate tuples for the 

final answer and tnb (called necessary boundary) is the lowest ranked tuple in Ai. The necessary set of Ti, 

denoted as N(Ti), is  

 

    N(Ti)= {t|t€ Ti, t <f <tnb} 

 

Using the notion of sufficient and necessary sets as a basis, we propose 3 distributed algorithms for processing 

probabilistic top-k queries in wireless sensor networks, namely 1) Sufficient Set-based method; 2) Necessary 

Set-based method; and 3) Boundary-based method. 

 

2. Sufficient Set-Based (SSB) Algorithm 

After collecting data tuples from its cluster, ci computes the S(Ti) from the locally collected tuples and 

sends it to the base station. If a sufficient set cannot be obtained, then all the tuples are transmitted to the base 

station. After receiving the transmitted data tuples from all the cluster heads, they compute final answer. 

 

Algorithm 1: SSB ALGORITHM  

 

AT CLUSTER HEAD (ci):  

1. if SB(Ti) exits  
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    S(Ti) ← {x|x ≤  f SB(Ti) Λ x Є  Ti } 

    Yi ← S(Ti) 

     Else 

            Yi ← Ti  

2. Now, Yi is delivered to the base station.  

 

AT BASESTATION:  

1. It receive the tuples Yi from the cluster head.(1 ≤ i ≤ N) 

 

 2.T′ ← U1≤ i≤N Yi  

 

Where, x is the tuples ci is the cluster head S(Ti) is the sufficient set Ti is the records collected from 

the sensor N is the number of clusters in the zone Ci is the cluster Yi is the sufficient boundary for SSB. Tʹ is 

the aggregation of data sets received from the clusters 

 

3. Necessary Set-Based (NSB) Algorithm 

After receiving all the necessary sets, the received tuples are merged into a table in a base station and 

finds the necessary boundary called the global boundary (GB)). If GB is ranked higher than the highest ranked 

necessary boundary, all the necessary data have delivered to the base station. Otherwise, it entering the second 

phase, it sends the GB back to the ci, which return the supplementary data tuples ranked between its local 

necessary boundary and GB. Then, the base station computes the final answer. 

 

Algorithm 2: NSB ALGORITHM 

 

 AT CLUSTER HEAD:  

1.Compute the necessary boundary NB(Ti),  

    N(Ti) ← {x|x ≤ f NB(Ti) Λ x Є Ti }  

 

2. Deliver N(Ti) to the base station  

 

3.if cluster head receive GB from the base station then  

N′(Ti) ←{ x|x ≤f GB Λ x Є [Ti - N(Ti)]} Now, N′(Ti) is send to the base station.  

end if 

 

 

AT BASESTATION:  

1. It receives the tuples N (Ti) from the cluster head.  

    (1 ≤ i ≤ N) T′ ← U1 ≤ i ≤ N N(Ti)  

2. Now, it will calculate the global boundary.  

3. if global boundary GB is less than that of NB(Ti), then 

    It calculate the final necessary boundary  

else  

    It will broadcast GB to ci and once again it collects necessary tuples  

        T′ ← U1≤ i ≤ N N′(Ti)  

end if 

 

   Where, x is the tuples ci is the cluster head N(Ti) is the necessary set NB(Ti) is the necessary boundary Ti is 

the records collected from the sensor N is the number of clusters in the zone T′ is the aggregation of data sets 

received from the clusters 

 

4. Boundary-Based (BB) Algorithm 

The boundary-based method first delivers the local knowledge in clusters, in the form of NB and SB, 

to the base station in order to provide a refined global data pruning among clusters. It is done instead of 

directly delivering data tuples to the base station. 
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Algorithm 3: BB Algorithm 

 

 AT CLUSTER HEAD:  

1. Calculate the Necessary Boundary (NB) and Sufficient Boundary (SB) and send it to the base station.  

2. Base station receive Global Boundary (GB)  

3. Yi ← { x|x ≤f GB x Є [Ti - N(Ti)]}  

4. Now, Yi is delivered to the base station. 

 

AT BASESTATION:  

1. It will receive the NB and SB from cluster heads (ci), 

 2. Now, base station computes the (Sufficient Boundaryhigh and Necessary Boundarylow ).  

3. if SBhigh < NBlow , then SBhigh →GB  

else  

    NBlow → GB  

end if 

4.Now, broadcast the global boundary to each  

   Ci T ′ ← U1≤ i ≤ N Y(Ti) 

 

   Where, x is the tuple ci is the cluster head S(Ti) is the sufficient set N(Ti) is the necessary set Ti is the records 

collected from the sensor N is the number of clusters in the zone Yi is the sufficient boundary for SSB T′ is the 

aggregation of data sets received from the clusters 

 

5. Cost Analysis 

We perform a cost analysis on data transmission of the three proposed methods by using adaptive 

algorithm. Adaptive Algorithm: The performance of the data transmission using proposed method is affected 

by factors such as the skewness of data distribution among clusters which may change continuously over time. 

A cost-based adaptive algorithm that is used dynamically Sufficient Set Based, Necessary Set Based, and 

Boundary Based as the data distribution within the network changes. 

 

Algorithm 4: Adaptive Algorithm 

Count=0 ; 

 ZSSB , ZNSB , ZBB =0 Where R is varied window size.  

Then estimate the cost of CSSB, CNSB, CBB  

ZSSB ← ZSSB + CSSB  

ZNSB ← ZNSB + CNSB 

 ZBB ← ZBB + CBB 

if count ≥ R then  

if ZSSB = min{ ZSSB , ZNSB , ZBB} then  

switch to SSB  

end if  

if ZNSB = min{ ZSSB , ZNSB , ZBB} then  

switch to NSB  

end if  

if ZBB = min{ ZSSB , ZNSB , ZBB} then  

switch to SSB  

end if  

end if 

 

 

IV. CONCLUSION  
Motivated by many applications, top-k query is a fundamental operation in the modern database 

systems. Technological advances have enabled the deployment of several large-scale sensor networks for 

environmental monitoring and surveillance purposes, efficient processing of top-k query in such networks 

poses great challenges due to the unique characteristics of sensor nodes and a vast amount of data generated by 

sensor networks. This work supports in-network top-k query process over uncertain data in the distributed 

wireless sensor network. We develop the notion of the sufficient set and necessary set for efficient in-network 
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pruning of uncertain data in a distributed setting. This notion, along with its nice properties, provides a 

theoretical basis for the distributed query processing methods. Based on the notion of sufficient sets and 

necessary sets, we propose a suite of algorithms for in-network processing of PT-Topk queries in a two-tier 

hierarchical sensor network. These methods exploit individual and combined strengths of sufficient and 

necessary sets in query processing. We propose a cost-based adaptive algorithm that dynamically switches 

among the three proposed  algorithms based on their estimated costs. 
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I. INTRODUCTION 
Velocity of gases increases or decreases due to blade attached to its components’ turbine, compressor 

or several other devices such as regenerator economizer etc. Gas turbine is classified into three categories by 

number of shaft. Gas turbine is a machine which has a shape of a long cylinder attached with tricone at the end. 

They have higher efficiency or power /weight ratio compared to other turbo-machinery or internal combustion 

engines. Gas turbine has very few moving parts which mean they are more reliable than other turbo machine. 

Gas turbines are easier and cheaper when it is installed in a power plant. For the instalment of Gas turbine in 
power plant , installation can be completed in a period of about 400 days which is less than nuclear power plant 

takes 1900 days, coal plant takes 1200 days .This is factor by gas turbine is getting more attention in some 

nation. They are easily operated and provide power to industries by the help of generator attached to the shaft of 

Gas  turbine and are also providing power to boats aircraft cars etc and are replacing other cycle engine as they 

are more economical. Siemens turbines are of about 90 % efficiency and total efficiency of this turbine is 45 % 

is utilized by the industries or other respective field. By combining two different type of turbine the efficiency 

can be increased. Gas turbine efficiency is based on brayton cycle and is calculated on this value of assumption. 

Gas turbine has compressor, turbine and combustion chamber attached to shaft. The main part of turbine and 

compressor are blade attached to them , blades are attached in compressor and turbine in opposite direction to 

each other , hence blade is major part of Gas turbine engine as by changing blade geometry 

efficiency can be increased in the engine. 
 

II. Blades 
Blades are attached to hub in meridian manner to withstand heat and forces, stress. Turbines are of also 

two types radial and axial turbine .Compressor and external machine for output get power from turbine only  

Abstract: As day by day population of the world is increasing and our resources are frequently reducing 

hence to meet this demand of the world of energy we have to move to a device which have a maximum 

efficiency for the condition turbo-machinery are better suited machines having a good efficiency, in 
which a Gas turbine is best example of turbo- machinery Turbine is the part of gas turbine which provide 

the power to compressor to run or provide power to external source from where energy can be extracted 

by attaching alternator in the shaft of Gas turbine. As in earlier a lot of work have  been done by the 

researcher to increase the efficiency and standard of Gas turbine by the method of film cooling, coating, 

and curvature of blade to protect the blade from high temperature of 1200 C° inside the Gas turbine to 

increase the life of blade without considering about the efficiency of the engine As in this work is to 

enhancement of efficiency of Gas turbine. Gas turbine blade is very important component of engine as 

they are attached to both turbine or compressor and turbine provide energy to compressor hence the 

turbine blade are more important component to enhance the efficiency which will be analyzed on the 

basis of blade height area of fluid flow , area of blade thickness and angles . This simulation is based on 

the define value of temperature pressure density of fluid and solid used in blade construction will be 

meshed in ANSYS and calculation on the basis of FEM and the result from this calculation over the 
temperature and fluid flow inside the gas turbine of different number of blade is studied will be compare 

to reach high efficiency point. By determent these value output is formulated on graph chart and will be 

studied and result obtain 

Keywords: Cp specific heat, C camber length, LE Leading edge ,TE trailing edge , (C/S) Solidity, R1 

inlet of blade , Pitch Cord Ratio (S/C),S2 inlet of shroud ,S1 inlet of hub ,T temperature ,kg/s mass flow 

rate 
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Fig 1 Sketch of blade of type 1 

 

The blades of gas turbine are attached to compressor and turbine. The blades are part of Gas turbines 

which are providing gas. They receive all the time heat in spite of that blade  have to produce power to 

compressor or turbine for outcome by exerting a high stress on their part. Blade of turbine can be divided on the 

basis of leading and trailing edge geometry in the form of 

  1< Edge, 2< Ellipse shape , 3< Cut of type 

 

III. Methodology 1 
Design of turbine blade with having LE Pitch = 7.46518 mm and TE Pitch(S) = 7.70221 mm and 

Airfoil Area = 131.637 mm², Camber Length = 43.3695 , Cord Length (C) = 39.2005 , Meridional Length (M) = 

31.144mm, Stagger Angle = 37.4°, Solidity (C/S) = 5.08951° Pitch Cord Ratio (S/C) = 0.196483 LE Thickness 

= 1.94059 mm, TE Thickness = 0.800947 mm and these are the value of size for this turbine blade and for this 

thesis many blade design were model to check the correct value to suit the turbine After modulating a 2 

dimensional model of blade of length 40 mm then a height of according to shaft diameter blade length were 

made and the blade design of 3 model were drafted in cad  

 

 
Fig 2 the graph variation of radius at two side of blade 
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On the basis of graph of figure 2 showing blade location thickness aerofoil area the blade model is 

design for this report after designing of blade then they are ready to attached in turbine then they are attached in 

shaft so that they can for series of blade in circular manner  
 

   
Fig3.12 showing mesh model of turbine blade attached to hub 

 

Meshing is the first pre processing stage in ANSYS analysis. Meshes are done on the model to 
substitute the values of input parameter. Meshing in thesis is done by defining this model in to geometry and 

then the fluid flow region of one blade is define as body is symmetry not necessary define all the blade, by 

meshing fluid flow and heat transfer are based on differential equation, in order to analyze fluids and heat flow 

nodal point are split into hexahedral mesh. Continuity equation all around nodes of model will be put in the 

entire flow region by creating mesh  
 

domain Nodes  element 

R1 15916 13378 

S1 12880 11286 

S2 4480 3654 

Total 33276 28309 

Table 3.1 

 

IV. Methodology 2 
The blade which is generated in CAD transported to software ansys of fluent where the flow of fluid 

will be analyzed and design of blade with hub of turbine for 3D design is processed for solving first step is to 

check the mesh quality and the model is again meshed for solution  

  
Figure 4.1 mesh design of turbine blade 
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Fluid which will flow in the Gas turbine is define and the and the radius and height is according to hub 

diameter is set and all this solution are based on Navier stroke equation by keeping gravitation force on the 

blade and the fluid which are flowing are acetylene air acetone etc are define for analysis with their density 
thermal conductivity and many other input are define to solve the result the blades are calculated in the dynamic 

mode and mesh is again update which are based on 

 

 Smoothing: This enables to calculate the mesh of blade on the basis of diffusion method  

 Layering:  Layer of mesh are added or removed the cell by moving toward adjacent layer 

 Remeshing: by this model is again meshed For setting up reference quality for computing the result geometry 

reference value are specified taking hub as value from where value is calculated area 1m² , density 1.252kg/m³ 

enthalpy 0 length 39.37 mm temperature = 300 k with value 1 m/s and specific heat Cp =1.4 

 

 Then the parameters are set to solve the equation by the following way 

 Gradient is set on the basis of heat pressure square cell 
 Pressure equation set to calculate pressure at nodes or element of blades 

 Momentum is second order upwind 

 Energy is second order upwind 

 

All these formulation is based on first order equation For up and down in the value in calculation the 

relaxation of 0.3 in pressure, 1kg/m³ in density, energy 1 moment0.7 is taken into consideration for calculation 

For solution to be in perfect result the iteration is set to max 27 in a interval of 1 and Force value area analyses 

then value are calculated on each nodes of geometry by meshing and the area of blade inflow are calculated 

 

V. Result 
FLUID FLOW ANALYSIS OF BLADES Fig result of analysis of fluid flow for blade type 1 In this 

report more than 30 type of blade were analysed and according to them the value are obtained but only two 

types blade results 
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It is mention. Pressure at the blade were calculated and shown on the Graph and density variation 

according to area are mention 

FORCE REPORT 
Domain Name: Default Domain 

Global Length = 2.3664E-02 

Minimum Extent = 2.0757E-02 

Maximum Extent = 5.0000E-02 

Density = 1.1850E+00 

Dynamic Viscosity= 1.8310E-05 

Velocity = 0.0000E+00 

 

These are values which are obtained by the analysis of fluid forces at point of blade hub shroud etc  

Figure 5 density and pressure effect on blade 

 

 
 

Figure 5 variation of fluid while flowing over blade 
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Figure 5 variation pressures, velocity internal energy 

 

VI. Conclusion 
On the basis of result obtained from more than 30 types of blade at temperature from 22 °C to 2000 °C 

of blade having shroud for leading edge and trailing edge different size and shape and the camber length 

increasing and decreasing value. Flow analysis for blade having blade without shroud results are best but life of 

blade are shorter than but it will increase the efficiency of blade as flow of fluid inside the turbine having 42 

number of blade the pressure are less at leading edge comparisons than trailing edge and less interference of 

fluid takes place can also enhance the efficiency of turbine. The heating effect of blade is same for all materials 

are based on density of blade material INCONES 165 having density8400 Kg/m³ is good. The value will also 

increase when density of material will increase. Shroud will reduce the flow of fluid inside the turbine. 

Temperature does not show any type variations on the blade geometry until its operating condition or melting 

point incone165 is best. Forces on the turbine with 42 blades have an effect of maximum 5.00575 E 002 and 

minimum2.00575 E 02 and dynamic viscosity is also better for more than or less than 42 blades of turbine . 
Value obtained for 42 number of blade having leading and trailing edge square cut is also less than the elliptical 

shape blade On the basis of this report the number of 42 blade of turbine having elliptical leading edge and 

trailing edge the result output of turbine efficiency is better than other. 
  

VII. Future Aspect 
With the invention of different type of material having high melting point and thermal conductivities 

and different density the blade of turbine can be further studied, as the use of turbine is increasing in the 

industries to because of increasing have maximum efficiency as resources are diminishing day by day. 
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I. Introduction 
Nowadays most of the digital communication systems are employed with Convolutionally encoded 

data in channel to compensate Additive White Gaussian Noise (AWGN), Fading of the channel, Quantization 

noise and other data degradation effects. Error detection and error correction is important for reliable 

communication; error detection techniques are much simpler than Forward Error Correction (FEC). But error 

detection techniques have certain disadvantages. Error detection pre-supposes the existence of an Automatic 
Repeat Request (ARQ) feature which acknowledges for the retransmission of data blocks, segments or packets 

in which errors have been detected.  

Convolutional encoding with Viterbi decoding is a powerful FEC technique that is particularly suited 

to a channel in which the transmitted signal is corrupted mainly by AWGN. It operates on data stream and has 

memory that uses previous bits to encode. It is simple and has good performance with low implementation cost. 

The Viterbi Algorithm (VA) was proposed in 1967 by Andrew Viterbi and is used for decoding a bitstream that 

has been encoded using FEC code. The Convolutional encoder adds redundancy to a continuous stream of input 

data by using a linear shift register. Adaptive Viterbi decoder is very efficient and robust. The main advantage 

of Adaptive Viterbi Decoder is it has fixed decoding time and also it suites for hardware decoding 

implementation. The implementation requires the exponential increase in the area and power consumption to 

achieve increased decoding accuracy. 

Most of the Viterbi decoders in the market are a parameterizable Intelligent Property (IP) core with an 
efficient algorithm for decoding of one convolutionally-encoded sequence only and this is mostly used in the 

field of satellite and radio communications. In addition, the cost for the convolutional encoder and Viterbi 

decoder are expensive for a specified design because of the patent issue. Therefore, to realize an adaptive 

Convolutional encoder and Viterbi decoder on a Field Programmable Gate Array (FPGA) board is very 

demanding especially for Multi-Carrier Systems like Orthogonal Frequency Division Multiplexing (OFDM).  

 

 

 

 

 

 
 

Abstract: In this paper, we concern with designing and implementing a Convolutional encoder and 

Adaptive Viterbi Decoder (AVD) which are the essential blocks in digital communication system using 

FPGA technology. Convolutional coding is a coding scheme used in communication systems for error 

correction employed in applications like deep space communications and wireless communications. It 

provides an alternative approach to block codes for transmission over a noisy channel. The block codes 

can be applied only for the blocks of data where as the Convolutional coding has an advantage that it 

can be applied to both continuous data stream and blocks of data. The Viterbi decoder with PNPH 

(Permutation Network based Path History) management unit which is a special path management unit 

for faster decoding speed with less routing area. The proposed architecture can be realized by an 
Adaptive Viterbi Decoder having constraint length, K of 3 and a code rate (k/n) of 1/2 using Verilog 

HDL. Simulation is done using Xilinx ISE 12.4i design software and it is targeted into Xilinx Virtex-5, 

XC5VLX110T FPGA. 

 Keywords: Convolutional Encoder, Viterbi Decoder, Trellis, PNPH Unit, Virtex-5, Verilog HDL, 

FPGA. 
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The general block diagram of Viterbi decoder communication system is shown in Figure 1. 

 

 
Figure 1:  Block diagram of Viterbi decoder communication system 

 

The remainders of this paper are organized as follows. In section II, The important terms and its 

definitions used in this paper are discussed. In section III, The analysis and FPGA design of (2,1,3) 

Convolutional encoder are presented. Section IV discusses about the Viterbi Decoder. Section V shows the 

Results and its discussions based on Xilinx ISE (Integrated Software Environment) 12.4 version tool. In Section 

VI, The hardware implementation of Convolutional encoder with Viterbi decoder on Xilinx Virtex-5, 

XUPV5LX110 FPGA board. The paper is concluded in Section VII.  

 

II. Important Terms And Its Definitions 
The following terms are important to the understanding of Convolutional coding and Viterbi decoding. 

 

1. Hard-decision/soft-decision decoding: Hard-decision decoding means that the demodulator is quantized to 

two levels: zero and one. If you derive more than two quantization levels from the demodulator, then the 

decoder is soft-decision decoding. 

2. Code rate R(=k/n): Number of bits into Convolutional encoder (k)/ number of bits in output symbol(n) 

which corresponds not only current input bit, but also previous (K–1) ones.  

3. Constraint length (K):  It denotes the “length” of the Convolutional encoder, i.e., no of k-bit stages are 

available to feed the combinatorial logic that produces the output symbols. 

4. Branch Metric: Difference between the received sequence and the branch word is called the Branch metric. 

5. Path Metric: Branch metric accumulates to form Path metric. 
 

III. Convolutional Encoder 
The Convolutional encoder is basically a Finite State Machine (FSM). It converts the single bit input 

into two or more bits for every clock pulse according to the generator polynomial. The generator polynomial 

gives the connections of the encoder to the modulo-2 adder. In the generator polynomial logic „1‟ indicates the 

connection between the stages and logic „0‟ indicates no connection between the stages. The convolutional 

encoder can be represented by (n,k,K) where „k‟ is the number of input bits , „n‟ is the number of output bits and 

„K‟ is the constraint length that depends up on the number of flip flops used for convolutional encoder. The code 

rate of a convolutional encoder is defined as ratio of number of input bits to number of output bits. The 
convolutional encoder with a code rate of ½ and Constraint length of 3 is shown in Fig. 2. 

 
Figure 2: (2,1,3) Convolutional encoder  
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The Convolutional encoder can be represented by using state table, state diagram and trellis diagram. 

The state is defined by using the shift register contents of encoder. In state table output symbol is a function of 

input symbol and state. The state diagram shows the transition between different states. The Trellis diagram is 
the description of state diagram of encoder by a time line i.e. to represent each time unit with a separate state 

diagram. The state diagram and the trellis diagram of ½ rate convolutional encoder in Figure 2 is shown in 

Figure 3(a) and 3(b) respectively. 

 

       
 

3 (a)                                                                             3 (b) 

Figure 3:  (a) State diagram (b) Trellis diagram 

 
The Trellis diagram is used to find out accumulated distances (called as path metric in viterbi decoder) 

from the received sequence to get the same transmitted sequence. 

 

IV. Viterbi Decoder 
When a sequence of data is received from the channel, it is required to estimate the original sequence 

that has been sent. The process of identifying original message sequence from the received data can be done 

using the diagram called "trellis". A Viterbi decoder uses the Viterbi algorithm for decoding a bit stream that has 

been encoded using Forward Error Correction based on a convolutional code. Figure 4 shows the block diagram 

of Viterbi decoder.  

   
Figure 4: Block diagram of Viterbi decoder 

 

The Viterbi Decoder consists of following functional parts 

a). Branch Metric Unit (BMU)  

b). Add Compare Select Unit (ACSU) 

c). Survivor Memory Management Unit (SMU). 

 

a) Branch Metric Unit: 

The first unit is called branch metric unit, the received data symbols are compared to the ideal outputs 

of the encoder from the transmitter and branch metric is calculated. Hamming distance or the Euclidean distance 

is used for branch metric computation. It is typically a smallest unit of the Viterbi decoder. Its complexity 

increases exponentially with reciprocal of the coding rate. It is non critical block with respect to area and 

throughput. 

In the hard-decision decoding, the path through trellis is determined by using Hamming distance 

measure. Thus, most optimal path through trellis is path with minimum Hamming distance. The Hamming 

distance can be defined as the number of bits that are different between the observed symbol at decoder and the 
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sent symbol from encoder. Furthermore, the hard decision decoding applies one bit quantization on the received 

bits. 

The Soft-decision decoding is applied for maximum likelihood decoding, when the data is transmitted 
over the Gaussian channel. On the contrary to hard decision decoding, the soft-decision decoding uses multi-bit 

quantization for the received bits, and Euclidean distance as a distance measure instead of hamming distance. A 

3-bit quantization results in an 8-array output. An implementation of the BMU block is shown in Figure 5. 

 

 
Figure 5:  Branch metric computation block 

 

b) Add Compare and Select Unit: 

The hardware architecture of the ACS module is shown in Figure 6. Path Metric (PM) of the node/state 

is found by adding the partial path metric from the previous stage and the present stage branch metrics. Since 
there are two possible ways to reach any node/state two path metrics are obtained.  These two are compared to 

select the one with the least path metric. 

 The path with the better metric is chosen and stored as the new path metric for current state, while 

generating a decision bit. 

Mathematically, 

 If BM(i;p) +PM(i;p) < BM(j;p) +PM(j;p) 

  Then Dec(p)=0, PM(p)=PM(i)+BM(i;p) 

 Else  

  Dec(p)=1, PM(p)=PM(j)+BM(j;p)  

 

Where BM is Branch Metric, PM is Path Metric and Dec is Decision bit. 

 
The decision bit indicates what branch was chosen. Because each state can be achieved from the earlier 

stage, the decision value is represented by one bit. If the bit is „1‟ the path selected is coming from the lower 

state from those two possible states in the trellis diagram, and if the decision bit is „0‟ the path selected is 

coming from the upper state. As the ACS unit needs the results from the calculations of the previous steps, it 

forms a feedback loop with the path metric memory unit, where the results are stored. 

. 

 
Figure 6: ACS (Add Compare select) module 

 

c) Survivor Memory management Unit: 

The Survivor Memory management Unit (SMU) stores the decisions of the ACS unit and uses them to 

compute the decoded output. The Trace-Back (TB) technique and the Register-Exchange (RE) approaches are 

two major techniques used for the path history management .The Trace Back unit takes up less area but require 
much more time than the Register Exchange method. A relatively new approach called Permutation Network 

based Path History (PNPH) unit implements directly the trellis diagram of the given Convolutional code to trace 

the survivor path back sequentially.  

The resulting circuit has smaller routing area than register-exchange technique and has faster decoding 

speed than trace-back method regardless of the constraint length. 
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Permutation network based path history (PNPH) unit: 

The Permutation Network based Path History (PNPH) unit for an convolutional code is a 5L-stage 

permutation network with each stage containing 1-to-2k demultiplexers, where each Demux corresponds to each 
node of the trellis diagram and is associated with a K-bit register and a 2k-input OR gate. The K bit register is 

used to store the decision bits associated with the state node and to determine the partial survivor path associated 

with the node. 

Thus, each registers demultiplexer pair determines the part of the survivor path associated its 

corresponding state node. The connection between two adjacent stages of the interconnection network is defined 

by the next function of the state diagram of the underlying encoder. New decision-bit values for each state 

calculated by Add-Compare-Select (ACS) enter into the rightmost end of corresponding shift register. The 

PNPH unit for the convolutional code (2, 1, 3) shown in Figure 7. 

 
Figure 7: PNPH Unit for the convolutional code (2,1,3) 

 

V. Results And Discussions 
 

1). RTL Schematic: 

The RTL schematic of Convolutional encoder with Viterbi decoder is shown in Figure 8. 

 

 
Figure 8: RTL schematic of Convolutional encoder with Viterbi Decoder 
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2). Simulation Results: 

i) Convolutional Encoder: 

The simulation results of Convolutional encoder with constraint length of K=3 and code rate of r=½ is 
shown in Figure 9. 

  

 
Figure 9: Simulation results of Convolutional encoder 

 

 

ii) Viterbi Decoder: 

The simulation results of Viterbi decoder is shown in Figure 10. 

 
Figure 10: Simulation results of Viterbi Decoder 

 

The simulation results of overall Convolutional encoder with Viterbi Decoder is shown in Figure 11. 

 
Figure 11: Simulation results of overall Convolutional encoder with Viterbi Decoder 
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The simulation results of overall Convolutional encoder and Viterbi Decoder with noise is shown in Figure 

12. 

 
Figure 12: Simulation results of Viterbi Decoder with noise 

 

VI. FPGA Prototyping 
The design of Convolutional encoder and Viterbi decoder is verified on Xilinx Virtex-5, 

XUPV5LX110T FPGA board by using Xilinx iMPACT device configuration tool. The output of Convolutional 

encoder with Viterbi decoder on Xilinx Virtex-5, XUPV5LX110T FPGA board with bouncing pattern of LEDs 

indicating respective outputs is also shown in Figure 13. 

 

 
Figure 13: Output of Convolutional encoder with Viterbi decoder on Xilinx Virtex-5, XUPV5LX110T FPGA 

board 
 

VII. Conclusion 
In this paper, we have presented the design and implementation of the Convolutional encoder and 

Viterbi Decoder with constraint length of K=3 and code rate of r=½. 
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The Convolutional encoder and Viterbi decoder with PNPH unit is successfully designed in Xilinx ISE 

Design suite 12.4 platform with Verilog HDL. The design is simulated for functionality by using Xilinx ISE 

simulator tool, and Implemented on Xilinx Virtex-5, XUPV5LX110T FPGA board. The synthesized 
Convolutional encoder with Viterbi decoder has 96 slice LUT‟s, 78 slice registers and 1-buffer. The timing 

analysis results show that the critical path is 6.016 ns, i.e. the maximum clock frequency of 166.223 MHz. 

As an extension to this work, we can implement Folded PNPH unit to improve the decoding speed and 

also we can think of reconfigurable architecture for implementing Convolutional encoders with different code 

rates simultaneously.  
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I. INTRODUCTION  

Nowadays, the daily mobility of passenger has become a very important problem in our 

society. Also, the spatial dispersion of habitat and activities contribute to a considerable growth 

of the use of cars and traffic. Private vehicle remains the most popular and the preferred mean of 

transport thanks to its flexibility, efficiency, speed and comfort. In fact, statistics show that in 

2008, the private car  is the dominant mean of transport by 60% of urban travel while the others 

means like walking, public transport, bicycle and motorcycle represent recursively 27%, 9%, 2% 

and 2% [1], [2]. Traffic congestion acts directly on the economy, causes an increase of pollution, 

and reduces citizens‟ comfort. According to the “Agency for the environment of the European 

union”, transport represents 23,8% of the total greenhouse gases emissions and 27.9% of total 

CO2 emissions [3]. 

Different policy options exist in order to deal with thetransport problem such as the 

resort to other solutions that complete the classic public transport like transport on demand, 

vehicle-sharing services (carpooling, car sharing) and cycling (free use bicycles for 

example).These solutions are complementary and respond to each specific need. In fact, 

combining the different private and public transport means might be more effective. 

The idea of combining different transport modes is supported by the European 

commission of transport since 2006. The new notion of co-modality was introducedin the 

transport policy as the optimum combination of modes of transport chain [4]. With this approach, 

we don‟t seek anymore to oppose transport modes one to another but rather to find an optimum 

solution exploiting the domains of relevance of the various transport modes and their 

combinations. 

The co-modal approach, in the same way as its predecessor, the „„multimodal‟‟ approach, 

consists on developing infrastructures and taking measures and actions that will ensure 

optimum combination of individual transport modes i.e. enabling them to be combined effectively 

in terms of economic efficiency (i.e. providing the most cost effective combination), environmental 

efficiency (the least polluting combination), service efficiency (level of service provided), financial 

efficiency (best use of society‟s resources), etc[5]. It refers to the “use of different modes on their 

own or in combination”.  

Abstract: Improving the co-modal transport and introducing systems for traveler information is becoming 

more and more urgent in our society in order to guarantee a high level of mobility in the long term. The 

goal of this research is to develop a distributed co-modal transport system that takes into account all 

possible means of transport including carpooling, vehicles on service and public transport and satisfies 
traveler’s queries, constraints and preferences. The main contribution of this work is to propose an 

innovative multi-agent approach to solve problems in wide co-modal transport networks. First, we propose 

a multi-agent architecture to model the system. Then we use a method to construct a co-modal transport 

network representation by categorizing the transport services and using transfer links and a distributed 

algorithm in order to resolve the shortest paths problem. We test our model and algorithms based on a 

case study in Lille, France. The experiments results on theoretical graphs as well as on real transport 

networks are very promising. 

Keywords: Co-modal transport, Co-modal Transfer Point, Distributed Shortest paths, Multi-agent 

Systems, Optimization. 
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In the research community, many projects were devoted to transport systems that 

recommend travelers a combination of transport means door to door journeys [6], [7], [8], [9]. 

Knowing that our target is to satisfy transport user demands, respecting user‟s 

preferences, we propose in this paper a distributed vehicle-sharing services system. This system 

combines all possible means of transport including private cars, vehicles on service and public 

transport, which remains a remarkable solution for the environment and the streets obstruction. 

The adopted method combines the optimization methods and the multi-agent system. It is a 

distributedco-modal approach based on a multi-agent system. The resolution of the co-modal 

transport problem is divided into two parts. First, a co-modal approach is applied to a transfer 

graph in order to compute the shortest paths in terms of time andthen an evolutionary 

optimization approach in terms of total cost, time and gas emission volume is adopted, taking 

into account passenger constraints and preferences. In this paper, only the first part of 

optimization is considered. 

So, some related works and researches will be introduced in section 2 following by the 

problem description in section 3. Section 4 describes the multi-agent system organization for the 

co-modal system. In our multi-agent system, the notion of roles is applied and especially for one 

special agent. The different roles of this agent are described in section 5. Then, the distributed co-

modal graphs are described in section 6 with some definitions of co-modal graphs and a special 

distributed graph: the transfer graph. We present then in the next section our approach and our 

algorithms in order to resolve the transfer graph and applied by the “Super Agent”. We end the 

paper with a simulation example and a conclusion and some prospects in respectively section 8 

and 9.  

 

II. RELATED WORKS   
Recently, the transport sector is under pressure across the world. Overloaded roads lead 

to both economical and ecological problems. This engendered the rise of Intelligent 

Transportation Systems (ITS). An ITS is a transportation system that aims to alleviate and 

minimize the transport congestion problems using different information and communication 

technologies (geo-localization, GPS, mobile technologies…)[10].  As an integral important 

part of intelligent transport system, Advanced Travelers Information Systems (ATIS) provides 

travelers all the pre-trip and real-time information through a dynamic transportation network.  

An ATIS must have the ability to model not only mono-model itineraries but also co-modal ones 

including both private and public transport services. Multimodal and co-modal transport models 

and optimization algorithms attract many researchers‟ interests. In France, [11] and [12] 

proposed systems that optimize in real time user itineraries in term of cost and travelling time 

for the multimodal common transport and [13] enriched the system by adding co-modal transport 

in case of perturbation. [14] proposed a transfer graph approach for multimodal transport 

problems. An hybrid approach using the Dijkstra‟s algorithm and Ant colony optimization was 

applied. In other works, [15] proposed a parallel algorithm for solving the Time Dependent 

Multimodal Transport Problem (TDMTP) in very large transport networks. [16] proposed a 

public transportation domain ontology that considers different concepts related to the best and 

more relevant planning for the passenger.In the United States, different multimodal trip planner 

for mobile devices were developed [17], [18],[19]. Also, a distributed solution integrating different 

trip planning systems into a distributed system was presented by [20]. In Germany, many 

researchers were interested by extending networks from single mode to multimodal like [21] and 

[22].  Mentzcompany [23] developed a personal travel companion. This system focuses on 

personalized multimodal journey planning, mobile multimodal trip management and smart-

phone-based pedestrian orientation and guidance in complex public transport transfer buildings. 

We can cite another application, the RUHRPILOT. It is a multimodal trip planner for the “Rhur” 

area in Germany. Public transport schedules from 15 cities are combined with each other to cover 

the whole geographical area and also a dynamic car routing is offered [24]. [25] proposed a switch 

point approach to model multimodal transport networks. In the Netherlands, [26], developed a 

personal intelligent travel assistant for public transport. [27] proposed a multimodal transport 

network model for advanced traveler information systems that simultaneously consider private 

and public transport modes. A co-modal travel planner, combining both private and public modes 

of transport was introduced in Stockholm, Sweden [28]. In other countries, Zografos [29] 
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described an algorithm for itinerary planning based on dynamic programming. Su [30] developed 

a multimodal trip planning system for intercity transportation in Taiwan.Also, in India a 

multimodal transport system for Hyderabad city was proposed by [31].  

All the researches described above deal with traveler information systems in multimodal 

networks. We can remark that there is a small difference between the different descriptions of 

multimodal networks. For some researches, multimodal transport concerns the different modes of 

public transport (bus, subway, train…). Others consider that multimodal transprt includes both 

of private (car, bike…) and public transport. The term of co-modality is not commonly used since 

it is a new notion. Based on all these researches, we propose a distributed co-modal transport 

system that satisfies the traveler‟s demands and plans their trips in real time. It respects the 

new notion of co-modality and combines all possible means and services of transport including 

private cars thanks to the carpooling service, vehicles on service (carsharing, bikes) and public 

transport. We model co-modal transport networks and categorize networks into different 

services.   

 

III.     PROBLEM DESCRIPTION 

The main concern of our system is to combine all the existing transport services in order 

to satisfy the users by providing optimized co-modal itineraries and respecting their priorities 

criteria. 

As shown in Fig.1, a transport user can use a medium of communication (e.g. laptop, 

PDA, smartphone) in order to express his demand and provide a departure and arrival points 

and the correspondent earlier and later schedules. In a short time interval, many transport users 

can formulate simultaneously a set of requests. So the system should find feasible decompositions 

in terms of independent sub-itineraries called Routes recognizing similarities. For a given Route, 

we can have several possibilities with different vehicles which are available to ensure this Route 

through the same time window. All these identified Routes constitute our co-modal graph and we 

have to recognize the different possibilities of RoutesCombinations to compose each itinerary 

demand.  The problem is how to choose the most effective RouteCombination to a given user, 

taking into account his constraints and preferences in terms of total cost, total travelling time 

and total greenhouse gas volume for example. 

 
Figure 1 Global system description 

 

At a time t, our problem is defined by: 

 N requests formulated through a short interval of time∆𝜀~milliseconds. 𝐼𝑡is the set of 

these requests. In fact, the system catches simultaneously all travellers queries 

expressed through ∆𝜀 .  

 𝐼𝑘 𝑑𝑘 , 𝑎𝑘 , 𝑊𝑘 ∈ 𝐼𝑡  is an itinerary request formulated by a user k at a time t from a 
departure point 𝑑𝑘to an arrival point 𝑎𝑘  through a time window 𝑊𝑘 = [𝑡𝑑𝑘 , 𝑡𝑎𝑘 ]; 𝑡𝑑𝑘  and 

𝑡𝑎𝑘  correspond respectively to the  earliest (minimum departure time from 𝑑𝑘) and the 

latest (maximum arrival time to 𝑎𝑘) possible schedules with 𝑡 ≤ 𝑡𝑑𝑘 < 𝑡𝑎𝑘 ; 
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 𝑅𝑔 𝑑𝑔 , 𝑎𝑔 , 𝑊𝑔 is a Route identified to respondto a part of the total itinerary requests 

𝐼𝑘  ∈  𝐼𝑡 .   

 
Figure 2 Route 𝑹𝒈 𝒅𝒈,𝒂𝒈, 𝑾𝒈  

 

A junction or a succession of different routes𝑅𝑔 𝑑𝑔 , 𝑎𝑔 , 𝑊𝑔  composes a possible solution for one 

request.  𝑅𝐶𝑘,𝑝is a possible RouteCombination identified to respond to the request 𝐼𝑘 𝑑𝑘 , 𝑎𝑘 , 𝑊𝑘 ∈

𝐼𝑡 . 

 
Figure 3 Route combination  𝑹𝑪𝒌,𝒑 

 
 For one Route𝑅𝑔 𝑑𝑔 , 𝑎𝑔 , 𝑊𝑔 , we need a mean of transport available to move from the 

departure point 𝑑𝑔  to the arrival point 𝑎𝑔  through a time window 𝑊𝑔 = [𝑡𝑔𝑑 , 𝑡𝑔𝑎 ] with 𝑡𝑔𝑑  

and 𝑡𝑔𝑎  correspond respectively to the possible earliest departure time to leave 𝑑𝑔  and the 

possible latest arrival time to attend 𝑎𝑔 .  

 𝑅𝑡is the set of all identified Routes to response to 𝐼𝑡 . 
 (𝑅𝐶)𝑘 = {𝑅𝐶𝑘 ,𝑝 , 𝑝 ∈ [1. . 𝑃]}is the set of all possible Routecombinations identified to answer to 

the request 𝐼𝑘 𝑑𝑘 ,𝑎𝑘 , 𝑊𝑘 ∈ 𝐼𝑡. P is the total number of these RouteCombinations. 

 Let 𝐶𝑅 be the total number of the optimization criteria. We focus on three criteria (𝐶𝑅 = 3): 

Total Cost, Total Travel time and Gas emission. When a user k formulates his itinerary 

request 𝐼𝑘 , he has also to mention his priorities criteria. 

 ARoute𝑅𝑔 𝑑𝑔 , 𝑎𝑔 , 𝑊𝑔  can be ensured by more than one vehicle. We note 𝑉


𝑅𝑔
 the vehicle 𝑉  

that ensures theRoute𝑅𝑔 𝑑𝑔 , 𝑎𝑔 , 𝑊𝑔  at the time t with 1 ≤  ≤ 𝐻, 𝐻 is the total number of 

the vehicles 𝑉


𝑅𝑔
 available for the Route𝑅𝑔 ,𝑡 . Each vehicle𝑉



𝑅𝑔
 (1 ≤  ≤ 𝐻) is characterized by 

a value for each criterion 𝐶𝑟𝑖  (dynamic character obtained by 𝑉


𝑅𝑔 . 𝐶𝑟𝑖).  

 A vehicle 𝑉


𝑅𝑔
 (1 ≤  ≤ 𝐻)has a departure time and a single value per criterion. We 

distinguish in this paper three types of vehicles : private vehicles used for the carpooling 

services, free use vehicles (e.g. Free use bicycles “VLIB”, free use cars “AUTOLIB”) and the 

multimodal transport vehicles (Bus, Metro…) 

 

According to the problem described above, we pass from the multimodal network to the 

co-modal network. In fact, our system is a co-modal system that combines different means of 

transport services like the public transport service, carpooling and free use vehicle services. In 

order to resolve the co-modal transport problem, we choose to combine optimization algorithms 

with the multi-agent systems and apply a distributed co-modal approach based on multi-agent 

system and distributed co-modal graphs. 

 

IV.    MULTI-AGENT SYSTEM ARCHITECTURE FOR A DISTRIBUTED  

CO-MODAL TRANSPORT SYSTEM 

The agent computing paradigm is one of the powerful technologies for the development of 

distributed complex systems [32]. The agent technology has found a growing success in different 

areas thanks to the inherent distribution which allows for a natural decomposition of the system 

into multiple agents. These agents interact with each other to achieve a desired global goal [33]. 

Since transport systems are usually geographically distributed in dynamic changes 
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environments, the transport domain is well suited for an agent-based approach [34]. Each agent 

is composed of states, different types of knowledge (environmental, social and personal), 

messages, behavior rules and a perception function. Thanks to the behavior rule, the agent can 

modify its state according to current states, knowledge and received messages in order to reach 

the collective goal [35].A set of rules and behaviors can define a role. An agent can though have 

different roles. From a role to another, the agent changes its capabilities and behaviors [36].   

According to the problem described above, we propose a multi-agent system based on the 

coordination of several kinds of software. The architecture of the proposed multi-agent system is 

described below (Fig.4). 

 
Figure 4 Multi-Agent system architecture 

 
In our system, we consider 𝐾 transport services and 𝐾𝑖  transport operators associated to 

the transport service𝑖 (𝑖 ∈ [1. . 𝐾]. We associate an agent to each transport service and an agent to 

each transport operator. A transport Service Agent (𝑇𝑆𝐴𝑖 , 1 ≤ 𝑖 ≤  𝐾 ) is responsible for a set of 

Transport Information Agent (𝑇𝐼𝐴𝑖,𝑗 , 1 ≤ 𝑗 ≤  𝐾𝑖). Each 𝑇𝐼𝐴𝑖,𝑗  is able to respond to an itinerary 

request (𝑥, 𝑦, 𝑊𝑥,𝑦) by a shortest path 𝑅𝐶𝑥,𝑦
∗𝑖 ,𝑗

 that allows to go from 𝑥 to 𝑦 on a transport network of 

the operator 𝑗 associated to the service 𝑖.  
For a global request 𝐼𝑘 𝑑𝑘 ,𝑎𝑘 , 𝑊𝑘 ∈ 𝐼𝑡 , an Interface Agent (IA) interacts with a system 

user allowing him to formulate his request choosing his preferences and constraints and displays 

at the end the correspondent results. When an IA handles a user request, it sends it to a 

SuperAgent (SupA). It is an agent with different important roles. Firstly, this agent asks the 

TSAs for a search domain and all the transport operators that will be involved in the itinerary 

research. We assume that the SupAhas a global view of all the TSAs that define the 

environment. The SupA cooperates then with the set of TIAs identified by the TSAs and starts by 

constructing a co-modal graph. The SupA decomposes this complex graph into a special graph 

called “Transfer graph” and a co-modal approach is applied. After a first computing of the 

shortest paths in terms of time, the SupA generates all possible RouteCombinations from 

simultaneous itinerary requests thanks to the Route Agents (RA). All the roles and the tasks 

executed by the SupA are detailed in the next sections. 

The RA represents a generated chromosome scheme called VeSAR for an identified useful 

Route𝑅𝑔 𝑑𝑔 , 𝑎𝑔 , 𝑊𝑔 in order to assign concerned users to possible vehicles.As soon as each RA 

assigns persons to vehicles, updating the number of passengers in carpooling vehicles and the 

number of available vehicles of free use vehicle service, it computes all values criteria of each 

vehicle for each assignment. A multi-agent coalition [37], [38] is then created regrouping all RAs 

corresponding to a possibl0e Routecombination for a given itinerary. Therefore, we have as many 

coalitions as combinations knowing that an RA can belong to many different coalitions according 

to combinations overlapping. Coalitions appear and disappear dynamically according to requests 

receptions and responses.  

The chromosome scheme generation and the assignment were explained in previous 

works [39], [40]. Then, the generated data is transferred to an Evaluator Agent (EA) who decides 
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of the best Combinations thanks to its interaction with the autonomous RAs. The EA computes 

the best Combination Route for each itinerary demand and sends it to the correspondent IA.  

 

V. DIFFERENT ROLES OF THE SUPER AGENT 

We focus in this paper on the distributed co-modal approach applied by the SupA. As 

explained in the previous section, we consider that each agent can have one or more different 

roles. In fact, the Sup A have three roles. 

The goal of the first role is to define the domain search. The SupA executes two tasks. 

The first task is to locate all the departure and arrival points of all the requests and identify 

though the correspondent TSAs. The second task is to send the requests to the identified TSAs.  

Thanks to the Domain Search Selection Algorithm (DSSA) [41], all the TSAs will provide to the 

SupAthe list of TIAs that are interested to respond to the requests. Then, the SupA begins its 

second roleof the identification of the different Routes and the determination of the first shortest 

paths.  For the first goal, it sends the requests to the identified TIAs. It receives then all the 

possible Routes that could be solutions or part of the solutions to the requests.The second goal of 

the second role is to determine the preliminary optimizedRoutes that will construct later the 

solutions to the requests. The SupA constructs a co-modal graph with the different Routes. This 

graph may be very complex and hard to resolve. So we adopt a new approach based on a special 

form of graph that we called transfer graph. The SupA executes then a Distributed Shortest Path 

Algorithm (DSRA) in order to solve the transfer graph and to compute the shortest paths in 

terms of travel time. This approach is explained in the next sections. Until this step, no person is 

affected to any Route or vehicle. Also, we want to provide to the users a set of optimized 

itineraries in terms of three criteria: the travel time, the gas emission and the travel cost. In 

order to complete the approach, the SupA have to switch to its third roleand generate the RAs. In 

fact, after the application of the DSRA, each Routeis represented by a RA which is a special 

chromosome VeSAR.The chromosome VeSAR is a matrix where rows correspond to Persons 

(transport users) and columns correspond to different identified vehicles 𝑉


𝑅𝑔
 where1 ≤  ≤

𝐻which are available to transport these persons through the same time window 𝑊𝑔 to serve the 

route 𝑅𝑔 𝑑𝑔 , 𝑎𝑔 , 𝑊𝑔 . 

Each element of the matrix is an assignment of the person Pcp to the vehicle Vch as 

follows: 

 1 :if Pp is assigned to Vh 

CH[p,h]=* : if Pp can be assigned to Vh 

 x: if Ppcan not be assigned to Vh 

A person cannot be assigned more than one time to a several vehicles and cannot be 

assigned to a vehicle if his preferences or constraints exile this assignment. For example, when a 

person can‟t drive an AUTOLIB, we take into account this constraint in the assignment process: 

the assignment of this person to this AUTOLIB is x (i.e.non-assignment). For example, we have 

three simultaneous itineraries requests at t=9:15 whose correspondent possible 

RoutesCombinations are generated. We suppose here that the route R2(x, y, W2) belongs to at 

least a possible RouteCombinationof three users with W2=[9h30,10h45]. For this identified Route 

(sub-itinerary), we have a VeSAR instance where rows correspond to all users concerned by this 

Route through the same time window and columns to all transport vehicles available to go from 

departure point to arrival point of this route also through this same time window with: 

 

User 1 (P6) : does not like carpooling, 

User 2 (P3): does not like public transport, 

User 3 (P25): can‟t drive a Vlib. 

 

The life cycle of a VeSAR starts with (pre-assignment): 

 

R(x, y, [9h30,10h45]) V13(2,3) Vlib(12)  V4(1,4)     Bus9 Autolib(8) 

P6 x * X * * 

P3 * * * x * 

P25 * x * * * 
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A possible assignment can be: 

 

R(x, y, [9h30,10h45]) V13(0,3) Vlib(12) V4(1,4) Bus9 Autolib(8) 

P6 x * x 1 * 

P3 1 * * x * 

P25 1 x * * * 

 

While, the system continue to identify the best Route Combination thanks to the 

application of genetic operators and the RAs coalition, the SupA keeps in mind all these Routes. 

It will be help full for the coalition of RAs to consult the SupA and its knowledge since it can 

optimize the number of messages and negotiation between the different RAs. In this paper, we 

don‟t explain in detail the RAs coalition and the Negotiation protocol but we focus on the 

distributed co-modal approach used in order to compute the shortest paths in the co-modal graph. 

So the second role of the SupA is detailed in the next sections.  

  

VI.    DISTRIBUTED CO-MODAL GRAPHS 
 

Co-modal Graph 

Let 𝐺(𝑁, 𝐸, 𝑀) denotes a co-modal graph or co-modal network, where 𝑁 = {𝑛1 , … , 𝑛𝐽 } is a 

set of vertices and 𝐽 is the total number of vertices, 𝐸 = {𝑒1 , … , 𝑒𝐿} is a set of edges, 𝐿 is the total 

number of edges and 𝑀 = {𝑚1 , … , 𝑚𝐾} is a set of transport services (e.g. Public transport, 

Carsharing or Carpooling), 𝐾 is the total number of transport services . An edge 𝑒𝑙 ∈ 𝐸 with 
𝑙 ∈  1. . 𝐿 can be identified by (𝑛𝑝 , 𝑛𝑞)𝑚𝑟

, where 𝑛𝑝 , 𝑛𝑞  ∈ 𝑁 and 𝑚𝑟  ∈ 𝑀 with 𝑝, 𝑞 ∈ {1 …𝐽} and 

𝑟 ∈ {1. . 𝐾}. The 𝑒𝑙 expresses that it is possible to go from vertex 𝑛𝑝  to 𝑛𝑞  by using transport 

service 𝑚𝑟. A value 𝐷𝑒𝑙
= 𝐷(𝑛𝑝 , 𝑛𝑞)𝑚𝑟

 is associated to each edge 𝑒𝑙, indicating the weight and the 

cost of including the edge in the solution. 

 
Definition 1: A graph 𝐺(𝑁, 𝐸, 𝑀) is said to be comodal if there is at least two transport services 

𝑚𝑖 , 𝑚𝑗  ∈ 𝑀 where (𝑛𝑝 , 𝑛𝑞)𝑚 𝑖
, (𝑛𝑝′ , 𝑛𝑞 ′ )𝑚 𝑗

∈ 𝐸, 𝑚𝑖 ≠  𝑚𝑗  with 𝑖, 𝑗 ∈ {1. . 𝐾} and 𝑛𝑝 , 𝑛𝑝′ , 𝑛𝑞 , 𝑛𝑞 ′ ∈

𝑁, 𝑝, 𝑝′ , 𝑞, 𝑞′ ∈ {1. . 𝐽} . It is possible to have 𝑛𝑞 = 𝑛𝑝′  and also 𝑛𝑝 = 𝑛𝑝′  and 𝑛𝑞 = 𝑛𝑞 ′ with , 𝑝, 𝑝′ , 𝑞, 𝑞′ ∈

{1. . 𝐽} . If there is only one transport service in the graph, the graph is said to be uni-service. 

Given a co-modal graph 𝐺(𝑁, 𝐸, 𝑀), a path or a  routecombination𝑅𝐶𝑛1 ,𝑛𝑙
= (𝑛1 →  𝑛𝑙) is a sequence 

of edges between a pair of vertices 𝑛1 and 𝑛𝑙  with ( 𝑛1 , 𝑛2 𝑚 𝑖
, …  ,  𝑛𝑙−1 , 𝑛𝑙 𝑚𝑘

 where ∀ 𝑙 ∈

 1, … , 𝐽 ,   𝑛𝑗  ∈ 𝑁 ,  𝑛𝑗 , 𝑛𝑗 +1 𝑚 𝑖
 ∈ 𝐸, 𝑚𝑖  ∈ 𝑀 and 𝑖 ∈ {1. . 𝐾}. 

So, a path 𝑅𝐶𝑛1 ,𝑛𝑙
= (𝑒1 , 𝑒2 ,…  , 𝑒𝑙) is said to be comodal if ∃ 𝑒𝑝 , 𝑒𝑞  ∈ 𝐸, 𝑒𝑝 =  (𝑛𝑝 , 𝑛𝑝′ )𝑚 𝑖

, 𝑒𝑞 =

 (𝑛𝑞 , 𝑛𝑞 ′ )𝑚 𝑗
, 𝑚𝑖  ≠  𝑚𝑗  , 𝑖 ≠  𝑗 and 𝑖, 𝑗 ∈ {1. . 𝐿}. If there is only one service involved in the 

routecombination, the routecombinationis said to be uni-service.  

 

Definition 2: Given a routecombination𝑅𝐶𝑛𝑖 ,𝑛𝑗
= (𝑛𝑖 →  𝑛𝑗 ) or an edge  𝑛𝑖 , 𝑛𝑗  𝑚𝑘

, 𝑖, 𝑗 ∈ {1. . 𝐿}and 

∈ {1. . 𝐾} , a time window is defined as a time interval  [𝑡𝑛𝑖
, 𝑡𝑛𝑗

] where 𝑡𝑛𝑖
 denotes the departure 

time from vertex 𝑛𝑖  and 𝑡𝑛𝑗
 the arrival time at 𝑛𝑗 .  

 

Definition 3: Since each edge represent a route assured by a transport service, the cost of edges 

is considered to be time-dependent. ∀ 𝑒𝑖 ∈ 𝐸we can have 𝐷𝑒𝑖
 𝑡𝑗  ≠  𝐷𝑒𝑖

 𝑡𝑘 . Our graph 𝐺(𝑁, 𝐸, 𝑀) 

becomes a dynamic comodal graph. 
 
Transfer Graph 

The authors of [Ayed et al. 2010] proposed a new approach based on transfer graph in 

order to solve a time-dependent multimodal transport problems while a transfer graph is 

composed of a set of uni-modal graphs. In our case, we adopt this approach with a transfer graph 

described by a set of uni-service networks and a set of arcs connecting them. It is defined by 
𝐺𝑇(𝐶, 𝑇𝑅)  where 𝐶 = {𝐶1 ,𝐶2 , … , 𝐶𝑘} is the set of uni-service networks called components and 𝑇𝑅 is 

the set of virtual edges which interconnect them. Each component 𝐶𝑖 = (𝑁𝑖 ,𝐸𝑖 , 𝑀𝑖 , 𝑃𝑇𝐶𝑖) is such 

that ∀𝑖, 𝑗 ∈ {1, … , 𝐾}, 𝑀𝑖  ≠  𝑀𝑗 . Besides, 𝑁 =  𝑁𝑖𝑖∈{1,…,𝐾} , 𝐸 =   𝐸𝑖𝑖∈{1,…,𝐾} , 𝑀 =   𝑀𝑖𝑖∈{1,…,𝐾}  and 
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𝑇𝑅 = { 𝑛𝑖 , 𝑛𝑗   𝑠𝑢𝑐 𝑎𝑠 𝑛𝑖 ∈ 𝐶𝑖 , 𝑛𝑗 ∈ 𝐶𝑗 , 𝑛𝑖 =  𝑛𝑗 } where (𝑛𝑖 , 𝑛𝑗 ) represents a transfer from service 

transport 𝑚𝑖  to another service transport 𝑚𝑗  (𝑚𝑖 , 𝑚𝑗  ∈ 𝑀) at the co-modal transfer point𝑛𝑖  (or 𝑛𝑗 ). 

𝑛𝑖  ∈ 𝑃𝑇𝐶𝑖, 𝑛𝑗  ∈ 𝑃𝑇𝐶𝑗 , 𝑖, 𝑗 ∈ {1. . 𝐾}  are called Co-modal Transfer Point and symbolized the same 

location.  So, we have𝑃𝑇𝐶𝑖 = {𝑛𝑖 ∈ 𝐶𝑗  \∃𝑛𝑗 ∈ 𝐶𝑗  𝑤𝑖𝑡 𝑛𝑖 =  𝑛𝑗 , 𝑖, 𝑗 ∈  1, … , 𝐾 }. 

Figure 5 illustrates an example of a transfer graph 𝐺𝑇(𝐶, 𝑇𝑅) where 𝐶 = {𝐶1 , 𝐶2 ,𝐶3  }, 𝐶1 ,𝐶2 

and 𝐶3 are three components connected by four transfers. Each component 𝐶𝑖 = (𝑁𝑖 , 𝐸𝑖 , 𝑀𝑖 ,𝑃𝑇𝐶𝑖) 
represents just one transport service. 𝐶1represents the multimodal public transport service, 𝐶2 

represents the carpooling service and finally 𝐶3 corresponds to the free use vehicles. The vertices 

𝑎, 𝑐, 𝑏 and 𝑑 are co-modal transfer points. 𝑎, 𝑐, 𝑏 ∈ 𝑃𝑇𝐶1; 𝑎, 𝑐, 𝑑 ∈  𝑃𝑇𝐶2and 𝑏, 𝑑 ∈  𝑃𝑇𝐶3. 𝑇𝑅 =
{ 𝑎, 𝑎 ,  𝑏, 𝑏 ,  𝑐, 𝑐 ,  𝑑, 𝑑 } Each component contains edge belonging to only one transport service.  

In this example, we can go from 𝑑𝑘  to 𝑑𝑎  using only the public transport 

𝑅𝐶𝑑𝑘 ,𝑎𝑘
=  𝑑𝑘 , 𝑐 𝐶1

,  𝑐, 𝑏 𝐶1
,  𝑏, 𝑎𝑘 𝐶1

. Another possibility is the Routecombination𝑅𝐶𝑑𝑘 ,𝑎𝑘
=

 𝑑𝑘 , 𝑑 𝐶2
,  𝑑, 𝑒 𝐶3

,  𝑒, 𝑎𝑘 𝐶3
. 

 
Figure 5 Example of transfer graph 

 

The transfer graph represents and adapts to the distributed nature of real word transport 

information providers since it separates and keeps all transport modes in different uni-modal or 

uni-service networks. 

So, each uni-modal network is independent and can be easily changed or updated without 

requiring any further recalculation [42], [43]. 

In this graph, we distinct two path‟s types: inter-components and intra-components.  An 

inter-component path is considered as any path which connects two vertices x, 𝑦 ∈ 𝑁, where at 

least two edges belong to two distinct components. However, an intra-component path with 𝐶𝑖 is a 

path which connects two vertices x, 𝑦 ∈ 𝑁𝑖 whose edges belong to only one component 𝐶𝑖. It is 
possible to have several routecombinations𝑅𝐶𝑥,𝑦

𝑖  which connect x and y in the component𝐶𝑖.  

 An intra-component can be one of the following categories: 

- 𝑅𝐶𝑑𝑘 ,𝑎𝑘

∗𝑖 is the shortest path which starts at source vertex 𝑑𝑘  and ends at target vertex 𝑎𝑘  

within 𝐶𝑖. 

- 𝑅𝐶𝑑𝑘 ,𝑃𝑇𝐶𝑖

∗𝑖 is the set of shortest paths which start at source vertex 𝑑𝑘  and end at a  Co-

modal Transfer Point𝑃𝑇𝐶𝑖 within 𝐶𝑖.  

- 𝑅𝐶𝑃𝑇𝐶𝑖 ,𝑃𝑇𝐶𝑗

∗𝑖 is the set of shortest paths which start at any Co-modal Transfer Point 𝑃𝑇𝐶𝑖 

and end at 𝑃𝑇𝐶𝑗  within 𝐶𝑖.  

- 𝑅𝐶 𝑃𝑇𝐶𝑖 ,𝑎𝑘

∗𝑖 is the set of shortest paths which start at any Co-modal Transfer point 𝑃𝑇𝐶𝑖and 

ends at target vertex 𝑎𝑘  within 𝐶𝑖 ∈ 𝐶.  

The transfer graph  𝐺𝑇 = (𝐶, 𝑇𝑅) has to be solved by computing the different intra-component 

paths:   𝑅𝐶𝑑𝑘 ,𝑎𝑘

∗𝑖 , 𝑅𝐶𝑑𝑘 , 𝑃𝑇𝐶 𝑖

∗𝑖 , 𝑅𝐶𝑃𝑇𝐶𝑖 , 𝑃𝑇𝐶𝑗

∗𝑖 , 𝑅𝐶𝑃𝑇𝐶𝑖 ,𝑎𝑘

∗𝑖  for all components 𝐶𝑖  ∈ 𝐶. 
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VII. SOLVING THE TRANSFER GRAPH 
The SupA has to compute𝑅𝐶𝑑𝑘 ,𝑎𝑘

∗𝑖 , 𝑅𝐶𝑑𝑘 , 𝑃𝑇𝐶 𝑖

∗𝑖 , 𝑅𝐶𝑃𝑇𝐶 𝑖 , 𝑃𝑇𝐶𝑗

∗𝑖 , 𝑅𝐶𝑃𝑇𝐶 𝑖 ,𝑎𝑘

∗𝑖 for all the component 

𝐶𝑖  ∈ 𝐶 knowing that each 𝐶𝑖 is represented by a 𝑇𝑆𝐴𝑖 , 1 ≤ 𝑖 ≤  𝐾.  
Each transport service 𝐶𝑖can be provided thanks to different operators. Each transport 

operator‟s information system (TOIS) is composed of a local database (DB) describing the 

different means of available transport that it manage (Metro, Bus, Tramway, with stations, 

timetables, carsharing available with stations and cars for carpooling…) and of an Itinerary 

Calculating Algorithm (ICA) which uses these local data to search optimal itineraries for users 

requests. To integrate the co-modal information from the different heterogeneous Transport 

Operator‟s Information Systems (TOIS), we proceed to applications integration. This integration 

tries to take advantage of the current multi-modal or mono-modal information systems and make 

the TOIS cooperate to calculate multi-modal route. For this reason, each service or each 
component  𝐶𝑖 = (𝑁𝑖 , 𝐸𝑖 , 𝑀𝑖 ,𝑃𝑇𝐶𝑖)  is composed of different classes 𝐶𝑖,𝑗 with 1 ≤ 𝑗 ≤  𝐾𝑖 , 𝐾𝑖  is the total 

number of operators related to the component 𝐶𝑖.  

 

Definition 4: A class in a distributed system refers to an autonomous subsystem. A class 

possesses its independent resources [44].  
Each class 𝐶𝑖,𝑗  is represented by a graph 𝐺𝑖 ,𝑗 (𝑁𝑖,𝑗 , 𝐸𝑖 ,𝑗 ) with 𝑁𝑖,𝑗  and 𝐸𝑖 ,𝑗  are respectively the set of 

vertices and edges related to the operator 𝑗 of the service 𝐶𝑖 . A vertex 𝑛𝑖 ,𝑗  can be even a public 

transport‟s station, carsharing station or a departure or arrival point for a carpooling service. 
Also, an edge 𝑒𝑖 ,𝑗  represents a Route using a transport mode managed by the operator 𝐶𝑖 ,𝑗with 

1 ≤ 𝑗 ≤  𝐾𝑖.  

 
The graph  𝐶𝑖 = (𝑁𝑖 , 𝐸𝑖 , 𝑀𝑖 ,𝑃𝑇𝐶𝑖) is a supergraph that allows more than one edge between 

a pair of vertices. For example, if 𝑥 and 𝑦 are intersections of class 𝐶𝑖 ,𝑙  and 𝐶𝑖 ,𝑗  (i.e., 𝑥 ∈  𝑁𝑖,𝑙 , 

𝑥 ∈  𝑁𝑖,𝑗 , 𝑦 ∈  𝑁𝑖,𝑙 , 𝑦 ∈  𝑁𝑖,𝑗 ), (𝑥, 𝑦)𝑖 ,𝑙 ∈ 𝐸𝑖 ,𝑙and (𝑥, 𝑦)𝑖 ,𝑗 ∈ 𝐸𝑖 ,𝑗  with 1 ≤ 𝑙, 𝑗 ≤ 𝐾𝑖 ,  then there are two 

edges (𝑥, 𝑦)𝑖 ,𝑙  and (𝑥, 𝑦)𝑖 ,𝑗  between vertices 𝑥 and 𝑦 in 𝐶𝑖 = (𝑁𝑖 , 𝐸𝑖 , 𝑀𝑖 , 𝑃𝑇𝐶𝑖) and each edge has a 

label 𝐷((𝑥, 𝑦)𝑖 ,𝑙) and 𝐷((𝑥, 𝑦)𝑖 ,𝑗 ), respectively.  

Since the component represented by 𝐶𝑖 = (𝑁𝑖 , 𝐸𝑖 , 𝑀𝑖 ,𝑃𝑇𝐶𝑖) is a distributed system in which 

local classes maintain their own data and there is not an aggregate central database, 𝐶𝑖 =
(𝑁𝑖 , 𝐸𝑖 , 𝑀𝑖 ,𝑃𝑇𝐶𝑖) is actually a virtual graph and not stored with the central computing server.  The 

distributed shortest path problem is defined as a problem for the central computing server to find 
the shortest inter-class route between any two vertices in 𝐶𝑖 = (𝑁𝑖 ,𝐸𝑖 , 𝑀𝑖 ,𝑃𝑇𝐶𝑖) based on some 

local information provided by individual classes.  

In the case of one operator, a shortest path can be resolved using the following non-

distributed Dijkstra's Algorithm or another shortest path algorithm.  
We consider a system represented by a graph 𝐺(𝑁, 𝐸) with vertex set 𝑁 and edge set 𝐸. 

The graph may contain cycles. Also, the graph is assumed to be simple meaning that there is no 

edge from a vertex to itself (no loops) and between any two vertices there is at most one edge. 

There is a label, 𝐷(𝑛1 , 𝑛2  ) for an edge (𝑛1 , 𝑛2  ) representing the length of the edge. Dijkstra‟s 

algorithm identifies the shortest route between two nodes, A (source) and B (destination), as 

follows. 

The non-distributed Dijkstra Algorithm 

Step 1: Let vertex set 𝑅 = {𝐴};  let  𝑁 = 𝑁 \{𝐴}. 
Step 2: Iteratively do until node 𝐵 ∈ 𝑅: 

Identify a smallest label 𝐷(𝑗, 𝑘) such that 

𝑗 ∈ 𝑅 and 𝑘 ∈ 𝑁 

Step 3 : Let 𝑅 = 𝑅 ∪ {𝑘}, 𝑁 = 𝑁 \{𝑘} 

 

This algorithm is used to find the shortest intra-class route within a class that is a non-

distributed subsystem. But for the central computing server of a distributed system, Dijkstra‟s 

algorithm does not guarantee the optimal result since the central computing server does not have 

complete data. So the adopted approach used by Wang and Kaempke [Wang et al 2004] will 

organize the local information about the intersections into a non-distributed graph. So the 



Amulti-agent architecture for a Co-modal Transport System  

| IJMER | ISSN: 2249–6645 |                               www.ijmer.com                          | Vol. 4 | Iss.9| Sept. 2014 | 69| 

shortest route identified by Dijkstra‟s algorithm in this graph forms a trace of the shortest route 

in the original distributed system. 

The approach begins by constructing a graph of intersections and the shortest route on it 

can be calculated by Dijkstra‟s algorithm and can be easily extended to the original distributed 

system 𝐶𝑖 = (𝑁𝑖 ,𝐸𝑖 , 𝑀𝑖 , 𝑃𝑇𝐶𝑖). 

Let 𝑅𝐶𝑚 ,𝑛
∗𝑖 ,𝑗

 be the shortest route linking 𝑚 to 𝑛 in class 𝐶𝑖 ,𝑗 . Also, let 𝐼 𝑚, 𝑛 = {𝑗\ 𝑚, 𝑛 ∈  𝐶𝑖 ,𝑗 } 

denote an index set of classes containing both vertices 𝑛and 𝑚. The following procedure formally 

defines the complete intersection graph 𝐺𝑐𝑖𝑛𝑡 .   

 

Definition 5: Let 𝐺𝑐𝑖𝑛𝑡  denotes the intersection graph. A vertex 𝑛 ∈  𝐺𝑐𝑖𝑛𝑡  if and only if 𝑛 is an 
intersection vertex in (𝑁𝑖 ,𝐸𝑖 , 𝑀𝑖 , 𝑃𝑇𝐶𝑖). There is an edge between vertices 𝑚 and 𝑛 in 𝐺𝑐𝑖𝑛𝑡  if and 

only if 𝑛 and 𝑚 are clannish.  

 
Each edge (𝑛, 𝑚) has two labels, 𝑅𝐶𝑚 ,𝑛

∗𝑖 and  𝑟𝑒𝑐(𝑚, 𝑛), so that: 

𝑅𝐶𝑚 ,𝑛
∗𝑖 =  𝑚𝑖𝑛𝑗 ∈𝐼(𝑚 ,𝑛) 𝑅𝐶𝑚 ,𝑛

∗𝑖,𝑗  and𝑟𝑒𝑐  𝑚, 𝑛 = 𝑗 if 𝑅𝐶𝑚 ,𝑛
∗𝑖 =  𝑅𝐶𝑚 ,𝑛

∗𝑖,𝑗
 for some 𝑗 ∈ 𝐼(𝑚, 𝑛).  

Label 𝑅𝐶𝑚 ,𝑛
∗𝑖  on edge (𝑚, 𝑛) in 𝐺𝑐𝑖𝑛𝑡  represents the shortest distance between vertices 𝑚 and 𝑛 by 

using the resource of only one class. 𝑅𝐶𝑚 ,𝑛
∗𝑖 is the length of the shortest intra-class route between 

𝑚 and 𝑛. Label 𝑟𝑒𝑐  𝑚, 𝑛  indicates the class associated with 𝑅𝐶𝑚 ,𝑛
∗𝑖 .  

To compute the shortest route between 𝑑𝑘  and𝑎𝑘  in the time window 𝑊𝑘 , we need to extend the 

complete intersection graph by including 𝑑𝑘  and𝑎𝑘  in the graph. This graph is called the virtual 
extended intersection graph, denoted as 𝐺𝑣𝑒𝑖𝑛𝑡 (𝑑𝑘 , 𝑎𝑘 , 𝑊𝑘). 

 
Definition 6: Let the virtual extended intersection graph 𝐺𝑣𝑒𝑖𝑛𝑡 (𝑑𝑘 , 𝑎𝑘 , 𝑊𝑘) contains all vertices of 

𝐺𝑐𝑖𝑛𝑡  plus the departure and arrival vertices 𝑑𝑘  and𝑎𝑘  (if they are not in 𝐺𝑐𝑖𝑛𝑡 ) 

 
𝐺𝑣𝑒𝑖𝑛𝑡 (𝑑𝑘 , 𝑎𝑘 , 𝑊𝑘)contains all the edges of 𝐺𝑐𝑖𝑛𝑡  and the following: an edge between 𝑑𝑘  and each of 

its clannish vertices and an edge between 𝑎𝑘  and each of its clannish vertices.  

The distributed Shortest Route Algorithm using all the definitions described below, is described 

as following.  

Distributed Shortest Route Algorithm (DSRA) 

Step 1: Construct the complete intersection graph 𝐺𝑐𝑖𝑛𝑡  

Step 2:Construct the extended virtual complete intersection graph 
𝐺𝑣𝑒𝑖𝑛𝑡 (𝑑𝑘 ,𝑎𝑘 ,𝑊𝑘). 
Step 3: Compute the shortest route𝑅𝐶𝑑𝑘 ,𝑎𝑘

∗  = (𝑑𝑘 = 𝑛0 ,𝑛1 ,… , 𝑛𝑛 = 𝑎𝑘) using 

a Shortest Route Algorithm (SRA).  
Step 4: For each pair of vertices on the shortest route𝑅𝐶𝑑𝑘 ,𝑎𝑘

∗  = (𝑑𝑘 =

𝑛0 ,𝑛1 ,… , 𝑛𝑛 = 𝑎𝑘)call relative class to the edge (𝑛𝑘 ,𝑛𝑘+1) to fill in the 

details of the intra-class route associated. 

 

We consider that: 

𝜑𝑑𝑘 𝑗  𝑡𝑑𝑘 denotes the earliest arrival time to the vertex 𝑗 leaving from the depart vertex 𝑑𝑘  at the 

time 𝑡𝑑𝑘 . 
𝑝𝑟𝑒𝑑𝑡𝑑 𝑘

 𝑗 defines the predecessor vertex 𝑗 at 𝑡𝑑𝑘 .   

The algorithm that computes the shortest route𝑅𝐶𝑑𝑘 ,𝑎𝑘

∗  is described as following: 

 

Shortest Route Algorithm (SRA) 

1. Initialization 
𝜑𝑑𝑘𝑑𝑘

(𝑡𝑑𝑘) = 𝑡𝑑𝑘  

𝜑𝑑𝑘 𝑙
 𝑡𝑑𝑘 = ∞, 𝑝𝑟𝑒𝑑𝑡𝑑𝑘

 𝑙 = ∞ 𝑒𝑡𝑟𝑒𝑐 𝑙 = ∞           ,

∀𝑙 ∈ 𝑁𝑖 − {𝑑𝑘} 
𝑝𝑟𝑒𝑑𝑡𝑑𝑘

 𝑑𝑘 = 𝑑𝑘 and𝑁𝑐𝑢𝑟𝑟𝑒𝑛𝑡 = {𝑑𝑘} 

2. Node Selection 
Let the node 𝑙 with 𝑚𝑖𝑛𝑗∈𝑁𝑐𝑢𝑟𝑟𝑒𝑛𝑡

(𝜑𝑑𝑘 𝑗
 𝑡𝑑𝑘 ) 

3. Exploration of possible successors 
∀ 𝑗 ∈ 𝑁+ 𝑙 𝑑𝑜 
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𝐼𝑓 (𝜑𝑑𝑘𝑗
 𝑡𝑑𝑘 > 𝜑𝑖𝑗 (𝜑𝑑𝑘 𝑙

 𝑡𝑑𝑘 )) 𝑎𝑛𝑑(𝜑𝑑𝑘 𝑗
 𝑡𝑑𝑘 < 𝑡𝑎𝑘  )  Then  

𝜑𝑑𝑘 𝑗
 𝑡𝑑𝑘 =  𝜑𝑙𝑗 (𝜑𝑑𝑘 𝑙

 𝑡𝑑𝑘 ) 

𝑝𝑟𝑒𝑑𝑡𝑑𝑘
 𝑗 = 𝑙 

      rec (j) = Class Index 
      If  𝑗 ∉ 𝑁𝑐𝑢𝑟𝑟𝑒𝑛𝑡  then 𝑁𝑐𝑢𝑟𝑟𝑒𝑛𝑡 =  𝑗 ∪ 𝑁𝑐𝑢𝑟𝑟𝑒𝑛𝑡  

4. If 𝑁𝑐𝑢𝑟𝑟𝑒𝑛𝑡 = ∅ then end of the algorithm else go to the step 

2. 

 

After the computing of each shortest paths we obtain a Shortest Path Transfer graph defined as 

following: 

 
Definition 7: Given a transfer graph𝐺𝑇(𝑡) = (𝐶, 𝑇𝑅), we define a Shortest Path Transfer graph 

as 𝐺𝐹 = (𝑁𝑓 , 𝐸𝑓), where 𝑁𝑓 =   𝑃𝑇𝐶𝑖  {𝑑𝑘 , 𝑎𝑘 }𝐶𝑖∈𝐶  and 

𝐸𝑓 =   𝑅𝐶𝑑𝑘 , 𝑎𝑘

∗𝑖  𝑅𝐶𝑑𝑘 , 𝑃𝑇𝐶 𝑖

∗𝑖  𝑅𝐶 𝑃𝑇𝐶 𝑖 ,𝑃𝑇𝐶𝑗

∗𝑖  𝑅𝐶𝑃 𝑇𝐶𝑖 , 𝑎𝑘

∗𝑖 , ∀𝐶𝑖 ∈ 𝐶 

 

VIII. SIMULATIONS 

Our application is the result of a significant and sustained work by our research team in 

the French High School EcoleCentrale (LAGIS – EC-Lille) to implement a distributed co-modal 

transport system.  In order to explain in detail and evaluate the solution proposed in this paper 

and validate the distributed co-modal approach for the vehicle sharing services system we 

applied the methodology proposed on two examples for transport requests.  

We are developing our system, with JADE platform (Java Agent Development platform). 

JADE is a middleware which permits a flexible implementation of multi-agents systems; it offers 

an efficient transport of ACL (Agent Communication Language) messages for agents 

communication which complies with FIPA specifications.  

We chose a part from the transport network in the region of Lille (Fig.6) and we collected 

data from the different existing transport services.  

 

 
Figure 6 Transport network for simulations 
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The data include three transport services which are public transport, carpooling and 

vehicles on service. For the public transport service, we collected data from three operators: 

Transpole, SNCF and BCDLigne. The carpooling service is assured by one operator. We also have 

one operator Vlille for bikes‟ service and Lilas for carsharing service.  

In order to illustrate our approach, we propose two examples of simulation. For the first 

example, we consider just one request in order to explain the co-modal approach: 

We consider one request 𝐼1 at t= 7:45 am going from Dunkerque to Lezennes in the window time 

[8, 9:15]. The user has no preference in terms of transport modes.  

 
Figure 7 Transport network fot the first example 

 
For the second example,we consider six itinerary requests at t=7 am: 

- I1(Dunkerque,Villeneuve d‟Ascq Hotel de Ville,7:30,9h30). Transport service preferences: 

Public transport and carpooling. Criteria priority: Cost, time, Greenhouse gases emission; 

- I2(CHRB Calmette,Orchies,7:20,10:30). Transport service preferences: Public Transport 

and carsharing. Criteria priority: Time, Greenhouse gases emission, cost 

- I3(Dunkerque,CHDron,7:30,9:30) : Transport service preferences: Public transport and 

carpooling. Criteria priority: Cost, time, Greenhouse gases emission; 

- I4(Cormontaigne, Ascq_Village,8:45,10) : Transport service preferences: All the proposed 

services. Criteria priority: time, cost, greenhouse gases emission; 

- I5(Boulogne Ville, Port de Douai,6,9:15) : Transport service preferences: Public transport. 

Criteria priority: time, cost, greenhouse gases emission; 

- I6(Lezennes, C.H.R Oscar Lambret,7,9) : Transport service preferences: Public transport, 

carpooling. Criteria priority: greenhouse gases emission, time, cost; 

 
Identification of the TIAs  

The IAs receive these itinerary requests and send it to the 𝑆𝑢𝑝𝐴. This agent locates all 

the departure and arrival points and asks all the TSAs for a domain search. In our case, we 

consider that we have three TSAs: TSA1 for the Public transport service, TSA2 for the carpooling 

service and TSA3 for the free vehicle services (free use vehicles). Each TSA sends to the SupAthe 

list of TIAs identified for each request. In fact, each TSA executes a Domain Search Selection 

Algorithm (DSSA) in order ti identify the operators that could response to the request. The Fig. 8 

and 9 show the results sent by the TSAs to the SupA for the two examples. The operators that 

will intervene in order to respond to the user‟s requests are:  

Example 1:  
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- TIA1,1: Transpole 

- TIA1,2: SNCF 

- TIA2,2: VLille 

- TIA3,1: Carpooling 

 

 
Figure 8 Identification of the TIAs for the first example 

 

Example 2:  

- TIA1,1: Transpole 

- TIA1,2: SNCF 

- TIA1,3: Ligne BCD 

- TIA2,1: Lilas 

- TIA2,2: VLille 

- TIA3,1: Carpooling 

 
Figure 9 Identification of the TIAs for the second example 

 
Computation of shortest paths in the Transfer Graph 

After the identification of transport operators list, the SupA sends all the requests to the 

correspondent agents (TIAs) and wait for the set of routes that could be part of the final 

itineraries. Once the SupA received all the routes from all the TIAs, it constructs the Transfer 

Graph and executes the DSRA algorithm in order to find the shortest paths.  
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Figure 10 Communication between the different agents 𝒔𝒖𝒑𝑨, 𝑻𝑺𝑨𝒔 et 𝑻𝑰𝑨𝒔 

 

For example 1, the transfer graph obtained is represented in the Fig.11: 

 
Figure 11 Transfer graph for example 1 

 

The transfer graph is composed of three components 𝐶1, 𝐶2 et 𝐶3 related respectively  to 

the public transport, free use vehicles and the carpooling services. In this  transfer graph , we 

obtained nine Co-modal Transfer Points (PTCs) : 
Table 1Liste of PTCs 

n1,1 =  n3,1 Gare Lille Europe 
n1,2= n2,2 Gare Lille Flandres 
n1,3= n2,3 Caulier 
n1,4= n2,4 Fives 
n1,5= n2,5 Marbrerie 

n1,6= n2,6 Hellemmes 

n1,7= n2,7 Mont de Terre 

n1,8= n2,8 Fort de Mons 

n1,9= n2,9 Faidherbe 

 

The DSRA is applied in this transfer graph in order to compute all the shortest paths. The 

computation of the shortest path between 𝑑1 and 𝑎1 is described in Fig.12 and Fig.13. 
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Figure 12 Classes of component 𝑪𝟏                                  Figure 13 Intersection graph 

 

The application of the DSRA begins by constructing the intersection graph which is 
composed of 6 classes. The shortest path obtained is: (𝑑1 →  𝑛1,1 →  𝑛1,2 →  𝑎1). 

The second example is more complex and it is difficult to represent the corresponding 

graphs. In fact, when constructing the Transfer Graph and after the computation of the shortest 

paths in each component, we obtained the following results: 
Table 2: Results obtained with the Transfer graph 

Component 𝑪𝟏 𝑪𝟐 𝑪𝟑 

Number of nodes 125 60 13 

Number of Co-modal Transfer Points (PTC) 14 12 3 

Number of edges 248 3540 2 

 
Table 3Results obtained with the SPTG 

Component 𝑪𝟏 𝑪𝟐 𝑪𝟑 

Number of nodes 30 21 13 

Number of Co-modal Transfer Points (PTC) 14 12 3 

Number of edges 88 66 2 

 

In these tables, we distinguished the number of nodes, co-modal transport points and 

edges in both of the Transfer Graph and the SPTG. All these parameters are compared in Fig.14 : 

 
Figure 14 Comparison between the TC and the SPTG 
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In this figure, we can see a remarkable reduction of the number of nodes and specially 

the edges number and thereafter a reduction of routes. The number of Co-modal Transfer Point 

doesn‟t change since we compute the shortest paths between all the PTCs.  

The itineraries obtained for the six requests are presented in Fig.15: 

 
Figure 15 Final itineraries 

 

This figure described the obtained results: 

- For I1 :we obtained a co-modal itinerary with two transport services. Carpooling with the 

first route (Dunkerque, Port de Lille, [7:45, 8:35]), a subway line 2 with the second route 

(Port de Lille, Gare Lille Flandres, [8:35, 8:47]) and a subway line 1 with the third route 

(Gare Lille Flandres, Villeneuve d‟Ascq Hotel de Ville, [8:48, 8:58]) 

- For I2 :the itinerary is multimodal thanks to one transport service : the public transport 

and two modes of transport. The first route (CHRB Calmette, Gare Lille Flandres, [7:22, 

7:30]) is assured by the subway line 1 and the second route (Gare Lille Flandres, Orchies, 

[7:37, 7:59]) is assured by the train TER3. 

- For I3 : we obtained a co-modal itinerary composed of two routes. The first route 

(Dunkerque, Port de Lille, [7:45, 8:35]) thanks to a carpooling car and the second route 

(Port de Lille, CH_Dron, [8:36, 9:11]) thanks to the line 2 of the subway. 

- For I4 : the itinerary is co-modal with two different transport services: free use vehicle 

(bike) for the first route (Cormontaigne, Massena, [8:45, 8:52]) and Public transport (Bus) 

for the last route (Massena, Ascq Village, [8:57, 8:59]) 

- For I5 : it is a mono-service itinerary (only public transport) but multimodal thanks to three 

transport operators. The first operator LigneBCD assured the first route (Boulogne ville, 

Dunkerque, [6:15, 7:35]). The second operator SNCF assured the route (Dunkerque, Gare 

Lille Europe, [8:21, 8:55]) and the operator Transpole assured the last route (Gare Lille 

Europe, Port de douai, [8:55, 9:00]) 

- For I6 :the itinerary is monomodal with just one route (Lezennes, CHR Oscar Lambret, 

[7:07, 7:21]) thanks to the line 1 of the subway. 
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In order to improve the impact of the number of requests and services, we make some 

tests. We vary the requests and the number of services and we compare the variation of the 

number of nodes, co-modal transport points and edges shown in Fig.16.  

 
Figure 16 Variation of the number of nodes, PTCs and edges 

 
We notice thatin case of one transport service, the number of PTCs must be null. The 

number of edges increases in the case of including three transport services. We remark some 

constancy of the curves due to the similarity between the different requests. In fact, when the 

departure and arrival points are similar or near geographically, we obtain the same routes and so 

the same edges.   

 

IX.    CONCLUSIONS 
In this work, we proposed a distributed co-modal approach based on multi-agent system 

which aims to find an effective itinerary proposition to transport users including public 

transport, carsharing and carpooling. The system employs different optimization techniques. In 

fact, the developed Distributed Shortest Path Algorithm (DSRA) allows the system to simplify 

the resolution of shortest paths in term of time in a distributed system. Then, the systemuses an 

evolutionary optimization approach in terms of total cost, time and gas emission volume taking 

into account user constraints and preferences. The employment of multi-agent system, the use of 

the co-modal and transfer graph and the rapid assignment process to a combinatory problem 

thanks to an evolutionary method, make our adopted approach very interesting. The alliance of 

multi-agent systems and different optimization techniques is very important because with agent-

based approaches we explore the ability to handle a large problem domain and a short time-scale 

of the domain while with the optimization techniques, we explore the ability to achieve system 

optimality or near optimality with a quality assurance.In future work, we intend to develop the 

evolutionary approach and the coalition of the RA generated by the SupA. We also aim to employ 

a genetic process generating more chromosome generations, in order to improve gradually 

generated solutions to find better solutions and to develop the protocol negotiation between the 

different RAs. 
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I. Introduction 
A frame of a vehicle plays the most important role in safety of the passenger. The frame contains the 

operator, engine, brake system, fuel system, and steering mechanism, and must be of adequate strength to 

protect the operator in the event of a rollover or impact. The passenger cabin must have the capacity to resist all 

the forces exerted upon it. This can be achieved either by using high strength material or better cross sections 

against the applied load. But the most feasible way to balance the dry mass of roll-cage with the optimum 

number of members is done by triangulation method. The roll cage must be constructed of steel tubing, with 

minimum dimensional and strength requirements dictated by SAE. The SAE BAJA vehicle development 

manual also restricts us about the vehicle weight, shape and size, and dimensions [1-3]. 
 Circular cross-section is employed for the roll cage development as it helps to overcome difficulties 

like increment in dimension, rise in the overall weight and decrease in fuel efficiency. It’s always a perfect one 

to resist the twisting and the rolling effects, therefore is preferred for torsional rigidity. 

 

a) Design objective of roll cage are: 

1) Provide full safety to the driver, by obtaining required strength and torsional rigidity, while reducing weight 

through diligent tubing selection. 

2) Design for manufacturability, as well as cost reduction, to ensure both material and manufacturing costs are 

competitive with other SAE vehicles. 

3) Improve driver comfort by providing more lateral space and leg room in the driver compartment. 

4) Maintain ease of serviceability by ensuring that roll cage members do not interfere with other subsystems 

[4-6]. 
 

 This roll cage is developed in ANSYS Multiphysics Menu by plotting the keypoints, lines and arcs. 

The element type selected for it is PIPE 16, a uniaxial element with tension, torsion and bending capabilities. 

The element has six degrees of freedom at two nodes: translations in the nodal x, y and z directions and rotations 

about the nodal x, y and z axes. The real constants involved in the pre-processing of PIPE 16 element are its 

outer diameter and thickness value. The material used for the roll cage is AISI 1018 with Young’s Modulus 210 

GPa; yield strength is 365.5 MPa and Poisson’s ratio 0.29. The density of material is 8000 kg/m3 with hardness 

(Brinell) of 126 HB [7]. 

 

Abstract: The SAE-BAJA competition is arranged every year with a purpose to have teams of 

engineering students design, build and race a prototype of a four-wheel, one passenger, off-road 

vehicle. The most important aspect of the vehicle design is the frame. The frame contains the operator, 

engine, brake system, fuel system and steering mechanism, it must be of adequate strength to protect 
the operator in the event of a rollover or impact. The roll cage must be constructed of steel tubing, with 

minimum dimensional and strength requirements dictated by Society of Automotive Engineers (SAE). 

Increased concern about the roll cage has created the importance of simulation and analysis thereby 

predicting failure modes of the frame. In the present paper, we have used ANSYS to investigate the 

response of the frame under various impacts. We considered a direct frontal impact and side impact 

that results in a 4g horizontal loading, a rollover impact of 3g deceleration value, bump impact and 

front torsional impact analysis with 3g deceleration value. The impact loading is simulated by 

restricting displacements at certain locations, and applying discrete forces at various points on the 

frame where the weight is concentrated. Throughout the analysis of roll cage more emphasis was given 

on obtaining a allowable factor of safety and designed according to it. 

Keywords: roll cage; frontal impact; side impact; rollover impact; ANSYS. 
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                    Figure 1. Modelling of keypoints                                  Figure 2. Modelling of lines 

 

II. Meshing And Analytical Calculations 
 

a) Meshing constraints and calculations 
As the roll cage was developed by plotting keypoints, lines and splines, so every member of the roll 

cage is considered to be properly constrained at every joint. For boundary conditions for frontal impact test, the 

roll cage is to be fixed from the rear side and the front member will come across the applied load. In the similar 

way, for side impact test, one side of the roll cage elements are fixed while the other side will be applied with 

load. For rollover impact test, the lower elements of the roll cage are fixed. For bump impact test and torsional 

impact test, the roll cage is to be fixed from the rear side. The load will be distributed among the number of 

joints framed by front members in the opposite direction to the frame, i.e. in X axis. 
 

 
 

Figure 3. Meshed model with element shape 

 

b) Analytical calculation for determining impact on roll cage 
To properly analyze the impact force, we need to find the deceleration of the vehicle after impact. To 

approximate the worst case scenario that the vehicle will undergo, momentum equations were used to determine 

the deceleration of the vehicle. The vehicle was considered to be at maximum speed of 60 km/hr having total 

weight of 400 kg and according to different scenarios the conditions of head on impacts, oblique collisions, and 

inelastic or partially elastic collisions were employed with a crash pulse consideration of 0.1s. 
 The forces which were impacted on the roll cage were decelerations of 4g & 3g and it is calculated as 

follows:-  

Assume gravitational force = 9.8 m/s² ≈ 10 m/s² 



Simulation And Static Analysis Of An Off-Road Vehicle Roll Cage 

| IJMER | ISSN: 2249–6645 |                               www.ijmer.com                        | Vol. 4 | Iss.9| Sept. 2014 | 3| 

 

g = mass of the vehicle × gravitational force acting on the vehicle  

   = 400 × 10 

   = 4000 N 
Therefore, 4g = 16000 N & 3g = 12000 N. 

 

III. Impact Analysis Using Ansys 
 

a) Frontal Impact Analysis 
 

  
 

          Figure 4. Frontal impact load application                                    Figure 5. Deformation plot 
 

It is the impact wherein there is a possibility of vehicle crashing into another vehicle head on during the 

race (Sharma and Purohit, 2012).The deceleration value for frontal impact is 4g. This is equivalent to a loading 

force of 16000 N. The load is applied on two nodes at front as depicted by red arrows in (Fig. 4). Thus, the force 
gets divided into two parts i.e. 8000 N on each node. The value recorded for the deformed shape is 0.73 mm 

(Fig. 6) which abides by the safety regulations and standards of SAE BAJA competition. (Fig. 7) shows the Von 

Mises stress plot, where the maximum stress is observed at the front members (68.673 MPa) where the load is 

applied. The driver cabin members are shown in yellow and green colors which clearly depicts the safety of 

driver cabin even when loaded with such high force. 
 

  
 

                      Figure 6. Nodal solution plot                                          Figure 7. Von Mises stress plot. 
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b) Side Impact Analysis                          

                     

  
 

             Figure 8. Side impact load application                                        Figure 9. Deformation plot 

                        

The side impact analysis is carried out as there is a possibility of collision with another vehicle from 

either direction. Thus, the stresses acting on the side members of the roll cage are analyzed. The deceleration 

value for side impact is 4g. This is equivalent to a loading force of 16000 N. The load is applied on two nodes as 

shown in (Fig. 8). Thus, the force on each node is 8000N. The nodal solution shows a deformation of 4.246 mm 

in colored contour same as the deformation plot as depicted in (Fig. 10). The Von Mises stresses came out to be 

99.453 MPa which is inside the permissible range of the material (Fig. 11). The driver cabin members are shown 

with green colours which reflect the safety of driver cabin even when such a high load is introduced. 

 

   
    

                Figure 10. Nodal Displacement plot                                 Figure 11. Von Mises stress plot 

                           

 

 

 

 

 

 



Simulation And Static Analysis Of An Off-Road Vehicle Roll Cage 

| IJMER | ISSN: 2249–6645 |                               www.ijmer.com                        | Vol. 4 | Iss.9| Sept. 2014 | 5| 

 

c) Rollover Impact Analysis    

     

     
 

   Figure 12. Rollover impact load application                                Figure 13. Deformation plot  

                          

The rollover impact analysis is carried out by considering the stresses induced on the members of the roll cage 

when the vehicle topples down from a slope with an angle of 45°. In this impact, the upper and rear members of 

the vehicle will bear the force. The deceleration value for rollover impact is 3g. This is equivalent to a loading 

force of 12000 N. The number of nodes on which the load is applied is 4 (Fig. 12). Thus 3000 N was applied on 

each node. The maximum deformation is 8.342 mm in the members of the vehicle as shown in (Fig. 14). The 

Von Mises stress induced on the members is shown in (Fig. 15). The maximum stress i.e. 139.69 MPa was 

observed at the upper members of the vehicle which is well below the permissible range.  

 

  
 

Figure 14. Nodal solution plot                                Figure 15. Von Mises stress plot 
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d) Two Wheel Bump Impact Analysis 

 

  
 

            Figure 16. Bump impact load application                                 Figure 17. Deformation plot 

 

During the SAE-BAJA competition, the vehicle has to travel on uneven tracks. There are times when the vehicle 

moving along an upward slope travels about a curved projectile in air before landing on its wheels. The lower 

frontal part of the vehicle is the initial member which faces this impact. Once the front tyres touch the surface, 

the suspension system absorbs the initial forces exerted on it. A time comes when the suspension system are 

compressed to its maximum extent and act like solid member of the vehicle. The rest of the load is transferred to 

the roll cage members of the vehicle [9]. In order to ensure the safety of the driver, we determine this impact 

force using ANSYS.                       

 The deceleration value for bump analysis was taken as 3g i.e. 12000N.The force was applied on the 
frontal four suspension pick up points (Fig. 16). The load applied on each node was 3000 N. The deformation 

value is 9.128 mm which abides by the safety regulations and standards of SAE BAJA competition (Fig. 18). 

The Von Mises stress is plotted in (Fig. 19) showing the individual stresses in the members. The maximum 

stress as observed was found out to be 190.79 MPa which is within the permissible limit of the materials yield 

strength. 
 

  
 

Figure 18. Nodal solution plot                              Figure 19. Von Mises stress plot 
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e) Front Torsional Impact Analysis 

 

This impact is analyzed taking into consideration the torsional forces acting on the frontal elements of 
the vehicle. This type of force is exerted on the vehicle when it traverses on an uneven road. The two tyres on 

the front axle experience a moment. The torque is applied to one tyre and reacted by the other one (Fig. 20). 

These forces are equal and opposite. The deceleration value for this impact is 3g i.e. 12000 N. But as these act in 

opposite direction, the number of nodes for application of force is 2. The amount of force per node is 6000 N. 

 The deformed value after analysis is 9.476 mm as shown in (Fig. 22). The maximum Von Mises stress 

in this analysis came out to be 90.117 MPa which lies within the permissible range of the material (Fig. 23).  

 

  
  

Figure 20. Torsional impact load                       Figure 21. Deformation plot application               

 

  
 

                       Figure 22. Nodal solution plot                                      Figure 23. Von Mises stress plot 

 

IV. Results And Discussion 
Stress plots and deformations of critical elements undergoing different loads during the impact tests 

were analyzed using ANSYS. This project helps us to understand the vital components of designing. As 
mentioned above the yield strength of the material which we are using is 365.5 MPa. The maximum stress 

values of various impact tests have been determined and we can easily find the factor of safety of the vehicle. 

Safety is of utmost concern in every respect; for the driver, crew & environment. Considerable factor of safety 
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(FOS) or design factors is applied to the roll cage design to minimize the risk of failure & possible resulting 

injury. This FOS value implies the safe value of applied loads and deformations. The following table shows the 

various loading conditions, deformations, maximum stress values and factor of safety for various test conditions. 
 

Table 1. Analysis results of impact tests. 

 

Type of 

impact test 

Loading 

force (N) 

Number of 

Nodes 

Maximum 

Deformation 

(mm) 

Von Mises 

stress (MPa) 

Factor  of 

Safety (FOS) 

Front 16,000 2 0.73    68.673   5.322 

Side 16,000 2 4.246   99.453   3.675 

Roll-over 12,000 4  8.342    139.69   2.616 

Bump 12,000 4   9.128 190.79   1.915 

Torsional 12,000 2   9.476 90.117 4.157 

 

V. Conclusion 
The use of finite element analysis was invaluable to the design and analysis of the frame for SAE-

BAJA off-road vehicle. The analysis was helpful in finding out the maximum deformation, Von Mises stress 

and the factor of safety for five different impact tests namely frontal impact, side impact, rollover impact, bump 

impact and torsional impact. The findings from the finite element analysis and the actual failure will allow 

future designers to integrate a solution to this problem into their design from the beginning. 
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I. INTRODUCTION 
Increasing environmental concerns and depletion of petroleum resources calls for new green 

ecofriendly materials. Among various natural polymers, cellulosic natural fibers are envisioned as the most 

suitable ways to solve these problems especially environment related issues. The potential of cellulosic fibers as 

reinforcement in composite materials have been well recognized since many centuries ago. The term 

‘composite’ has been used in material science refers to a material made up of a matrix containing reinforcing 

agents. The beginning of composite materials may have been the bricks, fashioned by the ancient Egyptians 

from mud and straw. Nearly 70 years ago, a number of technical products and other commodity materials were 

derived from natural resources e.g., textile ropes, canvas and paper were made of local natural fibers such as 

flax and hemp. Emergence of polymers in the beginning of the nineteenth century inculcated the new era of 

research based on exploring the viability of natural fibers and their applications in more diversified fields. At 

the same time, interest in synthetic fibers due to its superior dimensional properties, gained attention and 

slowly replaced the natural fibers in major avenues. With the passage of time, the accumulation of the 

hazardous synthetic byproducts and waste, started polluting the environment and once again led the scientists 

towards natural fibers due to their distinct advantages. Thus, the renewed interest in the natural fibers resulted 

in a large number of modifications in order to bring it equivalent and even superior to synthetic fibers. After 

tremendous changes in the quality of natural fibers, they emerged as a substitute for the traditional building 

materials including lumber steel, Portland cement and lime. Considering the high performance standard of 

composite materials in terms of durability, maintenance and cost effectiveness, applications of natural fiber 

reinforced composites as construction material, have done wonders and are environment friendly material for 

the future. 

 

II. REASON OF NATURAL FIBER REINFORCED COMPOSITES 
Many shortcomings due to high density and poor recycling properties were seen in glass fiber 

reinforced plastics. Moreover, glass fiber dust produced during processing triggers allergic skin irritation. The 

possible substitution of glass fiber by natural fiber in exterior application raised the question about mechanical 

properties of the material, flammability and effect of weathering. Natural fibers offer several advantages over 

glass fibers: 

  Plant fibers are renewable and their availability is unlimited. 

  When natural fiber reinforced plastics are subjected to combustion or landfill at the end of their life 

cycle, the released amount of carbon dioxide is less with respect to that assimilated during its life cycle. 

  Natural fibers are less abrasive and can be easily processed as compared to glass fiber. 

  Natural fiber reinforced plastic, consisting of biodegradable polymer matrix are environment friendly 

and can be composted easily. 

 

Abstract: This paper is a review on the tensile and impact properties of natural fiber hybrid composites. 

Natural fibers are having good mechanical properties, high specific strength, low cost, bio-degradable 

and easily can recyclable through thermal methods. In this paper two different hybrid composites were 

manufactured by compression molding and properties of tensile and impact results are conducted as per 

ASTM standards. In this project three different fibers such as sisal, jute and glass with thermosets epoxy 

resin used with weight ratio of fiber to resin as 15:15:70.Results showed that sisal/glass hybrid composite 

has more tensile and impact strength while comparing to sisal/jute hybrid composite.  

Keywords: Tensile, Impact, Sisal, Jute, Glass and Epoxy 
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III. EXPERIMENTAL METHODOLOGY  
 

1. Selection of Materials 

In this project we have used the glass as synthetic fiber and sisal and jute are as natural fiber 

reinforced plastics. The hybrid composites are used to find out the tensile and impact properties. The sisal/jute 

and sisal/glass reinforced epoxy are thus used as hybrid composites. The purpose of using E-glass fiber with 

sisal fiber is to improve the mechanical properties of natural fiber. 

  

2. Chemical Treatment 

The sisal and jute fibers are immersed in distilled water for 24 hrs separately and then dried in direct 

sun light. After that it is immersed in NaOH solution for 24 hrs and then it is dried. After that it was kept in 

hot air oven for 6 hrs for remove air bubbles. The sodium hydroxide alkali treatment effectively used for 

improves the adhesive bond between fiber and matrix. 

 

3. Manufacturing Method 

There are various methods to fabricate the composites. They are hand lay-up process, pultrusion 

process, filament winding process, resin transfer molding, sheet molding compound, reaction injection 

molding. Here we use the compression molding process for the fabrication of hybrid composites. 

 

3.1 Compression Molding Method 

 With the dies apart, the prepared polymer ‘dough’ is placed into the cavity. 

 With the die closed, the article is formed and the small amount of flashing on each side will be removed 

later. 

 When the die is closed, heat and pressure are maintained until the condensation polymerization process 

is completed. 

 The hot compression molding process is used to form components from phenolic, urea and melamine 

thermosetting polymers, as well as alkyl resins. 

 
Fig 1. Compression Molding 

 

IV. EXPERIMENTAL TEST 
The hybrid composite materials sisal-glass-epoxy and sisal-jute-epoxy are to be tested for their 

mechanical properties. Tensile test and Impact test are can be done on the samples produced from composites. 

Here, the samples cut to ASTM standards from the manufactured composites are tested to find out the values of 

tensile strength and impact strength. The tensile test for two sample pieces are performed by the universal 

testing machine Instron 1195 and impact test are performed using Izod impact testing machine. 

 

1. Universal Testing Machine 

The tensile strength of a material is the maximum amount of tensile stress that it can take before 

failure. During the test a uni-axial load is applied through both the ends of the sample. The dimension of the 

sample is (250x25x3) mm. The tensile test is performed in the universal testing machine (UTM) Instron 1195 

and results are analyzed to calculate the tensile strength of composite samples. 
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2. Izod Impact Testing Machine 

The impact test is for the purpose of knowing the material’s ability to resist the impact load and the 

service life of the material. The impact test designed to give information on how a sample of a known material 

will respond to a suddenly applied stress, e.g. shock. A method for determining behavior of material subjected 

to shock loading in bending, tension, or torsion. The Izod test is most commonly used to evaluate the relative 

toughness or impact toughness of materials and as such is often used in quality control applications where it is 

a fast and economical test. It is used more as a comparative test rather than a definitive test. 

 

V. RESULTS AND DISCUSSION 
The samples of two different combinations tested for their tensile and impact strength showed better 

result with sisal/glass has lead in both tests.  
 

 
Fig 2. Result of Tensile Strength 

 

 
Fig 3. Result of Impact Strength 

 

 For sisal/jute combination tensile strength of two samples are 27.89 N/mm2 and 25.97 N/mm2. 

 For sisal/glass combination tensile strength of two samples are 49.98 N/mm2 and 53.55 N/mm2. 

 For sisal/jute combination impact strength of two samples are 4.641 J/mm2 and 4.823 J/mm2. 

 For sisal/glass combination impact strength of two samples are 6.105 J/mm2 and 6.593 J/mm2. 
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Fig 4. Sample after Tensile and Impact Test 

 

VI. CONCLUSION 
  Treatment of sisal and jute with NaOH resulted in increase an adhesive strength and tensile strength. 

  Tensile and impact properties were studied for two different hybrid composites such as sisal/glass and 

sisal/jute. 

  Sisal/glass shows great tensile and impact strength with comparing to sisal/jute hybrid composite. 

  Because naturally glass fiber has good specific strength and high elongation but it cannot recycle 

throughout. 

  Sisal/jute hybrid composite can be easily recyclable and biodegradable. So it can be apply for similar 

applications. 
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I. INTRODUCTION 
Basically, welding is used to obtain permanent joint of two metals through localized application of 

suitable combination of temperature, pressure and metallurgical conditions. A wide variety of welding 

processes have been developed by different combinations of temperature and pressure.  Welding is the 

principal means of fabricating and repairing of metal products and is used in every industry [1]. Amongst the 

major areas of applications, welding is extensively used in automotive industries. The most commonly used 

welding methods for automotive applications include resistance spot welding (RSW), resistance seam welding 

(RSEW), metal inert gas (MIG) welding, tungsten inert gas (TIG) welding, laser beam welding (LBW), 

friction welding (FW) and plasma arc welding (PAW). The advanced welding processes for automotive 

applications have been developed envisaging reduction in vehicle weight and increase in fuel efficiency [2]. In 

conventional welding methods, an additional material is always added to the weld joint that flows into the 

materials to be joined to produce an extremely strong bond. The added metal at each weld increases the vehicle 

weight which in turn decreases fuel economy. In this paper, welding techniques used in automotive 

applications viz., RSW, RSEM, FW, LBW are discussed. The advanced technique viz., magnetic pulse welding 

(MPW) process used to produce lighter weld components is also presented. The latest welding technology i.e. 

medium frequency welding (MFW) used in the automotive industries is also discussed in this paper. 

 

II. AUTOMOTIVE APPLICATIONS OF WELDING 
A wide variety of automobile body components are joined together using welding techniques. The 

necessity for development of new welding techniques for automotive applications is ever growing to meet the 

new material combinations for auto body parts. The requirement for innovative welding processes is felt 

strongly in the recent days with automotive manufactures focusing on lighter yet strong and fuel efficient 

vehicles employing light weight alternative materials. The most commonly used welding techniques in 

automotives applications are explained in the following sections. 

 

2.1 Resistance spot welding 

The conventional steel body of a car, on an average, contains 4500 spot weld joints. Resistance spot 

welding is the principle joining method used in automotive industries and has been for many years. In this 

method the joint is produced by the heat generated due to the resistance of work pieces to the flow of current 

and application of pressure [3]. The weld is limited to the spots on overlapped work pieces and hence not 

continuous. The pointed copper electrodes conduct the welding current to the work spot and also serve to apply 

pressure to form the strong joint as shown in the Fig. 1. 

 

Abstract: Welding is invariably used in the automotive industries for joining variety of structural 

components and engine parts. The constant demand for new improved material requirement for 

automotive applications necessitates the development of innovative joining techniques. In this paper, the 

welding techniques commonly adapted in the automotive industries are discussed. Illustrative diagrams 

and specific automotive applications are included in the paper. The novel technique of joining dissimilar 

metals viz., magnetic pulse welding is also discussed. The latest update on medium frequency welding 

method used by auto manufacturers is also presented with its technical and operational merits.  

Keywords:   Automotive applications, Magnetic pulse welding, Medium frequency welding, Welding 
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Fig. 1 Resistance spot welding 

 

RSW is automated and used in the form of robotic spot welding in automotive industries to weld the 

sheet metals to form car body. Industrial robots spot welding the car body in production line is shown in the 

photograph given in Fig. 2. 

 

 
Fig. 2 Industrial robots welding car body  

(Source: Rexroth- Bosh group) [4] 

 

2.2 Resistance seam welding 

In this type of resistance welding, the joint is produced progressively along the length of the weld. 

This gives a continuous and leak tight joint in sheet metals. The weld may be made with overlapping or 

continuous work pieces. In automobile industries, this welding process is used to produce leak proof fuel tanks. 

The principle of RSEW is depicted in the Fig. 3. This process provides high welding speeds, but its 

applicability is limited by component shape and wheel access. A seam welding process in operation is shown in 

Fig. 4. 

 
Fig. 3 Principle of resistance seam welding 
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Fig. 4 RSEW producing continuous joint 

 

2.3 Friction welding 

In solid state welding the joint is produced by the application of pressure without significant melting 

any of the work parts. Friction welding is a form of solid state welding where the heat is obtained from the 

mechanically induced sliding motion between the parts to be welded [5]. The weld parts are held together 

under pressure. Generally, the frictional heat is generated by rotating one part against the other. When certain 

temperature is reached, the rotational motion is seized and the pressure applied welds the parts together. The 

two shafts joined by FW process is depicted in Fig. 5. This welding process can be controlled by regulating the 

time, rotational speed and pressure. 
 

 
Fig. 5 Shafts joined by friction welding process 

 

The metallic materials possessing certain degrees of plasticity at high temperature and thermal 

stability can easily be friction welded.  Although all common engineering alloys can be friction welded, cast 

iron is an exception. In automotive industries, the FW is used to fabricate a wide range of components 

including half shafts, axle cases, steering columns, hydraulic cylinders, pistons rods and engine valves etc. The 

Fig. 6 shows few friction welded automotive components. 

 

 
Fig. 6 Friction welded automotive components  

(Engine valves and tie rod) 



Automotive Applications of Welding Technology – a study 

| IJMER | ISSN: 2249–6645 |                             www.ijmer.com                        | Vol. 4 | Iss.9| Sept. 2014 | 16| 

2.4 Laser beam welding 

The application of laser technology for welding the high volume automotive components has gained 

popularity because of its distinct advantages. The main benefits include good flexibility, improved productivity 

with substantial saving on maintenance and energy cost while producing a strong weld. The LBW process uses 

the heat generated when a focused laser beam impinges on the joint. Metal sheets having thickness in the 

range 0.2 to 6mm can easily be laser welded. Majority of the automotive industries employ cross flow CO2 

laser system in the power range of 3 to 5 kW [6]. The schematic arrangement of components of a typical laser 

welding system is depicted in the Fig. 7.  

 
Fig. 7 Diagram of laser beam welding (Source: Oguzhan Yılmaz ) 

 

The laser beam directed on the workstation is focused on the parts to be welded using the copper 

mirrors. It is a non contact process and well suited for automated applications. The process parameters such as 

laser power, speed and focused spot size determine the weld depth and width. A beam from one laser source 

can easily be switched to several workstations allowing optimum utilization of laser for different welding 

functions. This inherent flexibility of LBW satisfies high volume automotive production requirement for 

different part geometries without extensive set up. The Fig. 8 shows welding of low carbon steel sheet using 

CO2 laser system. 

 

 
Fig. 8 Laser beam welding of low carbon steel sheet 

 

Joining automatic transmission components found particularly suited for LBW. The components 

produced from powder metallurgy (PM) process are increasingly used in the automotives. The performance of 

PM components is characterized by combination of finished density, composition of alloying elements and part 

microstructure. These factors provide greater flexibility to determine weldability of PM components. The 

density is reported to have pronounced influence on performance and weldability [7]. The other automotive 

applications LBW include welding of roof to the side panels of car body structure. A continuous water tight 

joint with better accuracy can be obtained as less material is displaced. Also, post treatment of the weld is not 

necessary [8]. The evaluation of laser beam process for joining hinges to the reinforcement structure of car 

door is presented by Quintino et al., [9, 10]. The CO2 laser equipment giving output power of 6 kW was used 
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in the evaluation. The surface finish of the parts affected porosity formation with LBW, hence improved 

surface finish can overcome this problem. 

 

2.5 Medium frequency welding 

The medium frequency welding is a type of resistance welding and latest offering from Bosch-Rexroth 

Ltd, Great Britain. The Fig. 9 depicts the basic working principle of MFW. In this welding process, the three- 

phase 50 Hz alternating current (AC) is rectified and supplied to an inverter. The inverter converts the current 

to a frequency of 1000 Hz (medium frequency) and is fed to a transformer, usually integrated into the welding 

gun [4]. Hence the welding current available is always direct current (DC). The technical and operational 

merits of MFW are listed in the Table 1.  

 

 
 

Fig. 9 Working principle of MFW 

 

Table 2 Technical and operational advantages of MFW 

Sl. No. Merit Description 

1 Reduced bill 

 

It is less demanding on electrical distribution network since it draws current 

from all the three phases. This in turn results reduced electricity charges. 

2 More tolerant The welding current is supplied thorough an inverter and hence the process is 

more tolerant of mains disturbances.  

3 Higher 

operating 

efficiency  

As much as 25 % power savings can be achieved against single phase AC 

system. The transformers used are more compact and lighter.  Most suitable for 

robotic applications. Hence robots can be made smaller and less power is 

expended in moving welding gun.  

4 Faster welding Due to reduced or no current fluctuations weld times are approximately 15 % 

shorter and can be controlled to millisecond. This gives 20 times more accuracy 

than 50 Hz AC supply. Since there is no resistance in the welding arm, the arm 

lengths and tip characteristics do not affect weld times. The enhanced tip life 

results in considerable savings on tip dressing and consumables. 

5 Cleaner weld It gives high quality weld with peak voltage is almost same as RMS voltage. No 

splash or sparks are present in the weld.  

6 More material 

choices  

The process is controllable to high accuracy. Difficult to weld materials such as 

high strength steel, aluminium, laminated steels, polymer composites, coated 

steels etc can be welded easily.  

 

2.6 Magnetic pulse welding 

The demand for lighter and fuel efficient vehicles has increased in the recent days.  The automotive 

manufactures strive to produce lighter components. This helps to make existing cars more fuel efficient and 

meet the requirement of alternative fuel powered vehicles viz. fuel-cell powered cars and hybrid gas/electric 

vehicles. The use of lighter material like aluminum and development of new manufacturing processes using 

less steel in weld can help to achieve the above goal. The additional material deposited on weld joint as in 

conventional welding process increases the weight of the welded component. The MPW is a novel technology 

developed by Dana Corporation, USA for bonding aluminium and steel (dissimilar metals) without using 

additional metal at the weld joint [2]. In this method, the pre-shaped aluminum and steel tubular stock are 

subjected to high pressure using precision machined die cavities. This process is called hydro-forming and 

results in more precise fitting of structural components requiring very little fill material in the subsequent 

welding steps.  
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The hydro-formed components are then fitted together loosely. A rapidly switching magnetic field 

produced by an inductor (either internally or externally) causes one of the metallic components to form quickly 

and impact the other stationary metal part with sufficient velocity and force to create a weld. This requires high 

end machines to produce proper welds in complex geometric designs. The MPW process enhances 

manufacturing productivity due to reduction in production steps, materials, equipments and personnel 

expenses. The vehicle frame welded with MPW process is reported to be two–thirds lighter resulting in 8-10% 

improvement in fuel efficiency. This further reduces air pollution. The reduced energy consumption and 

shielded gases further aid to decrease air pollution. The MPW process is more efficiently used to produce 

automobile parts such as frames, side rails, cradles, stampings, space frames, and bumper reinforcements (Fig. 

10). 

 
Fig. 10 Automobile components (frames) produced by MPW process 

(Source: Dana Corporation, USA) 

 

With the commercialization of MPW process, it is possible to weld dissimilar metals (bimetallic 

welding) most effectively. This helps to design new geometries for automobile transmissions and undercarriage 

systems using different combinations of lighter materials to enhance fuel economy and cost savings.      

 

III. Conclusions 
The automotive application of permanent joining methods is discussed with illustrative diagrams. The 

resistance welding techniques namely spot and seam welding are presented with specific applications. The 

solid state welding method viz. the friction welding is also discussed. The need for innovative and cost 

effective welding methodologies to meet the growing requirement of lighter and fuel efficient vehicles is 

highlighted. The technological advancement in the metal joining in the context of auto industry is presented. 

The working aspect of medium frequency welding is briefed with its distinct merits. The magnetic pulse 

welding-a breakthrough in metal joining technique is also explained. The following points concluded from this 

above study. 

 

  The automotive manufacturers focused on producing lighter yet strong and fuel efficient vehicles using 

new improved alternative materials. This necessitated most efficient welding techniques that produce 

lighter weld joints without adding additional material.  

  The commercial implementation of magnetic pulse welding can prove advantageous for automotive 

industries to manufacture lighter and fuel efficient cars. 

  The advancement in laser beam welding and medium frequency welding allows evolving new 

geometries for automobile transmissions and undercarriage systems using new combinations of 

materials, particularly made from powder metallurgy process. 
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I. INTRODUCTION 
Construction companies and firms, such as the government, consultants and contractors, normally 

face different kinds of risks (e.g., environmental, physical, political, social and economic risks) during 

construction. However, most of them do not predict risks when they are considering bids and tenders. 

Construction risk is generally perceived as events that influence project objectives, i.e., cost, time and quality. 

In project management terms, the most serious effects of risk can be summarised as follows:  

 

1. Failure to keep within the cost estimate.  

2. Failure to achieve the required completion date.  

3. Failure to achieve the required quality and operational requirements.  

 

This study aims to better understand the risk identification process and other risk processes. Risk 

identification is the first process in risk management. Therefore, this study focuses on risk identification 

because it is important to know how the players in the construction industry handle risk identification. Without 

having any perspective on or approach for risk identification, construction participants cannot make 

appropriate decisions in other risk management processes. This study evaluates risk identification by better 

understanding the processes and guidelines related to the risks in large and infrastructure construction projects, 

so that project risk management can be more effective. It has already been recognised that a clear 

understanding of the risks born by each participant leads to better risk allocation. The objective of this study is 

to find means of identifying risk management and other processes that can be utilised and to make new 

suggestions on the use of these risk management methods. It is of particular interest to find the means to 

manage risks that are the most effectively managed with the co-operation of several project participants. 

 

II.   Methodology 

To achieve the objectives of this research, questionnaires were deemed to be the most effective tool for 

gathering information. These questions helped identify any projects that should definitely not be undertaken by 

the parties and those which, although risky, should be examined further after a more rigorous examination of 

the potential sources of risk. The questionnaire was designed based on the knowledge of government, 

consultant, or contractor in large or infrastructure construction projects; the questions were meant to identify 

their method of risk identification and possible effects of those risks. 

The general methodology of this study relies largely on the survey questionnaire which will be 

collected from the various multi project construction contractors and project manager of different sizes by mail 

Abstract: Risks are very common in construction sector. Risk management includes identifying risks, 

assessing risks either quantitatively or qualitatively, choosing the appropriate method for handling the 

risks, and then monitoring and documenting risks. By identifying risks in an early stage of planning and 

assessing their relative importance, project managers can identify methods used to reduce risks and 

allocate the best people to mitigate them. Thus, this research focuses on risk identification, as opposed 

to other processes of risk management. "Brain-storming sessions" is the most popular method used 

frequently to identify the risks in projects as deduced from a questionnaire survey from participants in 

large construction projects. Time and cost management need to be fully integrated with the 

identification process. Time constraints and project managers with sufficient experience are critical 

when identifying the level of risk for large and/or complex projects. The most considerable types of risk 

in construction projects are financial risks, construction risks, and demand or product risks. 

Keywords: Risk, Risk identification techniques, Risk management, and Construction Projects. 
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or by personnel meeting. A thorough literature review was initially conducted to identify the risk factors that 

affect the performance of construction industry as a whole. This study has adopted the more general and broad 

definition of risk as presented by Shen et al (2001) on china's construction joint ventures and more risk factors 

from other literature. Also some interviews with industrial practitioners were conducted to produce to   check 

of questionnaires. 

 

III. QUESTIONNAIRE STRUCTURE AND DESIGN 
. The questionnaire was tested with a pilot survey for clarity, ease of use, value of the information that 

could be gathered. The questionnaire survey is divided into two parts. The first part consists of general 

information like type of company, experience, value of their project etc., and the second part consists of the 

construction risk factors for evaluation. 

Risk factor for this study classified into eight categories, namely: financial risk, legal risk, 

management risk, market risk, policy & political risk, technical risk, environmental risk, social risk. 

The survey questionnaire survey is designed to probe the cross-sectional behavioral pattern of 

construction risks construction industry. The questionnaire was prepared for the pilot survey was formulated by 

seeing the relevant literatures in the area of construction risk. The interviewer was free to ask additional 

questions that focused on issues arising during the course of the interview. The freedom to follow the 

interviewee, to ask for clarifications, and to focus on the specify projects, risk practices and knowledge, made 

the interviews insightful  

 

3.1 Risk Rating 

A Likert scale of 1-5 was used in the questionnaire. A Likert scale is a type of psychometric response 

scale questionnaire, and is the most widely used scale in survey research. When responding to a Likert 

questionnaire item, respondents specify their level of agreement to a statement. The scale is named after Rensis 

Likert, who published a report describing its use. The respondents were required to indicate the relative 

critically/effectiveness of each of the probability of risk factors and their impact to the management. 

 

3.2 Design of Survey 

  The respondents were requested to judge the significance or "expected loss" of each risk. There are many 

criteria that respondents may need to consider. One alternative approach adopted by previous researches is to 

consider two attributes for each risk: the probability level of risk occurrence, denoted by o; and the degree of 

impact or the level of loss if the risk occurs denoted by p. The same type of evaluation is followed in this study 

also. Therefore, risk significance, denoted as RS, can be described as the function of the two attributes RS=f              

(, ). 

  By applying this approach, the respondents were asked to respond to the two attributes for each risk. For 

considering a, the respondents were required to judge the probability level of risk occurrence by selecting one 

from among five levels namely, very small, small, normal, large and very large. For considering p, the 

respondents were required to judge the degree of impact if the risk concerned occurs, by selecting one from 

among five grades namely, very low, low. and medium, high and very high. 

 

3.3 Analysis of Survey  

 To assess the relative significance among risks, previous literatures study suggests establishing a risk 

significance index by calculating the significance score for each risk. For calculating the significance score is 

to multiply the probability of occurrence by the degree of impact Thus, the significance score of each risk 

assessed by each respondent can be obtained through the model 
i

j

i

j

i

pS   

Where Si = significance score assessed by respondent j for risk i; a, = probability of occurrence of risk 

i, assessed by respondent j; and p, = degree of impact of risk i, assessed by respondent j. By averaging scores 

from all responses, it is possible to get an average significance score for each risk, and this average score is 

called the risk index score and is used to rank among all risks. The model for the calculation of risk index 

score can be written 
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Where RS1 = index score for risk i; and S1 = significance score assessed by respondent j for risk I and T=Total 

number of responses. To calculate S', the five scales for o and (3, this will be converted into numerical (Likert 

scale) scales. 

 

3.4 Pilot Survey 

A pilot questionnaire survey and follow-up interviews with local contractors was conducted. The 

purpose was to identify the factors out of the 68 factors that applied overseas could also apply to the 

construction industry. The small number interviews and the structure of the questionnaire in die pilot study 

does not allow for statistical analysis. 

Responses to the interviews have been used to identify consistent themes, common practices, and 

insight provided by active and influential project participants that would provide additional guidance and 

assistance to the research team. 

The survey results formed the basis of modifying the questionnaire for the subsequent full-scale 

survey. The pilot study attempts to short-list locally relevant factors. The criteria for a shortlisting are that the 

chosen factors are relevant in the local construction industry. As a result, only important and relevant factors 

can be chosen for inclusion in the full-scale survey in the second phase research. 

 

IV.   Risk Identification And Risk Identification Technique 
The risk identification phase as being either one of the most important stages within the risk 

management process, the risk identification phase into three categories.  

1. The Risk identification conducted only by a risk analyst and based exclusively in his practice, knowledge 

and capacity.  

2. The Risk identification was conducted through the interview of the risk analyst with one or many members 

of the project staff in order to analyze the reviewed data and the project life cycle based on the knowledge and 

expert of the people interviewed.  

3. The Risk identification in which the risk analyst guides one or many work groups applying the risk 

identification techniques.  

 

4.1 Risk Indentification Techniques 

1. Brainstorming – An idea generation group technique is divided in two phases. (i) idea generation phase, in 

which participant generate as more ideas as possible (ii) idea selection phase, the ideas are filtered, remaining 

only those approved by the entire group  

2. Delphi Technique – Delphi is a technique to obtain an opinion consensus about future events from a group 

of experts. It is supported by structured knowledge, experience and creativity from an expert  

3. Interview/ Expert judgment – Unstructured, semi structured or structured interviews individually or 

collectively conducted with a set of experienced project members, specialist or project  

4. Checklist – It consists of a list of item that are marked as yes or no , could be used by an individual project 

team members, a group or in an interview.  

5. Influence Diagram – It is a graphical representation containing nodes representing the decision variables of 

a problem. A traditional influence diagram is formed by three types of nodes: utility, decision and 

informational. The causal relationship occurs between utility and chance nodes and represents a probabilistic 

dependence.  

6. Flowchart – Graphical tool that shows the steps of a process. This technique is applied for a better 

comprehension of the risks or the elements interrelation  

7. Cause-and-Effect Diagrams – These are also called Ishikawa diagrams or fishbone diagram, illustrate how 

various factor might be linked to potential problems or effects. The diagram is designed by listing the effect on 

the right sides and the causes on the left sides. There are categorized for each effect, and the main causes must 

be grouped according to these categories . 

  

V.   Conclusions 

This paper is based on a literature review on the risk assessment methods. The risk assessments 

approaches are applied in various areas and the problems solve. It was found that the currently used methods 

for risk assessment are Brainstorming, checklist, Flowchart, Delphi method, Risk significant index method. 

Each method of risk assessment has their limitation therefore this paper attempt to formulate integrated risk 

assessment tools. It was observed that currently used risk assessment methods can be integrated into new 

approach that can aid the decision makers applying the risk assessment effectively. The specifications for 
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identifying project risk that have been particularised for construction projects have been presented from diverse 

points of view (from government, consultants and contractors) and construction companies and firms that may 

be helping the process of dealing with the project in the planning and construction phases. The process can 

also be adapted to identify the level of risk for a particular project.  

The brain-storming sessions and analysis of historical data for similar projects were found to be the 

most preferred methods of risk identification in the construction industry. The risks associated with 

construction projects included financial risks (project funding problem), construction risks and demand/ 

product risks. These risks commonly prevent the completion of construction project objectives. 
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I. INTRODUCTION   
While performing online transaction using a credit card issued by bank, the transaction may be either 

Online Purchase or transfer .The online purchase can be done using the credit or debit card issued by the bank 

or the card based purchase can be categorized into two types Physical Card and Virtual Card. In both the cases 

if the card or card details are stolen the fraudster can easily carry out fraud transactions which will result in 

substantial loss to card holder or bank. In the case of Online Fund Transfer a user makes use of details such as 

Login Id, Password and transaction password. Again here if the details of the account is wrong then, as a 

result, it will give rise to fraud transaction. Credit card fraud is a wide-ranging term for theft and fraud 

committed using a credit  

Card or any similar Payment mechanism as a fraudulent source of funds in a transaction. The target 

may be to obtain goods Without paying money, or to obtain unauthorized funds from an account.  The fraud 

begins with either the theft of the physical card or the compromise of data associated with the account, it 

include the card account number or other information that would routinely and necessarily be available to a 

merchant during a legal transaction. The compromise can occur by many common routes and can usually be 

conducted without tipping off  the card holder or the merchant at least until the account is ultimately used for 

fraud. A store clerk  

copying sales receipts for later use is a simple example. The speedy growth of credit card use on the 

Internet has made database security lapses particularly costly; in some cases, millions of accounts have been 

determined. Stolen cards can be reported emergently by cardholders, but a determined account can be cached 

by a thief for weeks or months before any miss use, making it difficult to identify the source of the determined. 

 Popularity of online shopping is growing day to day. Credit card is the easy way to do online 

shopping. According to an ACNielsen study conducted in 2005 one-tenth of the world’s population is shopping 

online in same study it is also mentioned that credit cards are most popular mode of online payment. In US it is 

found that total number of credit cards from the four credit card network(Master Card, VISA, Discover, and 

American Express) is 609 million and 1.28 billion credit cards from above four primary credit card networks 

plus some other networks (Store, Oil Company and other). If consider the statistics of credit cards in India , it 

is found that total number of credit cards In India at the end of December-31-2012 is about 18 to 18.9 million 

[1]. In case of multinational banks, the usage or average balance, per borrower for credit card holder has rise 

up from Rs. 61,758 in 2011 to Rs. 82,455 in 2012. in the same period, private bank customers' usage rise  from 

Rs 39,368 to Rs. 47,370[1]. As the number of credit card users increases world-wide, the opportunities for 

fraudster to steal credit card details and, subsequently, commit fraud are also grew up.  

 

II. MOTIVATION 
Now a day the customers prefer the most accepted payment mode via credit card for the convenient 

way of paying bills, online shopping is easiest way. At the same time the fraud transaction risks using credit 

card is a main problem which should be avoided. So There are many data mining techniques available to avoid 

Abstract: The credit card has become the most popular mode of payment for both online as well as 

regular purchase, in cases of fraud associated with it are also rising.  Credit card frauds are increasing 

day by day regardless of the various techniques developed for its detection. Fraudsters are so expert that 

they generate new ways for committing fraudulent transactions each day which demands constant 

innovation for its detection techniques. Most of the techniques based on Artificial Intelligence, Fuzzy 

logic, neural network, logistic regression, naïve Bayesian, Machine learning, Sequence Alignment, 

decision tree, Bayesian network, meta learning, Genetic Programming etc., these are evolved in 

detecting various credit card fraudulent transactions. This paper presents a survey of various techniques 

used in credit card fraud detection mechanisms. 

Keywords: Credit Card Fraud, Hidden Markov Model (HMM), Fraud Detection,  Password,  Security question. 
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these risks effectively. In existing research they modeled the sequence of operations in credit card transaction 

processing using a Hidden Markov Model (HMM) and shown how it can be used for the detection of frauds. To 

avoid computational complexity and to provide better accuracy in fraud detection in proposed work. 

 

III. LITERATURE SURVEY 
Abhinav Srivastava et al describe the “Credit card fraud detection method by using Hidden Markov 

Model (HMM)” [2]. In this method, they model the sequence of operations in credit card transaction 

processing using a Hidden Markov Model (HMM) and show how it can be used for the detection of fraud 

Transaction. An HMM is initially trained with the normal behavior of a cardholder. 

S. Ghosh and Douglas L. Reilly et al describes the “Credit card fraud detection With Neural Network 

(NN)” [3]. In this method author use data from a credit card issuer, a neural network based  credit card fraud 

detection system was trained on a large sample of labeled credit card account transactions and tested on a 

holdout data set that consisted of all account activity over a subsequent two-month of time. The neural network  

was trained on examples of fraud due to stolen cards, lost cards, application fraud, mail-order fraud, counterfeit 

fraud. The network detected significantly more fraud accounts (an order of magnitude more) with significantly 

fewer false positives (reduced by a factor of 20) over rule based fraud detection procedures. 

 

IV. VARIOUS TECHNIQUES FOR CREDIT CARD FRAUD DETECTION SYSTEM 
In Credit Card Fraud Detection there are many methods, here we present survey of some most 

powerful method. 

 

Credit Card Fraud Detection Methods 

  

             Decision Tree 

  

             Genetic Algorithm 

                 

                Meta Learning Strategy 

 

                Neural Network 

 

                Hidden Markov Model (HMM) 

 

               Support Vector Machine 

 

               Biological immune system 

 

A) Decision Tree 

Decision Tree algorithm is a data mining induction Techniques that recursively partitions a data set of 

records using depth-first greedy approach (Hunts et al, 1966) or breadth-first approach (Shafer et al, 1996) 

until all the data items belongs to a special class. A decision tree structure is made of root, leaf and internal 

nodes. The tree Structure is used in classifying unknown data records. So at each internal node of the tree, a 

decision of best split is made using impureness measures (Quinlan, 1993). The tree leaves are made up of the 

class labels which the data items have been group [5]. In this method a Credit Card Fraud Detection using 

algorithm for Decision Tree Learning.  Although focus on the Information Gain based Decision Tree Learning 

in this technique estimating the best split of Purity Measures of Gini, Entropy and Information Gain Ratio to 

test the best classifier attribute. In this Technique simply find out the Fraudulent Customer/Merchant through 

Tracing Fake Mail and IP Address. Customer /merchant are suspicious if the mail is fake they are traced all 

information about the owner/sender through IP Address. It can find out the Location of the customer and Trace 

all details. Decision Tree is Powerful Technique in Data Mining Decision Tree is vital part of Credit card 

Fraud Detection [5]. 
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B)  Genetic Algorithm 

In this Technique fraud detected and fraud transactions are generated with the given sample data set. 

If this algorithm is applied into bank credit card fraud detection, the chance of fraud transactions can be 

predicted soon after credit card transactions is in process, and a series of anti-fraud strategies can be adopted to 

prevent banks from great losses before and reduce risks [6]. 

 

The Experiment process has four steps: 

 

 STEP1: Input group of data credit card transactions, every transaction record with n attributes, and 

standardize the data, get the sample finally, which includes the confidential information about the card holder.  

 

 STEP2: Compute the critical values, Calculate the Credit Card usage frequency count, Credit Card overdraft, 

current bank balance, Credit Card usage location, average daily spending. 

 

STEP3: Generate critical values found after limited number of generations. Critical Fraud Detected, Monitor 

able Fraud Detected, Ordinary Fraud Detected etc. using Genetic algorithm. 

 

STEP4: Generate fraud transactions using this algorithm. This is to analyze the feasibility of credit card fraud 

detection based on technique, then applies detection mining based on critical values into credit card fraud 

detection and proposes this detection procedures and its process [7]. 

 

The initial population is selected randomly from the sample space which has many populations. The fitness 

value is calculated in each population and is sorted out. In selection process is selected through tournament 

method. The Crossover is calculated using single point probability. Mutation mutates the new offspring using 

uniform probability measure. In elitism selection the best solution are passed to the further generation. The 

new population is generated and undergoes the same process it maximum number of generation is reached. 

 

C) Meta Learning Strategy 

The meta-learning aims to filter the legitimate transactions from the fraudulent ones, and by quickly 

and accurately identifying the fraudulent transactions, fraud losses can be reduced. “Meta-learning” techniques 

introduced by Chan and Stolfo. There are two methods of combing algorithms that were introduced by Chan 

and Stolfo, the arbiter and the combiner strategies. Chan and Stolfo found that the combiner strategy performs 

more effectively than the arbiter strategy. Therefore, the combiner strategy is used. In the combiner strategy the 

attributes and correct classifications of credit card transaction instances are used to train multiple base 

classifiers. The predictions of the base classifiers are used as new attributes for the meta-level classifier. By 

combining the original attributes, the base classifier predictions, and the correct classification for each 

instance, a new “combined” dataset is created [8] which are used as the training data to generate the meta-level 

classifier. The predictions from the meta-level classifier are then used as the final predictions in the combiner 

strategy. 

 

There are four main stages in the meta-learning process: 

  

STAGE 1: Establishes the base classifiers using a training dataset that consists of 50% fraudulent transactions 

and 50% legitimate transactions [8]. This was done on a month by month basis for the first 8 months where all 

of the fraudulent transactions for the given month were matched with an equal number of randomly chosen 

legitimate transactions. 

  

 STAGE 2: The base classifiers are applied to a validation dataset to generate base predictions. The validation 

set consisted of all of the transactions. The predictions from the second stage are then combined with the 

validation dataset. 

 

 STAGE 3:  Meta-algorithm is applied to this combined dataset to produce a meta-classifier. 

 

STAGE 4: The forward predicting test stage, the meta- classifier is applied to the testing dataset to produce 

forward looking predictions [8].  
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D) Neural Network 

Fraud detection using Neural network is totally based on the human brain working principal. Neural 

network technology has made a computer capable of think. As human brain learn through past experience and 

use its knowledge or experience in making the decision in daily life problem the same technique is applied 

with the credit card fraud detection technology. When a particular consumer uses its credit card, There is a fix 

pattern of credit card use, made by the way consumer uses its credit card. When credit card is being used by 

unauthorized user the neural network based fraud detection system check for the pattern used by the fraudster 

and matches with the pattern of the original card holder on which the neural network has been trained, if the 

pattern matches the neural network declare the authorize transaction. When a transaction arrives for 

authorization, it is characterized by a stream of authorization data fields that carry information identifying the 

cardholder (account number) and characteristics of the transaction (e.g., amount, merchant code). There are 

additional data fields that can be taken in a feed from the authorization system (e.g., time of day) [9].  The 

neural network is design to produce output in real value between 0 and 1 .If the neural network produce output 

that is below .6 or .7 then the transaction is ok and if the output is above .7 then the chance of being a 

transaction illegal increase [9]. In the design of neural network-based pattern recognition Systems, there is 

always a process of business History descriptors contain features characterizing the use of the card For 

transactions, the payments made to the account over Some immediately prior time interval. Other  some 

descriptors can Include such factors as the date of  issue (or most recent issue) of the credit card. This is 

important for the detection of NRI (non-receipt of issue) fraud [9]. 

 

E) Hidden Markov Model (HMM) 

An HMM is a double embedded stochastic process with two hierarchy levels. It can be used to model 

complicated stochastic processes as compared to a traditional Markov model. An Hidden Markov Model has a 

finite set of states governed by a set of transition probabilities. In a particular state, observation  or an outcome   

can be generated according to an associated probability distribution. So It is only the outcome and not the state 

that is visible to an external observer. HMM uses cardholder’s spending behavior to detect fraud. In 

Implementation, three behavior of cardholder are taken into consideration.  

 

1) Low spending behavior  

2) Medium spending behavior  

3) High spending behavior 

 

Different cardholders has their different spending behavior (low, medium, high).Low spending 

behavior of any cardholder means cardholder spend low amount (L), medium spending behavior of any 

cardholder means cardholder spend medium amount (M), high spending behavior of any cardholder means 

cardholder spend high amount (H). These profiles are observation symbols [10]. 

 

Algorithm Steps: 

 

Training Phase: Cluster creation  

 

STEP 1: To Identify the profile of cardholder from their purchasing  

 

STEP 2: The probability calculation depends on the amount of time that has elapsed since entry into the 

current state.  

 

STEP 3: To construct the training sequence for training model  

 

Detection Phase: Fraud detection  

 

STEP 1: To Generate the observation symbol  

STEP 2: To form  new sequence by adding in existing sequence  

STEP 3:  To Calculate the probability difference and test the result with training phase  
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STEP 4: Finaly, If both are same it will be a normal customer else there will be fraud signal will be provided. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig: Flow chart for Credit Card Fraud Detection 

 

In this Technique Clustering algorithm are used for creating three clusters and clusters represent 

observation symbols.   Then calculate clustering probability of each cluster, which is percentage of number of 

transaction in each cluster to total number of transactions. Then calculate fraudulent Transaction. 

But in this Proposed system no need to check the original user as we Maintain a log. We can find the 

most accurate detection using this technique. This reduces the tedious work of an employee in the bank.  A 

one-time password (OTP) is a password that is valid for only one login session or transaction. 

 

F)   Support Vector Machine 

Support Vector Machines (SVMs) have developed from Statistical Learning Theory. It have been 

widely applied to fields such as handwriting digit, character and text recognition, and more recently to satellite 

image classification. SVMs, like ANN and other nonparametric classifiers have a reputation for being robust. 

SVMs function by nonlinearly projecting the training data in the input space to a feature space of higher 

dimension by use of a kernel function. This results in a linearly separable dataset that can be separated by a 

linear classifier. This process enables the classification of datasets which are usually nonlinearly separable in 

the input space. The functions used to project the data from input space to feature space are called kernels (or 

kernel machines) examples of which include polynomial, Gaussian (more commonly referred to as radial basis 

functions) and quadratic functions. Each function has unique parameters which have to be checked prior to 

classification and it also usually determined through a cross validation process [11].  

The choice of a Kernel depends on the problem at hand because it depends on what we are trying to 

model. A polynomial kernel,  allows us to model feature up to the order of the polynomial. And Radial 

functions allows to pick out circles (or hyper spheres) in contrast with the Linear kernel it allows only to pick 

out lines (or hyper planes).  

Linear Kernel: The Linear kernel is the simplest kernel function. It is given by the inner product 

<x,y> plus and constant c as optional.  Kernel algorithms using a linear kernel are often equivalent to their 

non-kernel counterparts, that means. KPCA[11] with linear kernel is the same as standard PCA. 

Start 

Login 

Purchase 

Credit Card Information 

Verification 

Transaction 

Stop 

Fraud Check 
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K(X,Y) = XT Y + C 

Polynomial Kernel: The Polynomial kernel means it is a  non-stationary kernel. Polynomial kernels are good 

for problems where as all the training data is normalized. 

 

K(X,Y) = (αXT Y + C)d 

 

The adjustable parameters are the constant term c, the slope alpha and the polynomial degree d. 

 

Here detail the proposed algorithm for classification of Fraud Transactions. 

 

Step 1: Read the given data. 

 

Step 2: Re-categorize the data in five groups as transaction month, date, day, amount of transaction & 

difference between successive transaction amounts. 

 

Step 3: Make each transaction in the form of data as vector of five fields. 

 

Step 4: Then make two separate groups of data named True & False transaction group (if false transaction data 

is not available add randomly generate data in this group). 

 

Step 5: Select one of three kernels (Linear, Quadratic, and RBF)[11]. 

 

Step 6: Train SVM. 

 

Step 7: Save the classifier. 

 

Step 8: Read the current Transaction. 

 

Step 9: Restart the process from step1 to step3 for current transaction data only. 

 

Step 10: Replaced the saved classifier & currently generated vector in classifier. 

 

Step 11: Admit the generated decision from the classifier. 

 

Since there is no real data is available because of privacy maintained by respective banks. so for 

testing of implementation of  algorithm author generated the data of true & false Transaction using different 

mean & variance & then mixed them with different probability. And used the MATLAB for the execution of 

the algorithm because of its rich sets of mathematical functions and also supporting the inbuilt functions for 

SVM. Finally author said these technique give near about 90 to 97 % accuracy but future improvement is 

needed[11]. 
 

G) Biological immune system (BIS) 

BIS is, a multilayered defense system comprising of cells and molecules which interact in various 

ways to detect and eliminate infectious agents (pathogens) from our body. BIS differentiates between self, (S), 

and (ii) nonself (NS) peptides and then assigns the right effectors to eliminate each pathogen. Similarly, 

detection system which sets apart fraudulent credit card transactions from genuine ones. The input for the 

system is financial transactions (i.e., source, destination and amount) in the form of a  of e-commerce binary 

string.BIS in turn can be equated to a parallel adaptive information-system (IS) which works on the principle 

of simple and, localized rules. BIS interacts with pathogens in a localized fashion. Surfaces of BIS cells are 

covered with receptors, which chemically bind to (i) pathogens, and (ii) other immune system cells or 

molecules. Also BIS cells circulate around the body via the blood and lymph systems, to form a dynamic 

system of distributed detection and response. BIS has no centralized control, and hierarchical organization. 

Similarly, FDSCC detectors can be mobile agents that migrate across networks linking banks, financial 

institutions, etc. 
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BIS will comprise of two steps (i) detection and (ii) response. In step 1, detectors will be trained to 

discriminate between true and fraudulent transactions. In step 2, based on the training the FDSCC will classify 

a given transaction. It will help to memorize the rule for subsequent detection[12]. 

 

Detectors 

The mobile detectors of System are analogous to the receptors on lymphocytes (B-cell receptor i.e. 

antibody or T-cell  receptor). The receptors on lymphocytes bind to antigenic determinants (epitopes) on 

pathogens. Non-self detection results in the activation of the lymphocytes which trigger a series of reactions 

that can lead to elimination of the pathogens. A lymphocyte  only  activated when the number of its receptors 

binding to epitopes exceeds a threshold. Similarly, System detector matches the binary string inputs by using r-

contiguous bit algorithm and confirms whether it is genuine or fraud transaction. The specificity of the detector 

is governed by the length of r-contiguous bits. 

 

Response 

BIS has a variety of response mechanism to eliminate different pathogens that attack the human body. 

One very important response (effector function) is mediated by soluble receptors called antibodies secreted by 

plasma cell (matured B lymphocytes). Antibody molecule has 2 parts variable region and constant 

region.Variable region binds to the pathogen and the constant region is responsible for the effector response. 

This is analogous to the System detector. Selection of effectors in System is determined by mathematical 

models[12]. 

BIS based anomaly detection and response system, which augments its performance through self 

learning. System will be an effective mechanism to detect and eliminate online credit card fraud transactions. 

This will help promote e-commerce as it will effectively minimize losses and other online credit card frauds. 

 

V.   Result 
Comparison of Existing Methods 

 

Authors Year Techniques / 

Algorithms 

Results 

Dr. R. Dhanapal 2012 Decision Tree/ 

Hunts 

Algorithm 

Fraud detect by using Tracing 

Email and IP   

Rinky D. Patel  & 

Dheeraj Kumar Singh 

2013 Genetic 

Algorithm 

Optimizing the parametric 

fraud detection solution 

Joseph Pun, Yuri Lawryshyn 2012 Meta Learning 

Strategy/ Meta 

Algorithm 

Improvement in catch fraud 

than Neural Network 

Raghavendra Patidar, 

Lokesh Sharma 

2011 Neural 

Network/ Back 

Propagation 

Algorithm  

Neural network-based pattern 

recognition. 

Avinash Ingole, Dr. R. C. 

Thool 

2013 HMM/ 

Clustering 

Algorithm 

Fraud Detect using spending 

profile 

Gajendra Singh, Ravindra 

Gupta 

2012 Support Vector 

Machine 

 

True Positive rate and false 

positive rate using MATLAB 

Arunabha 

Mukhopadhyay,Sayali 

Mukherjee 

2011 Artificial 

Immune 

System 

By Matching Binary string 

Using detector and response 
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V. CONCLUSION   
Credit card fraud has become more and more rampant in recent years. To improve merchants’ risk 

management level in an automatic and efficient way and building an accurate and easy handling credit card 

risk monitoring system is one of the key tasks for the merchant banks. One aim of this study is to identify the 

user model that best identifies fraud cases. There are many ways of detection of credit card fraud. If one of 

these or combination of algorithm is applied into bank credit card fraud detection system, Then the probability 

of fraud transactions can be predicted soon after credit card transactions by the banks. This paper gives 

contribution towards the effective ways of credit card fraudulent detection. In our paper we survey on seven 

existing Techniques for credit card fraud detection with comparing their results hence we conclude that out of 

these method HMM model is one of the best model because in HMM model fraud detect using Card holders 

spending behavior, but we need to improvement  HMM in future.  
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I. Introduction 
According to IS 189-2002 (part1) “A soft storey is one in which the lateral stiffness is less than 70 

percent of that in the storey above or less than 80 percent of the average lateral stiffness of the three storeys 

above.” Now a day’s open storeys are unavoidable construction in practice for many practical reasons, a 
building may have larger public spaces such as lobbies, large meeting rooms or open-plan retail space. In urban 

locations, residential buildings sometimes have fewer walls at the ground level to allow for parking underneath 

the building, but these soft storey buildings has poor performance during past earthquakes. In the present study, 

seismic performance of 3D building frame was studied. Performance of R.C. frame was evaluated varying 

storey level and location of the soft storey. The main objective of the study was to investigate the behaviour of 

multi-storey, multi-bay soft storey and to evaluate their performance levels when subjected to earthquake 

loading.  

 

1.1 Current Practice 

Currently, FEMA 356 (Pre standard and commentary for the seismic rehabilitation of buildings) and 

FEMA 440 (Improvement of Nonlinear Static Seismic Analysis Procedures).The focus is on anticipated 

recommendations to improve inelastic analysis procedures as currently documented in FEMA 356 and ATC 40 
serve as the source documents for future design code. Based on performance-based design methodology, FEMA 

356 specifies the following procedures in the design for an existing building to be retrofitted by energy 

dissipation dampers. 

•  Preliminary design, including sizing of the devices 

•  Device prototype testing 

•  Final design of the rehabilitated building to meet the target performance level. 

 

For the performance-based design, a structural analysis is needed to obtain the building seismic 

performance. Although there are four analysis procedures specified in FEMA 356 Prestandard, the linear static 

procedure is the most efficient for preliminary design purpose. To account for the damping from adding VED’s, 

FEMA 356 specifies a damping modification factor to reduce the seismic effect (pseudo lateral load in a given 
horizontal direction) on the structure. 

 

 

 

Abstract: A soft storey is one which has less resistance to earthquake forces than the other storeys; 
Buildings containing soft stories are extremely vulnerable to earthquake collapses, since one floor is 

flexible compared to others. Vulnerability of buildings is important in causing risk to life hence special 

consideration is necessary for such soft storey RC buildings. In the present study, analytical 

investigation of a RC building by considering the effect of soft storey  situated in seismic Zone-V of 

India, in accordance with IS 1893-2002   (part-1), is taken as an example and the various analytical 

approaches (linear static and nonlinear static analysis) are performed on the building to identify the 

seismic demand and also pushover analysis is performed to determine the performance levels, and 

Capacity spectrum of the considered, also Storey Shear is compared for 3 models   by using Finite 

Element Software Package ETAB’s 9.7.4 version. 

Key words: Linear static analysis, non linear static analysis, Pushover analysis, , Performance levels, 

Capacity demand ,Performance point. 



Seismic Vulnerability of RC Building With and Without Soft Storey Effect Using Pushover Analysis 

| IJMER | ISSN: 2249–6645 |                               www.ijmer.com                          | Vol. 4 | Iss.9| Sept. 2014 | 33| 

II. Methods of Seismic Evaluation 
There are different methods of analysis provides different degrees of accuracy. Currently seismic 

evaluation of buildings can be divided into two categories: 

a. Qualitative method 

b. Analytical method 

     

 The Qualitative methods are based on the available background information on the structures, past 

performance of the similar structures under severe earthquakes, visual inspection report and some non-

destructive test results, etc. 

Analytical Methods 

Analysis methods are broadly classified as linear static, linear dynamic, nonlinear static and nonlinear 

dynamic methods. 

2.1 Linear Static Analysis (Equivalent Static Analysis)  

In linear static procedures the building is modelled as an equivalent single degree of freedom (SDOF) 

system with a linear static stiffness and an equivalent viscous damping. The seismic input is modelled by an 

equivalent lateral force with the objective to produce the same stresses and strains as the earthquake it 

represents. 

This procedure does not in and require dynamic analysis, however, it accounts for the dynamics of 

building in an approximate manner. The static method is a simplest one; it requires less computational effort and 

is based on formulae given in code of practice. First, the design Base Shear is computed for the whole building 

and it is then distributed along the height of buildings. The lateral forces at each floor level, thus obtained are 

distributed to individual lateral load resisting elements. The procedure generally used for the Equivalent static 

analysis is explained below: 
(i) Determination of fundamental natural period 

(Ta) of the buildings Ta = 0.075*h0.075 Moment resisting RC frame building without brick infill wall. 

Ta = 0.085*h0.075Moment resisting steel frame building without brick infill walls. 

Ta = 0.09*h /√d All other buildings, including moment resisting RC frame building with brick infill walls. 

Where, 

h - Is the height of the building in meters 

d- Is the base dimension of building at plinth level in m, along the considered direction of lateral force. 

(ii) Determination of base shear (VB) of the building 

VB = Ah×W 

Where, 

Ah=Z*I*Sa/2Rg is the design, horizontal seismic coefficient, which depends on the seismic zone. 

Factor (Z), importance factor (I), response, reduction factor (R) and the average response acceleration 
coefficients (Sa/g). Sa/g in turn depends on the nature of foundation soil (rock, medium or soft soil sites), 

natural period and the damping of the structure. 

(iii) Distribution of design base shear 

The design Base Shear VB thus obtained shall be distributed along the height of the building as per the 

following expression: 

Where, Qi is the design lateral force,  

Wi is the seismic weight,  

Hi is the height of the ith floor measured from the base and n is the number of stories in the building. 

 

2.2 Nonlinear static Analysis (Pushover Analysis) 

The pushover analysis of a structure is a static non-linear analysis under permanent vertical loads and 
gradually increasing lateral loads. The load is incrementally increased in accordance with a certain predefined 

pattern. The analysis is carried out up to failure, thus it enables determination of collapse load and ductility 

capacity. On a building frame, plastic rotation is monitored, and a plot of the total Base Shear versus 

Displacement in a structure is obtained by this analysis that would indicate any premature failure or weakness. 

 

2.3 Performance Objectives 

A performance objective has two essential parts - a damage state and a level of seismic hazard. Seismic 

performance is described by designating the maximum allowable damage state (performance level) for an 

identified seismic hazard (earthquake ground motion). A performance objective may include consideration of 

damage states for several levels of ground motion and would then be termed a dual or multiple-level 

performance objective. 

The target performance objective is split into Structural Performance Level (SP-n, where n is the 
designated number) and Non-structural Performance Level (NP-n, where n is the designated letter). These may 
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be specified independently; however the combination of the two determines the overall Building Performance 

level shown in Fig 1.Structural Performance Levels is shown in the Table 1: 

 
TABLE 1: Structural Performance Levels 

PERFORMANCE 

LEVELS 

STRUCTURAL PERFORMANCE NON-STRUCTURAL 

PERFORMANCE 

Operational (O) Very light damage. No permanent 

drift Substantially original strength 

and stiffness. 

Negligible damage. 

Immediate 

Occupancy(IO) 

Light damage. No permanent drift, Substantially 

original strength & stiffness. Minor cracking. 

Elevators can be restarted. Fire protection 

operable. 

Power and other utilities are 

available. Equipment’s and 

content secure may not 

operate due to mechanical. 

Life Safety (LS) Moderate damage. Some permanent drift. 

Residual strength & stiffness in all stories. 

Gravity elements function. 

Building may be beyond economical 

repair. 

Falling hazard. mitigated 

But extensive system damage. 

Collapse 

Prevention (CP) 

Severe damage. Large permanent 
Drifts. Little residual strength & 

Stiffness, Gravity elements function. 

Some exits blocked, Building near 

Collapse. 

Extensive damage 

 

 
Fig 1: force deformation for performance levels 

 

The owner, architect, and structural engineer then decide upon the desired condition of the structure 

after a range of ground shakings, or Building Performance Level. The Building Performance Level is a function 

of the post event conditions of the structural and non - structural components of the structure. 

 

III. Purpose of Pushover Analysis 
The purpose of pushover analysis is to evaluate the expected performance of structural systems by 

estimating performance of a structural system by estimating its strength and deformation demands in design of 

earthquakes by means of static inelastic analysis and comparing these demands to available capacities at the 

performance levels of interest. The evaluation is based on an assessment of important performance parameters, 

including global drift, inter-storey drift, inelastic element deformations (either absolute or normalized with 

respect to a yield value), deformations between elements, and element connection forces (for elements and 

connections that cannot sustain inelastic deformations). The inelastic static pushover analysis can be viewed as a 

method for predicting seismic force and deformation demands, which accounts in an approximate manner for 
the redistribution of internal forces that no longer can be resisted within the elastic range of structural behaviour. 

The pushover is expected to provide information on many response characteristics that cannot be obtained from 

an elastic static or dynamic analysis. 

Table 5: Performance levels for G+5 Building Model in longitudinal direction PUSHX. The above 

Table 5 indicates the range of overall performance level of G+5 storey building model in PUSH X direction 

which lies in between A to IO. 
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The above Table 6 indicates the range of overall performance level of G+11 storey building model in 

PUSH X direction which lies in between A to IO. 

Performance Point of the Building using Capacity Spectrum Method 
Performance point can be obtained by superimposing capacity spectrum and demand spectrum and the 

intersection point of these two curves is performance point. Fig 8 shows superimposing demand spectrum and 

capacity spectrum. 

 
Fig 2: Performance Point of the Building using Capacity Spectrum Method 

 

IV. Descriptions Of The Building Considered 
The structure used in this study is a building of reinforced concrete of 10 storeys with 6 bays along 

longitudinal direction and 6 bays along transverse direction (Fig.2, Fig.3 and      Fig.4.). The beams are of 

sections 0.3mx  0.6m and the columns are of sections 0.5m x 0.5m and the height of first storey is 3.5m and 

other stories are 3m with the thickness of the slab is 125mm. Live load on the roof slab is 1.5 kN/m2 and live 

load on each floor is 3 kN/m2 finishes is 2 kN/m2 on roof and 1.75 kN/m2 on each floor. Concrete cube 

compressive strength, fck = 25 N/mm2 (M25).Characteristic strength of reinforcing steel, fy = 415 N/mm2 

(Fe415).Modulus of Elasticity of concrete, E = 25 kN/mm2.Unit weight of concrete = 25 kN/m3.Model-

1;Without soft sorey 

Model-2;With first storey as soft storey 

Model-3;With middle storey as soft storey 

 

   
           Figure2: Plan of 10 Storey Building Modelled                           Figure3: 3D view of 10 Storey Building  

                                (from ETABS 9.7.4)                                                                          Model-1 
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4.0 RESULTS AND DISCUSSION 

4.1 Storey drift 

Table2: Data for Storey drift for 10 storey building in longitudinal direction EQX 

MODEL 1 MODEL 2 MODEL 3 

STOREY 

NUMBER 

STOREY 

DRIFT in m 

STOREY 

NUMBER 
STOREY DRIFT in m 

STOREY 

NUMBER 

STOREY 

DRIFT in m 

10 0.000148 10 0.000141 10 0.000147 

9 0.000246 9 0.000235 9 0.000244 

8 0.00033 8 0.000315 8 0.000328 

7 0.000395 7 0.000377 7 0.000403 

6 0.000443 6 0.000423 6 0.000511 

5 0.000476 5 0.000454 5 0.00053 

4 0.000496 4 0.000475 4 0.000486 

3 0.000505 3 0.000496 3 0.000483 

2 0.000502 2 0.000557 2 0.000478 

1 0.000395 1 0.000443 1 0.000376 

 

 

Figure: 5 Storey drift for Model-1 along EQX, Figure:6 Storey drift for Model-2 along EQX, Figure:7 Storey 

drift for Model-3 along EQX 

 

Figure:8 Storey drift comparison for Model-1, Model-2, Model-3 along EQX 
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Table3: Data for Storey drift for 10 storey building in longitudinal direction PUSH X 

MODEL1 MODEL 2 MODEL 3 

STOREY 

NUMBER 

STOREY 

DRIFT in 

m 

STOREY 

NUMBER 

STOREY 

DRIFT 

in m 

STOREY 

NUMBER 

STOREY 

DRIFT 

in m 

10 0.001933 10 0.001797 10 0.001818 

9 0.004767 9 0.004497 9 0.004632 

8 0.008695 8 0.008333 8 0.008653 

7 0.012847 7 0.01246 7 0.013007 

6 0.016387 6 0.016007 6 0.016856 

5 0.019181 5 0.018355 5 0.01882 

4 0.019609 4 0.019039 4 0.018558 

3 0.017371 3 0.017755 3 0.01658 

2 0.013402 2 0.014228 2 0.012633 

1 0.006034 1 0.006584 1 0.005659 

 

   

Figure:9 Storey drift  for Model-1 along PUSH X,Figure:10  Storey drift  for Model-2 along PUSH X, Figure:11 

Storey drift  for Model-3  along PUSH X 

 

Figure:12 Storey drift  comparison for Model-1, Model-2, Model-3 along  PUSH X 
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4.2 Storey shear 

Table4: Data for Storey shear for 10 storey building in longitudinal direction EQX 

 

 

 
Figure:13 Storey shear  for Model-1 along EQX,Figure:14 Storey shear  for Model-2 along EQX,Figure:15 

Storey shear  for Model-3 along EQX 

 

Figure:16 Storey shear comparison for Model-1, Model-2, Model-3 along EQX 
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STOREY 

NUMBER 

STOREY 
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STOREY 

NUMBER 

STOREY SHEAR 

in Kn 

STOREY 

NUMBER 

STOREY 

SHEAR in Kn 

1 1383.57 1 1315.85 1 1315.85 

2 1378.77 2 1312.89 2 1311.11 

3 1362.37 3 1299.28 3 1294.92 

4 1327.32 4 1265.86 4 1260.33 

5 1266.66 5 1208 5 1200.44 

6 1173.37 6 1119.04 6 1141.16 

7 1040.48 7 992.3 7 1027.06 

8 861 8 821.13 8 849.89 

9 627.94 9 598.86 9 619.84 

10 334.31 10 318.83 10 329.99 
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Table5: Data for Storey shear  for 10 storey building in longitudinal direction PUSH X 

MODEL1 MODEL 2 MODEL 3 

STOREY 

NUMBER 

STOREY 

SHEAR in kN 

STOREY 

NUMBER 

STOREY 

SHEAR in kN 

STOREY 

NUMBER 

STOREY 

SHEAR in kN 

1 2407.77 1 3491.07 1 4985.76 

2 2399.41 2 3483.2 2 4967.79 

3 2370.86 3 3447.1 3 4906.44 

4 2309.88 4 3358.43 4 4775.38 

5 2204.3 5 3204.93 5 4548.47 

6 2041.97 6 2968.9 6 4323.84 

7 1810.71 7 2632.67 7 3891.52 

8 1498.37 8 2178.54 8 3220.24 

9 1092.78 9 1588.83 9 2348.56 

10 581.78 10 845.87 10 1250.34 

 

   

Figure:17  Storey shear  for Model-1  along PUSH X,Figure:18  Storey shear  for Model-2  along PUSH X, 

Figure:19 Storey shear  for Model-3  along PUSH X 

Figure: 20  Storey shear  comparison for  Model-1, Model-2, Model-3 along  PUSH X 
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Table6: Data for Storey drift for 10 storey building in longitudinal direction EQX & PUSH X 

STOREY DRIFT COMPARISON 

STOREY  MODEL-1 MODEL-2 MODEL-3 

  EQX PUSH X EQX PUSH X EQX PUSH X 

1 0.000148 0.001933 0.000141 0.001797 0.000147 0.001818 

2 0.000246 0.004767 0.000235 0.004497 0.000244 0.004632 

3 0.00033 0.008695 0.000315 0.008333 0.000328 0.008653 

4 0.000395 0.012847 0.000377 0.01246 0.000403 0.013007 

5 0.000443 0.016387 0.000423 0.016007 0.000511 0.016856 

6 0.000476 0.019181 0.000454 0.018355 0.00053 0.01882 

7 0.000496 0.019609 0.000475 0.019039 0.000486 0.018558 

8 0.000505 0.017371 0.000496 0.017755 0.000483 0.01658 

9 0.000502 0.013402 0.000557 0.014228 0.000478 0.012633 

10 0.000395 0.006034 0.000443 0.006584 0.000376 0.005659 

 

 

Figure: 20 Storey drift  comparison  for Model-1  along EQX and  PUSH X 

 

Figure: 21 Storey drift  comparison  for Model-2  along EQX and  PUSH X 
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Figure: 22 Storey drift  comparison  for Model-3  along EQX and  PUSH X 

Table7: Data for Storey shear for 10 storey building in longitudinal direction EQX & PUSH X 

STOREY SHEAR COMPARISON 

STOREY  MODEL-1 MODEL-2 MODEL-3 

  EQX PUSH X EQX PUSH X EQX PUSH X 

1 1383.57 2407.77 1315.85 3491.07 1315.85 4985.76 

2 1378.77 2399.41 1312.89 3483.2 1311.11 4967.79 

3 1362.37 2370.86 1299.28 3447.1 1294.92 4906.44 

4 1327.32 2309.88 1265.86 3358.43 1260.33 4775.38 

5 1266.66 2204.3 1208 3204.93 1200.44 4548.47 

6 1173.37 2041.97 1119.04 2968.9 1141.16 4323.84 

7 1040.48 1810.71 992.3 2632.67 1027.06 3891.52 

8 861 1498.37 821.13 2178.54 849.89 3220.24 

9 627.94 1092.78 598.86 1588.83 619.84 2348.56 

10 334.31 581.78 318.83 845.87 329.99 1250.34 

 

   

Figure:23 Storey shear  comparison  for  Model-1  along EQX and  PUSH X,Figure:24 Storey shear  

comparison  for  Model-2  along EQX and  PUSH X,Figure:25 Storey shear  comparison  for  Model-3  along 

EQX and  PUSH X 
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4.3 Pushover curve 

 

Table8: Data for Pushover curve  for 10 storey building Model-1 

     

Step 
  Displacement   

  Base 

Force        

0 2.62E-05 0 

1 0.0246 2839.8311 

2 0.0408 3968.291 

3 0.046 4107.5303 

4 0.1084 4682.0269 

5 0.2441 5418.3188 

6 0.3595 5906.5449 

7 0.3595 5358.1396 

8 0.3615 5423.0996 

9 0.3338 2407.7725 

 

Figure:26 Pushover curve for   Model-1 

 

Figure: 27 Pushover curve for   Model-1 from ETAB 9.7.4 
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Table9: Data for Pushover curve  for 10 storey building Model-2 

 

     

Step 
  Displacement   

  Base 

Force        

0 2.58E-05 0 

1 0.0236 2602.5703 

2 0.0364 3563.0684 

3 0.0437 3832.4939 

4 0.0787 4295.6494 

5 0.2109 5130.2783 

6 0.3347 5679.7065 

7 0.3601 5780.4019 

8 0.3406 3491.0718 

 

 

Figure: 28  Pushover curve for   Model-2 

Table10: Data for Pushover curve  for 10 storey building Model-3 

 

     

Step 
  Displacement   

  Base 

Force        
A-B 

0 2.46E-05 0 4241 

1 0.0254 2770.2466 3933 

2 0.0397 3704.5022 3846 

3 0.0444 3876.3352 3618 

4 0.1666 4772.3354 3506 

5 0.2909 5356.1021 3486 

6 0.3539 5606.5405 3486 

7 0.35 4985.7607 4244 
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Figure:29 Pushover curve for   Model-3 

4.4 Performance points 

Table 10: Data for Spectral displacement and Spectral acceleration for capacity curve and demand curve  for 10 

storey building Model-1 

Step Sd(C) Sa(C) Sd(D) Sa(D) 

          

0 0 0 0.128 0.312 

1 0.019 0.046 0.128 0.312 

2 0.032 0.063 0.115 0.23 

3 0.036 0.065 0.111 0.202 

4 0.089 0.075 0.129 0.109 

5 0.198 0.09 0.172 0.078 

6 0.286 0.1 0.198 0.069 

7 0.287 0.091 0.199 0.063 

8 0.288 0.092 0.199 0.063 

` 

 

Figure: 30 Performance point  for Model-1 
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Table 11: Data for Spectral displacement and Spectral acceleration for capacity curve and demand curve  for 10 

storey building Model-2 

Step Sd(C) Sa(C) Sd(D) Sa(D) 

0 0 0 0.131 0.304 

1 0.018 0.042 0.131 0.304 

2 0.028 0.057 0.119 0.239 

3 0.035 0.061 0.114 0.201 

4 0.065 0.068 0.12 0.126 

5 0.174 0.085 0.168 0.082 

6 0.27 0.096 0.197 0.07 

7 0.289 0.098 0.202 0.068 

 

 

Figure:31 Performance point  for Model-2 

Table 12: Data for Spectral displacement and Spectral acceleration for capacity curve and demand curve  for 10 

storey building Model-3 

Step Sd(C) Sa(C) Sd(D) Sa(D) 

0 0 0 0.127 0.313 

1 0.019 0.048 0.127 0.313 

2 0.031 0.064 0.114 0.236 

3 0.035 0.067 0.112 0.216 

4 0.137 0.084 0.149 0.091 

5 0.236 0.096 0.182 0.074 

6 0.284 0.102 0.195 0.07 
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Figure:32 Performance point  for Model-3 

Figure:33 Performance point  for Model-1 from ETAB 9.7.4 

4.5 Performance levels 

Table13: Data for Peformance levels for 10 storey building Model-1 

     

Step 
  Displacement   

  Base 

Force        
A-B 

  B-

IO 

 IO-

LS  

LS-

CP  

 CP-

C   

 C-

D   

 D-

E     
>E  TOTAL 

0 2.62E-05 0 4338 2 0 0 0 0 0 0 4340 

1 0.0246 2839.8311 4010 330 0 0 0 0 0 0 4340 

2 0.0408 3968.291 3884 456 0 0 0 0 0 0 4340 

3 0.046 4107.5303 3717 480 143 0 0 0 0 0 4340 

4 0.1084 4682.0269 3609 163 232 336 0 0 0 0 4340 

5 0.2441 5418.3188 3542 126 154 488 0 30 0 0 4340 

6 0.3595 5906.5449 3542 126 154 476 0 0 42 0 4340 

7 0.3595 5358.1396 3542 126 154 466 0 10 42 0 4340 

8 0.3615 5423.0996 3542 126 154 466 0 0 52 0 4340 

9 0.3338 2407.7725 4340 0 0 0 0 0 0 0 4340 
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Table14: Data for Peformance levels for 10 storey building Model-2 

 Displacement     Base Force        A-B   B-IO  IO-LS  LS-CP   CP-C    C-D    D-E     >E TOTAL 

2.58E-05 0 4241 3 0 0 0 0 0 0 4244 

0.0236 2602.5703 3977 267 0 0 0 0 0 0 4244 

0.0364 3563.0684 3861 383 0 0 0 0 0 0 4244 

0.0437 3832.4939 3734 510 0 0 0 0 0 0 4244 

0.0787 4295.6494 3566 198 234 246 0 0 0 0 4244 

0.2109 5130.2783 3488 163 131 462 0 0 0 0 4244 

0.3347 5679.7065 3472 151 106 488 0 27 0 0 4244 

0.3601 5780.4019 3472 151 106 480 0 0 35 0 4244 

0.3406 3491.0718 4244 0 0 0 0 0 0 0 4244 

 

Table15: Data for Performance levels for 10 storey building Model-3 

Step  Displacement     Base Force        A-B   B-IO  IO-LS  LS-CP   CP-C   
 C-

D   
 D-E     >E  TOTAL 

0 2.46E-05 0 4241 3 0 0 0 0 0 0 4244 

1 0.0254 2770.2466 3933 311 0 0 0 0 0 0 4244 

2 0.0397 3704.5022 3846 398 0 0 0 0 0 0 4244 

3 0.0444 3876.3352 3618 208 418 0 0 0 0 0 4244 

4 0.1666 4772.3354 3506 174 168 396 0 0 0 0 4244 

5 0.2909 5356.1021 3486 127 176 448 0 7 0 0 4244 

6 0.3539 5606.5405 3486 127 176 428 0 3 24 0 4244 

7 0.35 4985.7607 4244 0 0 0 0 0 0 0 4244 

 

V.   Conclusion 
1. The results obtained in terms of pushover demand, capacity spectrum gave an insight into the real 

behaviour of structures. 

2. The model with soft storey having greater storey drift rather than the model without soft storey. 

3. The overall performance level for G+9 storey Building Models were found between B-IO.  

4. The performance point is determined for G+9 storey Building Model-1 in PUSH X direction at Sa = 

0.084,Sd = 0.155. 

5. Storey Shear obtained from pushover analysis is much more greater than storey shear obtained from 
equivalent static analysis as shown in Table:7 

6. Pushover curve is obtained by plotting displacement along X axis and base shear along Y axis which 

gives the non linear behaviour of considered model as shown in fig.27 

7. Capacity of building is determined by capacity spectrum analysis. 
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I. Introduction 
Three-level inversion has been extensively researched in the past and several circuit  topologies were 

suggested. Of these topologies, the neutral point clamped topology [1], the flying capacitor topology [2] and the 

H-bridge topology [3] have become popular. Recently, a circuit configuration to obtain three-level inversion by 

cascading two 2-level inverters has also been suggested [7]. Stemmler‟s pioneering work has shown that three-

level inversion can be achieved by the open-end winding connection of an induction  motor with two two-level 

inverters feeding the motor  from either end [4]. In this work [4], sine-triangular  modulation technique is 

employed for the control of inverters.  Various derivatives of this power circuit and/or the associated PWM 

schemes are also reported in the recent past [6]-[14]. The inverters may be controlled with space vector 
modulation technique as it improves the DC-bus utilization compared to the sine-triangle modulation technique. 

A space vector modulation technique for the open-end winding topology has been suggested in [6]. In this work 

[6], the implementation of space vector modulation requires sector identification, which is a time consuming 

task.  Further, this switching scheme employs lookup tables, enhancing the memory requirement with a typical 

Digital implementation.  

In this paper, two space vector modulation techniques are suggested, which obviate the need for the sector 

identification. Also these PWM schemes do not employ any look-up table, thus reducing the memory 

requirement.   

This section gives a general background and review of the paper or work done by other engineers in the 

field. It should be well supported by citations. Moreover, the citations are served as a guide for those who want 

to learn more about the field. 

Fig.1 shows the basic open-end winding induction motor drive operated with a single power supply. 
The symbols vBO, vAO, and  vCO denote the pole voltages of the inverter-1. Similarly, the symbols  v A

,
O and  v B

,
O 

'denote the pole voltages of inverter-2. The space vector locations from individual inverters are shown in Fig.2. 

The numbers 1 to 8 denote the states assumed by inverter-1 and the numbers 1‟ through 8‟ denote the states 

assumed by inverter-2 (Fig.2).  

Table-1 summarizes the switching state of  the switching devices for both the inverters in all the states.  

In Table-1, a „+‟ indicates that the top switch in a leg of a given inverter is turned on and a „-‟ indicates that the 

bottom switch in a leg of a given inverter is turned on.   

Abstract: An open-end winding induction motor, fed by two 2-level inverters connected at either end 

produces space vector locations, identical to those of a conventional 3-level inverter. In this paper, two 

switching algorithms are proposed to implement space vector PWM for the dual inverter scheme. The 

proposed algorithms do not employ any look-up tables. The time consuming task of sector identification 

is altogether avoided in both these algorithms. The proposed algorithms employ only the instantaneous 

reference phase voltages for the implementation of the space vector PWM. An equal switching duty for 

both the inverters is also ensured with one of the proposed PWM strategies. Also, it is observed that the 

speed torque and voltages in motor phases is significantly reduced with the proposed PWM strategies. 
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Fig1: The primitive open end winding induction motor drive 

 

 
 Fig 2: Space vector locations of inverter-1 (Left) and inverter-2 (Right) 

 

As each inverter is capable of assuming 8 states independently of the other, a total of 64 space vector 

combinations are possible with this circuit configuration. The space vector locations for all space vector 

combinations of the two inverters are shown in Fig.3. In Fig.3, |OA| represents the DC-link voltage of individual 

inverters, and is equal to Vdc/ 2   while |OG| represents the DC-link voltage of an equivalent single inverter 

drive, and is equal to V dc   

Fig.1 shows the basic open-end winding induction motor drive. It cannot be operated with a single 

power supply, due to the presence of zero-sequence voltages (common-mode voltages) [5], [6].  Consequently, a 
high zero-sequence current would flow through the motor phase windings, which is deleterious  to the switching 

devices and the motor itself. To suppress the zero-sequence components in the motor phases, each inverter is 

operated with an isolated dc- power supply as shown in Fig.4.  From the Fig.4, when isolated DC power 

supplies are used for individual inverters, the zero-sequence current cannot  flow as it is denied a path. 

Consequently, the zero-sequence voltage appears across the points „O‟ and „O‟”. The zero-sequence voltage 

resulting from each of the 64 space vector combinations is reproduced in from [6] to facilitate an easy reference.  

 
 Fig 3: Resultant space vector combinations in the dual-inverter scheme 
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In Fig.5, the vector  OT represents the reference vector (also called the reference sample), with its tip 

situated in sector-7 (Fig.3). This vector is to be synthesized in the average sense by switching the space vector 

combinations situated in the closest proximity (the combinations situated at the vertices A, G and H in the 
present case) using the space vector modulation technique. In the work reported in reference [7], the reference 

vector OT is transformed to OT‟ in the core hexagon ABCDEF by using an appropriate coordinate 

transformation, which shifts the point A to point O. In the core hexagon, the switching timings of the active 

vectors OA, OB and the switching time of the null vector situated at  O to synthesize the transformed reference 

vector  OT‟ are evaluated. The switching algorithm described in reference [5] is employed to evaluate these 

timings. These timings are then employed to produce the actual reference vector  OT situated in sector-7 by 

switching amongst the switching.  

 

Table – 1: Switching states of the individual inverters 

State of 

Inverter-

1 

Switches 

turned on 

State of 

Inverter-2 

Switches 

turned on 

1 ( + - -) S6, S1, S2 1' ( + - -) S6', S1', S2' 

2 ( + + - ) S1, S2, S3 2' ( + + - ) S1', S2', S3' 

3 ( - + - ) S2, S3, S4 3' ( - + - ) S2', S3', S4' 

4 ( - + + ) S3, S4, S5 4' ( - + + ) S3', S4', S5' 

5 ( - - + ) S4, S5, S6 5' ( - - + ) S4', S5', S6' 

6 ( + - + ) S5, S6, S1 6' ( + - + ) S5', S6', S1' 

7 ( + + +) S1, S3, S5 7' ( + + + ) S1', S3', S5' 

8 ( - - - ) S2, S4, S6 8' ( - - - ) S2', S4', S6' 

 

 

 
Fig 4: A dual-inverter fed open-end winding induction motor drive with isolated power supplies 
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Fig 5: Principle of biasing inverter PWM strategy 

 

II. Simulation Of The Proposed Scheme 
The Simulation is carried out using MATLAB and the results are verified by implementing the 

decoupled scheme through dual two level inverters on a 1kW Open end winding Induction motor drive. 

The proposed Scheme involves two, two level Inverters which are collectively feeding the open ended 

winding of the induction motor by proportionately dividing the reference voltage among themselves. Here lies 

an important difference between the proposed method and the one used in the conventional SVPWM scheme.  

 In the present case the pole voltages are separately consumed from each inverter which is enabled to 

realize half of the reference voltage and then difference among of both these pole voltages is captured which 

serves as a phase component and is thus fed to the induction motor phases. Where as in the equivalent 

conventional scheme (i.e. a scheme in which a single two level inverter feeds a motor), the pole voltages of the 
inverter are initially converted into phase voltages and then these are fed to the three phases of the induction 

motor. 

 The block representation of the proposed scheme and that of a conventional SVPWM scheme is as 

shown in. The powerful block represented in both these schemes is used to carry out the FFT analysis. 

When the induction motor is fed from the corresponding phase voltages then the output phase currents 

and the torque & speed parameters are separately consumed from which the current harmonics are  analyzed 

with each other. 

The d-q model of a three phase Induction motor in a stationary frame is represented as shown in the Fig 

(6) from which the proposed scheme is analyzed. 
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Fig 6 : Proposed model of the Induction motor 

 

III. Generation Of Gating Pulses 
The Gating pulses for both the inverters are generated by a m-file program separately and the 

corresponding pole voltages are obtained for the respective inverters and the difference in these pole voltages 

are fed to the three phases of a 1kW open end winding Induction Motor. 

The input motor parameters are initialized accordingly and are provided to the motor before they are 

fed from the inverters. 

The generation of gating pulses is accomplished by the proposed scheme whose diagrammatical representation 

is as shown in the figure (7), where three reference sinusoidal signals with a phase difference of 120o are used 

which are instantly converted to two phases from three phase to two phase transformation or by using functional 

block (embedded with transformation commands within). 
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Fig 7: Generated gating signals fed to the inverter. 

 

Then with the use of “Cartesian to polar” block the magnitude and the phase parameters are separated 

and are fed to “MATLAB fcn” block along with the timing factor. This block is the one where an “M-file 

program” is embedded for the generation of gating pulses which takes into account the magnitude, angle of the 

reference vector and its time.  

 Thus the three gating signals are generated from a M-file program and these are meant to be fed to the 

top switches of each of the inverter‟s leg and the bottom switches are fed with the gating signals which are 

negotiated (reversed) from the former, which accompanies a fact that either one of the switch (top/bottom) is 

turned-on in one instant. Hence with this method all the six gating signals are generated and fed to the 

appropriate switches of the inverter as shown in figure (7). 

 

IV. Simulation Results 
 The gating pulses are thus generated by the use of a m-file program separately for both the inverters 

and from the present scheme of generation it is designed ought to get the gating pulses along with the sector 

number for the prescribed inverter. So a diagrammatical representation of these pulses and their respective 

sector number is as shown in the figure (8) 

These Gating pulses generated by use of the program stands to be common for both the cases i.e. for a dual two 

level inverter scheme and for a conventional single inverter scheme. 

In the Dual inverter scheme the m-file program for the other inverter will be designed in such a way that the 

other inverter realizes the other half reference vector whose phase will be shifted 180o from the original 

reference vector (as discussed in chapter 3).The gating pulses generated from the proposed scheme will be 
negotiated and all these six pulses will be provided for the switches of Inverter as shown in Fig (9) 

These gating pulses from the propose generating schemes are fed to inverter-1 and inverter- 2 and their 

corresponding pole voltages are as shown in fig (10) respectively. 

The difference in these pole voltages is obtained and the resultant is given to the three phase of open 

end winding induction motor. The voltage difference thus captured is shown in figure (11). 
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A similar procedure is followed in the case of a conventional Single inverter scheme for the generation 

of gating pulses. Thus the so obtained pole voltages from the single two level inverter are converted to phase 

voltages and are then fed to the Induction motor. The simulated pole voltages and the converted neutralized 
phase voltages are shown in the Fig‟s (12) and (13) respectively. 

 
Fig 8: Combined Gating Pulses for all the sectors of an Inverter 

 

 
Fig 9: Gating Pulses For the Inverter 
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Fig 10: Pole Voltages for Inverter-1(top trace) and Inverter-2(bottom trace). 



Decoupled Inverter Fed - Open end Winding Induction Motor Drive for Three Level Voltage … 

| IJMER | ISSN: 2249–6645 |                               www.ijmer.com                        | Vol. 4 | Iss.9| Sept. 2014 | 56| 

 
Fig 11: Difference in the pole voltages from both the inverters 

 
Fig 12: Pole Voltages of a conventional Single two level inverter 
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Fig 13 Converted pole to neutralize phase voltages from a Inverter 
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Fig 14: Torque and Speed of the induction motor for modulation index 0.75 

  
Fig 15:  %THD of Induction motor drive for a modulation index of 0.75 

 

 
 

S.No 

 
 

Operatin

g 

 

Frequen

cy 

 
 

Modulati

on  

    Index 

Biasing  Inverter 

PWM  Fed Induction 

Motor Drive 

        Phase 

Current(Ia) 

         % THD 

1 50 0.1            13.25 

2 50 0.21             13.01 

3 50 0.45             12.17 

4 50 0.75             9.84 

5 50 0.85              8.28 
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V. Conclusion 
In this project a dual two-level inverter capable of generating three level output voltage using the PWM 

switching scheme is simulated using MATLAB/SIMULANK With the biasing inverter PWM strategy the 

reference space vector is synthesized in the average sense by switching amongst the vector combinations 

available at the nearest three vertices. The time consuming process of sector identification and the Look-up 

tables are not needed with the proposed PWM strategy. The rms value of this harmonic content is decreasing 

with the increase in the modulation index of the dual-inverter feeding with the open-end winding induction 

motor. The higher modulation index range of 0.85 the harmonic content in the phase currents is low. 
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I. INTRODUCTION  
Power system networks grow rapidly and continuously with a large number of interconnections. The 

complicated structure of such network has exposed the system to various contingencies that could lead to 

system instabilities: steady-state, dynamic or transient. Transient stability analysis is important in evaluating 

the network's ability to regain an acceptable state of equilibrium after being subjected to either large or small 

disturbances [1]. The stability characteristic of a power system is analysed from the nature of the set of 

differential equations when subjected to disturbances [8]. 

An electric power system is a network of electrical components used to supply, transmit and use 

power. With the wide access of renewable energy, power system is becoming increasingly complicated, and 

thus the calculation of transient stability limits is more significant. The development and use of accurate 

methods to predict the transient stability is crucial in preventing such conditions and therefore of special 

interest in the field of power system protection and planning. The critical clearing time (CCT) of three-phase 

fault is an important parameter which shows the transient stability limit of power system. CCT can be used as 

the indicator to transient stability assessment and artificial neural network is currently a research topic in the 

field of power system security. The critical faults of a power system can be identified using CCT. Thyristor 

Controlled Series Capacitor (TCSC) is one of the most effective FACTS devices which are increasingly used 

nowadays in stressed transmission systems. TCSC can enhance the stability, improve the dynamic 

characteristics of power system, and increase the transfer capability of the transmission system by reducing the 

transfer reactance between the buses at which the line is connected. However the effectiveness of TCSCs 

depends importantly on their locations and sizes in power system. The prediction, identification and avoidance 

of transient instability points play a significant role in power systems planning and operation. 

  

II.  SYSTEM OVERVIEW  
Power System Analysis Toolbox (PSAT) was used for the transient stability analysis of the test system. 

PSAT is an open source Matlab package for analysis and design of small to medium size electric power 

systems[17]. PSAT includes power flow, continuation power flow, optimal power flow, small-signal stability 

analysis, and time-domain simulation, as well as several static and dynamic models, including non 

conventional loads, synchronous and asynchronous machines, regulators, and FACTS. PSAT is also provided 

with a complete set of user-friendly graphical interfaces and a Simulink-based editor of one-line network 

diagrams. 

 

Abstract: Power system is subjected to sudden changes in load levels. Stability is an important concept 

which determines the stable operation of power system. For the improvement of transient stability the 

general methods adopted are fast acting exciters, circuit breakers and reduction in system transfer 

reactance. The modern trend is to employ FACTS devices in the existing system for effective utilization 

of existing transmission resources. The critical clearing time is a measure to assess transient instability. 

Using PSAT, the critical clearing time (CCT) corresponding to various faults are calculated. The most 

critical faults were identified using this calculation. The CCT for the critical faults were found to change 

with change in operating point. The CCT values are predicted using Artificial Neural Network (ANN) to 

study the training effects of ANN. TCSC is selected as the FACTS device for transient stability 

enhancement. Particle Swarm Optimization method is used to find the optimal position of TCSC using 

the objective function real power loss minimization. The result shows that the technique effectively 

increases the transient stability of the system. 

Keywords: Artificial Neural Network, Critical Clearing Time, Particle Swarm Optimization. 
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For the transient stability study, we consider New England 10-machine 39-bus test system. The single line 

diagram of the test system is shown in figure below: 

 
Figure 1: Single line diagram of IEEE 39 bus system 

 

The IEEE 39 Bus (New England) power system is an equivalent power system of subsystems of the 

New England area and Canada. It consists of 39 Buses of which 10 Buses are generator Buses, 12 

transformers, 10 generators, 34 transmission lines, and 19 loads. 

Static data for the New England 39 bus test system along with dynamic data for its generators as well 

as their exciters and AVRs can be found in Ref. [5]. In PSAT, the synchronous machines are initiated after 

power flow computations. A PV or a slack generator is required to impose the desired voltage and active power 

at the machine bus. The voltage ratings of all system equipments in kV need to be specified in PSAT. 

 

III. TRANSIENT STABILITY ASSESSMENT 
If the relationship between system operating conditions and system stability is reached, by training 

neural network, the network model should be used to assess online transient stability. For on-line transient 

stability assessment, CCT is chosen as an accurate indicator of transient stability margin. The fast calculation 

of CCT is also necessary for on-line stability assessment.  

Application of Artificial Neural Network (ANN) to the above-mentioned problem has attained 

increasing importance mainly due to the efficiency of present day computers. Moreover real-time use of 

conventional methods in an energy management center can be difficult due to their significant large 

computational times. One of the main features, which can be attributed to ANN, is its ability to learn nonlinear 

problem offline with  

selective training, which can lead to sufficiently accurate online response. The ability of ANN to 

understand and properly classify such a problem of highly non-linear relationship has been established in most 

of the papers and the significant consideration is that once trained effectively ANN can classify new data much 

faster than it would be possible with analytical model. 

The neurons are assumed to be arranged in layers, and the neurons in the same layer behave in the 

same manner. All the neurons in a layer usually have the same activation function. The neuron in one layer 

can be connected to neuron in another layer. The arrangement of neurons into layers and the connection 

pattern within and between layers is known as network architecture The architecture of a developed network 

consists of input layer, one hidden layer, and one output layer. 

Time domain simulation method is used in this work to assess the transient stability of the power 

system because it is the most reliable, mature and accurate method compared to other method. The differential 

equations to be solved in transient stability analysis are non-linear ordinary equations with known initial 

values.  
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In this work, the dynamic performance of the system during disturbances is based on observation of 

the rotor angle of generators via a time domain simulation method. Three-phase faults are created at various 

locations in the systems at any one time. In this aspect, the power system goes through pre-fault, fault-on, and 

post-fault stages. When a three-phase fault occurs at any line in the system, a breaker will operate and the 

respective line will be disconnected at the fault clearing time(FCT) which is set at 10 ms. If the relative rotor 

angles remain stable after a fault is cleared, it implies that the power system is stable, but, if the relative angles 

go out of step after a fault is cleared, it means that the system is unstable. The time step for the time domain 

simulations is set at 0.01 seconds. The time frame of interest in transient stability studies is usually limited to 3 

to 5 seconds following the disturbance. It may be extended to 10 seconds for very large systems. All the rotor 

angles data collected from all the contingencies are then applied to calculate the CCT.  

Simulations were carried out using the PSAT software in which the output data were collected and 

CCT calculated using the MATLAB program. 

The generation and load data presented in Ref.[30] was employed as the given initial operating point. 

Three-phase short-circuit ground fault, the severest fault among the fault types, was applied to each bus in the 

test systems. All contingencies were cleared by tripping the faulted line, and their CCTs were calculated. There 

are 46 lines in the system. Each of these lines can be tripped to clear the faults at two buses between which the 

lines are connected. Hence there are 92 three phase contingency cases in total. Of these 92 cases, there are 22 

islanding cases. The islanding cases corresponds to tripping of the lines 2-30, 10-32, 16-19, 19-33, 19-20, 20-

34, 22-35, 23-36, 25-37, 29-38 and 6-31. 

In the next step, 75 operating points were generated in the vicinity of the given initial operating point 

by randomly changing +10% to -10% of each generator bus’s terminal voltage magnitude and generated active 

power, +10% to -10% of each load bus’s active power demand and reactive power demand. There are nine 

synchronous machines (one machine act as swing bus) and 17 load buses (two loads connected to generator 

buses) in the test systems, thus there were 52( 9*2 + 17*2) input attributes in each case. Output attribute was 

the CCT corresponding to all three phase faults. The dimension of dataset 75 * 122 (52 inputs and 70 outputs). 

 
Figure 2: Neural network block diagram 

 

IV. OPTIMAL PLACEMENT OF TCSC USING PSO 
To improve the performance of the power system, proper location and parameter setting of FACTS 

controllers is required. For the optimal utilization and cost of FACTS controllers, optimization can be done 

based on one of the following without violating the power system constraints:  

a)  Reduction in total system real power loss 

b) Increase in Available Transfer Capability 

 

In the last two decades, researchers have been using various algorithms like GA, PSO, HSA for 

solving the optimal power flow problems and for finding the impact of FACTS on the performance of a power 

system. Generally in power flow studies, the FACTS devices, such as SVC and TCSC, are usually modelled as 

controllable impedance and the devices like STATCOM and UPFC are modelled as controllable sources. 

PSO is an optimization tool and a population based search procedure in which individuals called 

particles change their position with time. It was observed that a flock of birds stochastically find food present 

in an area. Similar to seeking food,the solution to an optimization problem is found out from a solution space 

with a population based search in which the particles, like birds, change their positions with time. 
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Inspired initially by flocking birds, Particle Swarm Optimization (PSO) is another form of 

Evolutionary Computation and is stochastic in nature much like Genetic Algorithms [17]. Instead of a 

constantly dying and mutating GA population we have a set number of particles that fly through the 

hyperspace of the problem. A minimization (or maximization) of the problem topology is found both by a 

particle remembering its own past best position and the entire group’s(or flock’s, or swarm’s) best overall 

position. 

TCSC is the best FACTS device for transient stability improvement. Transient stability assessment in 

IEEE-39 bus system using Artificial Neural Network shows that the severe faults in the system changes as the 

operating point varies. So we are positioning the TCSC so as to improve the CCT of these severe faults. The 

goal of transient stability improvement under contingency condition is to minimize the real power losses by 

optimal positioning of TCSC and its corresponding parameter.  

 

Objective Function:      

 
subject to the constraints 

 

Limit of Bus Voltages : Vimin ≤ Vi≤ Vimax 

 

Power Flow Limits : Sijmin ≤ Sij ≤ Sijmax 

 

CCT limits : CCTi ≥ CCTimin 

 

Particle Swarm Optimisation program is done with the real power loss minimisation as the objective function. 

The critical CCT values for the first operating point before optimisation is shown: 

 

 
 

Table 1: CCT values before TCSC placement. 

 

The optimal placement of TCSC is obtained as the following: 

 

Ploss = 0.4431, TCSC Location = 31, TCSC compensation=   31.0544 %. 

 

The CCT values after placement of TCSC is shown in the table below.  
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Table 2: CCT values after TCSC placement. 

 

After placing TCSC, the CCT values are observed to be greater than 0.1 sec for all the critical contingencies. 

 

V. CONCLUSION  
Neural network computation of CCT in the IEEE 39 bus system is done. The most critical faults in a 

system can be identified using ANN by training it with the previous data. If ANN can be trained using 

minimum number of inputs this method will be useful for the operators to initiate the necessary control actions 

to operate the power system with maximum reliability.    

It is well established that enhancing the real power supplying ability of a power system is an effective 

means to improve voltage stability. So schemes for the enhancement of real power is initiated after assessing 

the critical faults using ANN. Optimal Placement of TCSC for transient stability improvement using PSO is 

done using P-loss minimization as the objective function for various operating points. The algorithm is easy to 

implement and is able to find the optimal solution with regard to global best position and size of TCSC. The 

result seemed to be quite promising when tested on IEEE 39-bus system and can be used in a practical system 

to find the optimal location of TCSC's for transient stability enhancement. 
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I. Introduction And Preliminaries 

 Let  ℂ𝑚𝑥𝑛  be the set of 𝑚𝑥𝑛 complex bimatrices. The symbols 𝐴𝐵
∗ ,ℛ 𝐴𝐵  and 𝑟 𝐴𝐵  denote the 

conjugate transpose, range space and rank subtractivity of 𝐴𝐵 𝜖 ℂ𝑚𝑥𝑛   respectively. Further, 𝐴𝐵
†  𝜖 ℂ𝑛𝑥𝑚   stand 

for the Moore-Penrose inverse of 𝐴𝐵[10], that is the unique bimatrix satisfying the equations, 

 𝐴𝐵  𝐴𝐵
† 𝐴𝐵 = 𝐴𝐵 ,  𝐴𝐵

†  𝐴𝐵  𝐴𝐵
† = 𝐴𝐵

† ,𝐴𝐵  𝐴𝐵
† =  𝐴𝐵  𝐴𝐵

†  
∗
, 𝐴𝐵

† 𝐴𝐵  =  𝐴𝐵
† 𝐴𝐵   

∗
                                                     (1.1)     

and 𝐼𝐵𝑛  be the identity bimatrix of order 𝑛. Moreover, ℂ𝑛
𝐸𝑃  , ℂ𝑛

𝐻   and ℂ𝑛
 ≥denote the subsets of  ℂ𝑛𝑥𝑛  consisting of 

𝐸𝑃, Hermitian, and Hermitian non-negative definite bimatrices respectively.  

That is,  

 ℂ𝑛
𝐸𝑃 =  𝐴𝐵𝜖 ℂ𝑛𝑥𝑛  ∶ 𝑅 𝐴𝐵 = 𝑅 𝐴𝐵

∗  ⟹ 𝑅 𝐴1 = 𝑅 𝐴1
∗  𝑎𝑛𝑑 𝑅 𝐴2 = 𝑅 𝐴2

∗    

 ℂ𝑛
𝐻 =  𝐴𝐵𝜖 ℂ𝑛𝑥𝑛   ∶ 𝐴𝐵 = 𝐴𝐵

∗ ⟹ 𝐴1=𝐴1
∗  𝑎𝑛𝑑 𝐴2 = 𝐴2

∗       and    

ℂ𝑛
 ≥ =  𝐴𝐵𝜖 ℂ𝑛𝑥𝑛 ∶ 𝐴𝐵 = 𝐿𝐵  𝐿𝐵

∗ ⟹ 𝐴1 = 𝐿1𝐿1
∗  ;   𝐴2 = 𝐿2𝐿2 

∗  𝑓𝑜𝑟 𝑠𝑜𝑚𝑒𝐿𝐵 = 𝐿1 ∪ 𝐿2 ∈ ℂ𝑛𝑥𝑝   

 

 In this paper, the usual star, left-star, right-star, plus order, minus order and Lowner order have been 

generalized to bimatrices. Also it is shown that all these orderings are partial orderings in bimatrices. The 

relationship between star partial order and minus partial order of bimatrices and their squares are examined.  

Definition 1.1 

 The star ordering for bimatrices is defined by,  

𝐴𝐵 ≤∗ 𝐵𝐵 ⟺  𝐴𝐵
∗ 𝐴𝐵 = 𝐴𝐵

∗ 𝐵𝐵  that is, 𝐴1
∗𝐴1 = 𝐴1

∗𝐵1   ; 𝐴2
∗𝐴2 = 𝐴2

∗𝐵2       

                       and 𝐴𝐵𝐴𝐵
∗ = 𝐵𝐵𝐴𝐵

∗  that is,  𝐴1𝐴1
∗ = 𝐵1𝐴1

∗   ; 𝐴2𝐴2
∗ = 𝐵2𝐴2

∗    

and can alternatively be specified as,  

𝐴𝐵 ≤∗ 𝐵𝐵 ⟺  𝐴𝐵
† 𝐴𝐵 = 𝐴𝐵

†𝐵𝐵  that is, 𝐴1
†𝐴1 = 𝐴1

†𝐵1 ;  𝐴2
†𝐴2 = 𝐴2

†𝐵2      

               and 𝐴𝐵𝐴𝐵
† = 𝐵𝐵𝐴𝐵

†
 that is,  𝐴1𝐴1

† = 𝐵1𝐴1
†
  ;  𝐴2𝐴2

† = 𝐵2𝐴2
†
 

Example 1.2 

 Consider the bimatrices  

  𝐴𝐵 =  
1    1
0    0

 ∪  
2     2
0     0

  

            (1.2) 

            

(1.3) 

Abstract: The usual star, left-star, right-star, plus order, minus order and Lowner ordering have been 

generalized to bimatrices. Also it is shown that all these orderings are partial orderings in bimatrices. 

The relationship between star partial order and minus partial order of bimatrices and their squares are 

examined.  

Keywords: Star partial order, left-star partial order, right-star partial order, plus order, minus order 

and lowner order. 

AMS Classification: 15A09, 15A15, 15A57 
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             and     𝐵𝐵 =  1        1
1   − 1

 ∪  2         2
2    − 2

  

              ⟹ 𝐴𝐵 ≤∗ 𝐵𝐵    

  

Definition 1.3 

 The left - star ordering for bimatrices is defined by, 

 𝐴𝐵 ∗≤ 𝐵𝐵 ⟺ 𝐴𝐵
∗ 𝐴𝐵 = 𝐴𝐵

∗ 𝐵𝐵  that is, 𝐴1
∗𝐴1 = 𝐴1

∗𝐵1  ; 𝐴2
∗𝐴2 = 𝐴2

∗𝐵2 

     and ℛ 𝐴𝐵 ⊆ ℛ 𝐵𝐵  that is,  ℛ 𝐴1 ⊆ ℛ 𝐵1  ;  ℛ 𝐴2 ⊆ ℛ 𝐵2  

Definition 1.4 

 The  right - star ordering for bimatrices is defined by, 

 𝐴𝐵 ≤∗ 𝐵𝐵 ⟺ 𝐴𝐵𝐴𝐵
∗ = 𝐵𝐵𝐴𝐵

∗  that is,  𝐴1𝐴1
∗ = 𝐵1𝐴1

∗  ;  𝐴2𝐴2
∗ = 𝐵2𝐴2

∗  

   and ℛ  𝐴𝐵
∗  ⊆ ℛ  𝐵𝐵

∗  that is, ℛ  𝐴1
∗ ⊆ ℛ  𝐵1

∗  ; ℛ  𝐴2
∗  ⊆ ℛ  𝐵2

∗  

Definition 1.5 

 The plus - order for bimatrices is defined as, 𝐴𝐵 ⋖ 𝐵𝐵  whenever 𝐴𝐵
† 𝐴𝐵 = 𝐴𝐵

† 𝐵𝐵  and 𝐴𝐵𝐴𝐵
† = 𝐵𝐵𝐴𝐵

†
, for 

some reflexive generalized inverse 𝐴𝐵
†

 of  𝐴𝐵 . ( satisfying both  𝐴𝐵𝐴𝐵
† 𝐴𝐵 = 𝐴𝐵 and 𝐴𝐵

† 𝐴𝐵𝐴𝐵
† = 𝐴𝐵

†
). 

Definition 1.6 

 The minus (rank Subtractivity) ordering is defined for bimatrices as, 

 𝐴𝐵 ≤− 𝐵𝐵 ⟺ r(𝐵𝐵 −𝐴𝐵)=r 𝐵𝐵 − r 𝐴𝐵  that is, r(𝐵1 −𝐴1) =  r 𝐵1 −  r 𝐴1  and                   

   r(𝐵2 − 𝐴2) =  r 𝐵2 −  r 𝐴2                                                                                                                           (1.6) 

or as, 

𝐴𝐵 ≤− 𝐵𝐵 ⟺ 𝐴𝐵𝐵𝐵
†𝐵𝐵 = 𝐴𝐵 ,  𝐵𝐵𝐵𝐵

†𝐴𝐵 = 𝐴𝐵 and 𝐴𝐵𝐵𝐵
†𝐴𝐵 = 𝐴𝐵                                                              (1.7)                             

Note 1.7 

i) It can be shown that, 𝐴𝐵 ⋖ 𝐵𝐵 ⟺ r(𝐵𝐵 −𝐴𝐵) = r 𝐵𝐵 −  r 𝐴𝐵  and so the plus order is equivalent to rank 

subtractivity. 

ii) From (1.4) and (1.5) it is seen that  𝐴𝐵 ≤∗ 𝐵𝐵 ⟺  𝐴𝐵
∗ ∗≤  𝐵𝐵

∗  

Definition 1.8 

The Lowner partial ordering  denoted by ≤𝐿 , for Which 𝐴𝐵 ,𝐵𝐵  𝜖  ℂ𝑛𝑋𝑛  is defined by 

𝐴𝐵 ≤𝐿 𝐵𝐵 ⟺ 𝐵𝐵 −𝐴𝐵  𝜖 ℂ𝑛
≥.  

Result 1.9 

Show that,the relation ∗≤ is a partial ordering. 

Proof 

 (1) 𝐴𝐵 ∗≤ 𝐴𝐵 ⇒ 𝐴1 ∗≤ 𝐴1 and 𝐴2 ∗≤ 𝐴2 holds trivially.  

 (2) If   𝐴𝐵
∗ 𝐴𝐵 =  𝐴𝐵

∗ 𝐵𝐵  and ℛ 𝐵𝐵 ⊆  ℛ 𝐴𝐵  then  

  𝐴𝐵 = 𝐴1 ∪ 𝐴2 

                   = 𝐴1
†∗  𝐴1

∗𝐴1 ∪  𝐴2
†∗  𝐴2

∗𝐴2 

       = 𝐴1
†∗  𝐴1

∗𝐵1 ∪  𝐴2
†∗  𝐴2

∗𝐵2 

       = 𝐴1  𝐴1
† 

∗
𝐵1 ∪  𝐴2 𝐴2

† 
∗
𝐵2 

        =𝐵1 ∪ 𝐵2  

(1.4) 

(1.5) 
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=𝐴𝐵 = 𝐵𝐵  

(3) If 𝐴𝐵
∗ 𝐴𝐵 = 𝐴𝐵

∗ 𝐵𝐵  and 𝐵𝐵
∗𝐵𝐵 = 𝐵𝐵

∗𝐶𝐵 hold along with ℛ 𝐴𝐵 ⊆ ℛ 𝐵𝐵   and   ℛ 𝐵𝐵 ⊆ ℛ 𝐶𝐵 ,then 

          𝐴𝐵
∗ 𝐴𝐵 = 𝐴𝐵

∗ 𝐵𝐵   

                     = 𝐴1 
∗ 𝐵1 ∪ 𝐴2 

∗ 𝐵2    

          = 𝐴1 
∗ 𝐵1

†∗  𝐵1
∗ 𝐵1 ∪ 𝐴2 

∗ 𝐵2
†∗  𝐵2

∗ 𝐵2        

                         = 𝐴1 
∗ 𝐵1

†∗  𝐵1
∗ 𝐶1 ∪ 𝐴2 

∗ 𝐵2
†∗  𝐵2

∗ 𝐶2 

          =  𝐵1  𝐵1
†  𝐴1 

∗
𝐶1 ∪  𝐵2  𝐵2

†  𝐴2 
∗
𝐶2 

                      = 𝐴1 
∗ 𝐶1 ∪ 𝐴2 

∗ 𝐶2   

 𝐴𝐵
∗  𝐴𝐵  = 𝐴𝐵

∗  𝐶𝐵   𝑎𝑛𝑑  ℛ  𝐴𝐵  ⊆   ℛ  𝐶𝐵   

Similarly, it can be verified that all the orderings are partial orderings.  

Lemma 1.10 [1] 

 Let 𝐴,𝐵 ∈ ℂ𝑚𝑥𝑛  and let 𝑎 = 𝑟 𝐴 < 𝑟 𝐵 = 𝑏. Then 𝐴 ≤∗ 𝐵 if and only if there exist 𝑈 ∈ ℂ𝑚𝑥𝑏 ,𝑉 ∈

ℂ𝑛𝑥𝑏  satisfying 𝑈∗𝑈 = 𝐼𝑏 = 𝑉 
∗𝑉, for which 

𝐴 = 𝑈  
𝐷1     0

 0        0
  𝑉 

∗ and  𝐵 = 𝑈 
𝐷1     0

 0       𝐷2
  𝑉 

∗                                                                                               (1.8)  

where 𝐷1 and 𝐷2 are positive definite diagonal matrices of degree a and 𝑏 − 𝑎, respectively. For 𝐴,𝐵 ∈ ℂ𝑛
𝐻, the 

matrix 𝑈 in (1.8) may be replaced by 𝑉, but then 𝐷1  and 𝐷2  represent any nonsingular real diagonal matrices. 

Lemma 1.11[1] 

Let 𝐴,𝐵 ∈ ℂ𝑚𝑥𝑛  and let 𝑎 = 𝑟 𝐴 < 𝑟 𝐵 = 𝑏.  Then 𝐴 ≤− 𝐵 if only if there exist    U ∈ ℂ𝑚𝑥𝑏 , 

𝑉 ∈ ℂ𝑛𝑥𝑏 , satisfying  𝑈 
∗𝑈 = 𝐼𝑏 = 𝑉 

∗𝑉, for which 

𝐴 = 𝑈  
𝐷1     0

 0        0
 𝑉   anda 𝐵 = 𝑈 

𝐷1 + 𝑅 𝐷2𝑆                𝑅𝐷2

     𝐷2𝑆                        𝐷2
  𝑉∗                                                    (1.9) 

Where 𝐷1 and 𝐷2 are positive definite diagonal matrices of degree 𝑎 and 𝑏 − 𝑎, while 𝑅 ∈ ℂ𝑎𝑥𝑏 −𝑎  and 

𝑆 ∈ ℂ𝑏−𝑎𝑋𝑎  are arbitrary. For 𝐴,𝐵 ∈ ℂ𝑛
𝐻 the matrices  𝑈 and 𝑆 in (1.9) may be replaced  by 𝑉 and 𝑅 

∗ 

respectively, but then 𝐷1 and 𝐷2 represent any nonsingular real diagonal matrices. 

Lemma 1.12 

 Let 𝐴𝐵 ,𝐵𝐵 ∈ ℂ𝑛
𝐻  be star-ordered as   𝐴𝐵 ≤∗ 𝐵𝐵 . Then  𝐴𝐵 ≤𝐿 𝐵𝐵  if and only if 𝛾 𝐴𝐵 = 𝛾 𝐵𝐵 , Where 

𝛾 (.) denotes the number of negative eigenvalues of a given bimatrix. 

Proof 

Case (i) 

 Let 𝑟 𝐴𝐵 =  𝑟 𝐵𝐵  that is, 𝑟 𝐴1 =  𝑟 𝐵1  and  𝑟 𝐴2 =  𝑟 𝐵2  . 

                The  result is trivial. 

Case (ii) 

        Let 𝑟 𝐴𝐵 <  𝑟 𝐵𝐵  that is,  𝑟 𝐴1  < 𝑟 𝐵1  and 𝑟 𝐴2 <  𝑟 𝐵2  Lemma (1.1) ensures that  if   𝐴𝐵 ≤∗ 𝐵𝐵 , 

then 

       𝐵𝐵 −𝐴𝐵 =  𝐵1 ∪ 𝐵2 − (𝐴1 ∪ 𝐴2) 

         =  𝐵1 −𝐴1 ∪  𝐵2 −𝐴2  

               =  𝑈1  
𝐷11          0

    0            𝐷12
 𝑉1

∗ −𝑈1  
𝐷11          0
0             0

 𝑉1
∗ ∪   𝑈2  

𝐷21          0
    0            𝐷22

 𝑉2
∗ −𝑈2  

𝐷21          0
0             0

 𝑉2
∗   
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       = (𝑈1 ∪𝑈2)  
𝐷11 ∪ 𝐷12               0        
      0                 𝐷12 ∪ 𝐷22

  𝑉1
∗ ∪ 𝑉2

∗ −  𝑈1 ∪ 𝑈2  
𝐷11 ∪ 𝐷21        0    

      0              0
  𝑉1

∗ ∪ 𝑉2
∗  

                    = 𝑈𝐵  
𝐷𝐵1          0

    0            𝐷𝐵2
 𝑉𝐵

∗ −𝑈𝐵  
𝐷𝐵1          0
    0         0

 𝑉𝐵
∗ 

             𝐵𝐵 − 𝐴𝐵 = 𝑈𝐵  
0         0

    0      𝐷𝐵2
 𝑉𝐵

∗ 

 

Hence it is seen that the order  𝐴𝐵 ≤𝐿 𝐵𝐵  is equivalent to the non-negative definiteness of 𝐷𝐵2, that 

is,  𝛾 𝐷2 = 0.Consequently, the result follows by noting that 𝛾 𝐴𝐵 = 𝛾 𝐷𝐵1  and 𝛾 𝐵𝐵 = 𝛾 𝐷𝐵1 + 𝛾 𝐷𝐵2 . 

 

II. Star Partial Ordering 

Theorem (3) of Baksalary and Pukel sheim [3] asserts that, for any A,B ∈ ℂ𝑛
≥ ,  

 A ≤∗B⟺ A2 ≤∗ B2  ⇒ 𝐴 𝐵 = 𝐵 𝐴                                                                                                                 (2.1) 

This result is revisited here with the emphasis laid on the question  which from among four implications 

comprised in (2.1) continues to be valid for bimatrices not necessarily being bihermitian non negative definite. 

Theorem2.1 

 Let 𝐴𝐵 ∈ ℂ𝑛
𝐸𝑃  and 𝐵𝐵 ∈ ℂ𝑛𝑋𝑛 .Then 𝐴𝐵 ≤∗ 𝐵𝐵 ⇒ 𝐴𝐵

2 ≤∗ 𝐵𝐵
2 and 𝐴𝐵𝐵𝐵 = 𝐵𝐵𝐴𝐵                             (2.2) 

Proof 

 Since 𝐴𝐵 = 𝐴1 ∪ 𝐴2 ∈ ℂ𝑛
𝐸𝑃 ⟺ 𝐴𝐵𝐴𝐵

† = 𝐴𝐵
† 𝐴𝐵 

That is, 𝐴1𝐴1
† = 𝐴1

†𝐴1 and 𝐴2𝐴2
† = 𝐴2

†𝐴2 

    Now, 𝐴𝐵
2 𝐴𝐵

† = 𝐴1
2𝐴1

† ∪ 𝐴2
2𝐴2

†
 

=𝐴1 𝐴1𝐴1
† ∪ 𝐴2 𝐴2𝐴2

†  

=𝐴1 ∪ 𝐴2 

               𝐴𝐵
2 𝐴𝐵

†
=𝐴𝐵 

Also, 𝐴𝐵
† 𝐴𝐵

2 = 𝐴1
†𝐴1

2 ∪ 𝐴1
†𝐴1

2 

                     = 𝐴1
†𝐴1 𝐴1 ∪  𝐴2

+ 𝐴2 

          =𝐴1 ∪ 𝐴2 

           𝐴𝐵
† 𝐴𝐵

2 = 𝐴𝐵 

      ⇒ 𝐴𝐵
2 𝐴𝐵

† = 𝐴𝐵
† 𝐴𝐵

2  

 And  𝐴𝐵
2  † =  𝐴1

2 ∪ 𝐴2
2 † 

                    = 𝐴1𝐴1 
† ∪  𝐴2𝐴2 

†  

                     =𝐴1
†𝐴1

† ∪ 𝐴2
†𝐴2

†
 

                     = 𝐴1
† ∪ 𝐴2

† 
2
 

           𝐴𝐵
2  † =  𝐴𝐵

†  
2
 

Consequently, in view of (1.3), 

 𝐴𝐵𝐵𝐵 = 𝐴1𝐵1 ∪ 𝐴2𝐵2  

                      = 𝐴1
2𝐴1

†𝐵1 ∪ 𝐴2
2𝐴2

†𝐵2  

                      =𝐴1
2𝐴1

†𝐴1 ∪ 𝐴2
2𝐴2

†𝐴2 
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           𝐴𝐵𝐵𝐵 = 𝐴𝐵
2  

   And 𝐵𝐵𝐴𝐵 = 𝐵1𝐴1 ∪𝐵2𝐴2 

                     =𝐵1𝐴1
†𝐴1

2 ∪ 𝐵2𝐴2
†𝐴2

2 

                     =𝐵1𝐴1
†𝐴1

2 ∪ 𝐴2𝐴2
†𝐴2

2 

          𝐵𝐵𝐴𝐵 = 𝐴𝐵
2  

     ⇒ 𝐴𝐵𝐵𝐵 = 𝐵𝐵𝐴𝐵 = 𝐴𝐵
2  

Moreover, 

 𝐴𝐵
2  †𝐵𝐵

2= 𝐴1
2 ∪ 𝐴2

2 † 𝐵1
2 ∪𝐵2

2  

               =  𝐴1
2 †𝐵1

2 ∪  𝐴2
2 †𝐵2

2 

               =  𝐴1
2 †  𝐴1

2  ∪  𝐴2
2 †𝐴2

2   

               =  𝐴1
2 ∪ 𝐴2

2 †   𝐴1
2 ∪ 𝐴2

2  

   𝐴𝐵
2  †𝐵𝐵

2 =   𝐴𝐵
2  †  𝐴𝐵

2  

   and 𝐵𝐵
2   𝐴𝐵

2  † = 𝐵1
2   𝐴1

2 † ∪ 𝐵2
2   𝐴2

2 †    

            = 𝐵1  𝐴1 𝐴1
† 

2
∪𝐵2  𝐴2 𝐴2

† 
2
             

                         = 𝐴1
2   𝐴1

2 †  ∪ 𝐴2
2   𝐴2

2 †   

         𝐵2
2 𝐴𝐵

2  † = 𝐴𝐵
2  𝐴𝐵

2  †   

    ⟹ 𝐴𝐵
2 ≤∗ 𝐵𝐵

2    

Note2.2 

Implication 2.2 is not reversible.   

Example2.3 

Consider the bimatrices,  

𝐴𝐵 =  1   1
0   0

 ∪  2   2
0   0

  and 𝐵𝐵 =  1      1
1  − 1

 ∪  2      2
2  − 2

   

In which the order 𝐴𝐵 ≤∗ 𝐵𝐵  does not entail either of the conditions 𝐴𝐵
2 ≤∗ 𝐵𝐵

2 ,    𝐴𝐵  𝐵𝐵 = 𝐵𝐵  𝐴𝐵 .  

On the otherhand, if   𝐴𝐵 =  1   0
0   0

 ∪  2   0
0   0

  and   𝐵𝐵 =  0     1
1     0

 ∪  0     2
2     0

  then 𝐴𝐵 
2 ≤∗ 𝐵𝐵

2 , but 

𝐴𝐵
∗ 𝐴𝐵 ≠ 𝐴𝐵

∗ 𝐵𝐵  and 𝐴𝐵  𝐵𝐵 ≠  𝐵𝐵  𝐴𝐵 . 

This showing that even for bihermitian matrices the star order between 𝐴𝐵 
2 𝑎𝑛𝑑 𝐵𝐵

2  and does not entail 

the star order between 𝐴𝐵   and 𝐵𝐵  and the commutativity of these bimatrices which are the other two 

implications contained in (2.1).  

 It is pointed out that the two conditions on the right-hand side of (2.2) are insufficient for 𝐴𝐵 ≤∗ 𝐵𝐵 . 

When there is no restriction on  𝐴𝐵 , a similar conclusion is obtained in the case of combining the two orders 

𝐴𝐵 ≤∗ 𝐵𝐵  and 𝐴𝐵
2 ≤∗ 𝐵𝐵

2.The bimatrices, 

 𝐴𝐵 =  
0   1
0   0

 ∪  
0   2
0   0

  and 𝐵𝐵 =  
0    1
1    0

 ∪  
0     2
2     0

  

and their squares are star ordered, but 𝐴𝐵  𝐵𝐵 ≠ 𝐵𝐵  𝐴𝐵. However, the combination of the order 𝐴𝐵 ≤∗ 𝐵𝐵  with 

the commutativity condition appears sufficient for 𝐴𝐵 
2 ≤∗ 𝐵𝐵

2 for all quadratic bimatrices. 

Theorem2.4 

Let 𝐴𝐵 ,𝐵𝐵 ∈ ℂ𝑛𝑥𝑛 . Then 𝐴𝐵 ≤∗ 𝐵𝐵  and  𝐴𝐵  𝐵𝐵 = 𝐵𝐵  𝐴𝐵 ⟹ 𝐴𝐵 
2 ≤∗ 𝐵𝐵

2   
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Proof 

On account of (1.2), it follows that if 𝐴𝐵 ≤∗ 𝐵𝐵  and 𝐴𝐵  𝐵𝐵 = 𝐵𝐵  𝐴𝐵 then,  

     𝐴𝐵
2  ∗𝐵𝐵

2 =  𝐴1
2 ∪ 𝐴2

2 ∗  𝐵1
2 ∪ 𝐵2

2  

      =   𝐴1
2 ∗ ∪  𝐴2

2 ∗   𝐵1
2 ∪𝐵2

2  

                            =  𝐴1
2 ∗𝐵1

2 ∪  𝐴2
2 ∗𝐵2

2 

                                              = 𝐴1
∗ 𝐴1

∗𝐴1 𝐵1 ∪ 𝐴2
∗  𝐴2

∗𝐴2 𝐵2  

                              =  𝐴1
∗ 2  𝐴1  𝐵1 ∪  𝐴2

∗  2𝐴2 𝐵2  

                                            = 𝐴1 
∗  𝐴1

∗  𝐵1 𝐴1 ∪ 𝐴2
∗  𝐴2

∗𝐵2 𝐴2 

                             =  𝐴1
2 ∗𝐴1

2 ∪  𝐴2
2 ∗𝐴2

2 

              𝐴𝐵
2  ∗𝐵𝐵

2 =  𝐴𝐵
2  ∗𝐴𝐵

2  

      and 𝐵𝐵
2 𝐴𝐵

2  ∗ =  𝐵1
2 ∪ 𝐵2

2   𝐴1
2 ∪ 𝐴2

2 ∗  

               = 𝐵1
2 𝐴1

2 ∗ ∪𝐵2
2 𝐴2

2 ∗ 

                            = 𝐵1 𝐵1𝐴1 
∗  𝐴1

∗ ∪ 𝐵2 𝐵2𝐴2 
∗  𝐴2

∗  

                            = 𝐵1 𝐴1𝐴1 
∗  𝐴1 

∗ ∪ 𝐵2 𝐴2𝐴2 
∗  𝐴2 

∗  

                            = 𝐴1 𝐵1𝐴1 
∗  𝐴1 

∗ ∪ 𝐴2 𝐵2𝐴2 
∗  𝐴2 

∗  

                            = 𝐴1 𝐴1𝐴1 
∗  𝐴1 

∗ ∪ 𝐴2 𝐴2𝐴2 
∗  𝐴2 

∗     

                            = 𝐴1
2 𝐴1𝐴1 

∗ ∪ 𝐴2
2 𝐴2𝐴2 

∗ 

                            = 𝐴1
2 𝐴1

2 ∗ ∪ 𝐴2
2 𝐴2

2 ∗ 

             𝐵𝐵
2 𝐴𝐵

2  ∗ = 𝐴𝐵
2  𝐴𝐵

2  ∗ 

 

III. Minus Partial Ordering 

 Baksalary and Pukelsheim [3, Theorem 2] showed that for ,𝐵 ∈ ℂ𝑛
≥ , the following three implications 

hold.  

 𝐴 ≤− 𝐵 and 𝐴2 ≤− 𝐵2  ⟹ 𝐴𝐵 = 𝐵𝐴                                                                   (3.1) 

 𝐴 ≤− 𝐵 and 𝐴𝐵 = 𝐵𝐴   ⟹ 𝐴2 ≤− 𝐵2                                                                  (3.2) 

 𝐴2 ≤− 𝐵2 and  𝐴𝐵 = 𝐵𝐴  ⟹ 𝐴 ≤−  𝐵                                                                     (3.3) 

 Now,we  extend this implications for bimatrices also by the following theorems. 

Theorem  3.1 

 For any 𝐴𝐵 ,𝐵𝐵 ∈ ℂ𝑛𝑥𝑛  if 𝐴𝐵 ≤−  𝐵𝐵  and 𝐴𝐵𝐵𝐵 = 𝐵𝐵𝐴𝐵 then 𝐴𝐵
2 ≤− 𝐵𝐵

2  

Proof 

 First notice that,  

  𝐴𝐵 ≤−  𝐵𝐵  and 𝐴𝐵𝐵𝐵 = 𝐵𝐵𝐴𝐵                                                                            (3.4)                                                             

         ⟹ 𝐴𝐵𝐵𝐵 = 𝐴1𝐵1 ∪ 𝐴2𝐵2 = 𝐴1
2 ∪ 𝐴2

2 = 𝐵1𝐴1 ∪𝐵2𝐴2 = 𝐵𝐵𝐴𝐵                               (3.5) 

On account of 1.7, it follows that,  

                     𝐴𝐵𝐵𝐵 = 𝐴1𝐵1 ∪ 𝐴2𝐵2  

              = 𝐴1  𝐵1
†  𝐴1 𝐵1 ∪ 𝐴2  𝐵2

†  𝐴2𝐵2    

                         = 𝐴1  𝐵1
†𝐵1  𝐴1 ∪ 𝐴2 𝐵2

†𝐵2  𝐴2 

              = 𝐴1𝐴1 ∪ 𝐴2𝐴2 



On Some Partial Orderings for Bimatrices 

| IJMER | ISSN: 2249–6645 |                               www.ijmer.com                        | Vol. 4 | Iss.9| Sept. 2014 | 72| 

 

                                    = 𝐴1
2 ∪ 𝐴2

2 

                          𝐴𝐵𝐵𝐵 = 𝐴𝐵
2  

   𝐵𝐵  𝐴𝐵 = 𝐵1  𝐴1 ∪𝐵2𝐴2 

                                    = 𝐵1  𝐴1  𝐵1
†  𝐴1 ∪ 𝐵2  𝐴2  𝐵2

†  𝐴2 

                                    =  𝐴1 𝐵1  𝐵1
†  𝐴1 ∪  𝐴2 𝐵2  𝐵2

†  𝐴2  

                                    =  𝐴1  𝐴1 ∪  𝐴2  𝐴2 

                                    = 𝐴1
2 ∪ 𝐴2

2 

                         𝐵𝐵  𝐴𝐵 = 𝐴𝐵
2  

                   ⟹ 𝐴𝐵𝐵𝐵 = 𝐴𝐵
2 = 𝐵𝐵  𝐴𝐵 

The conditions on the right hand sides of (1.7) and (3.5) lead to the equalities,  

                     𝐵𝐵
2 𝐵𝐵

2 †𝐴𝐵
2 =  𝐵1

2 ∪ 𝐵2
2  𝐵1

2 ∪ 𝐵2
2 † 𝐴1

2 ∪ 𝐴2
2  

                                         = 𝐵1
2 𝐵1

2 †𝐴1
2 ∪ 𝐵2

2 𝐵2
2 †𝐴2

2 

                                         = 𝐵1
2 𝐵1

2 †𝐵1
2𝐵1

†  𝐴1 ∪ 𝐵2
2 𝐵2

2 †𝐵2
2𝐵2

†  𝐴2     

                                         = 𝐵1
2𝐵1

†𝐴1 ∪𝐵2
2 𝐵2

†𝐴2 

                                    =𝐵1𝐴1 ∪ 𝐵2𝐴2 

                                   =𝐵𝐵𝐴𝐵 

           ⇒ 𝐵𝐵
2 𝐵𝐵

2 †𝐴𝐵
2 =𝐴𝐵

2  

              𝐴𝐵
2  𝐵𝐵

2 †𝐵𝐵
2 = 𝐴1

2 𝐵1
2 †𝐵1

2 ∪ 𝐴2
2 𝐵2

2 †𝐵2
2 

                                  =𝐴1𝐵1 𝐵1
2 †𝐵1

2 ∪ 𝐴2𝐵2 𝐵2
2 †𝐵2

2 

                                  =𝐴1𝐵1
†𝐵1

2 𝐵1
2 †𝐵1

2 ∪ 𝐴2𝐵2
†𝐵2

2 𝐵2
2 †𝐵2

2 

                                =𝐴1𝐵1
†𝐵1

2 ∪ 𝐴2𝐵2
†𝐵2

2 

                                =𝐴1𝐵1 ∪ 𝐴2𝐵2  

                                =𝐴𝐵𝐵𝐵  

        ⇒ 𝐴𝐵
2  𝐵𝐵

2 †𝐵𝐵
2=𝐴𝐵

2  

(iii)     𝐴𝐵
2  𝐵𝐵

2 †𝐴𝐵
2 = 𝐴1

2 𝐵1
2 †𝐴1

2 ∪ 𝐴2
2 𝐵2

2 †𝐵2
2 

                               =𝐴1𝐵1 𝐵1
2 †𝐵1𝐴1 ∪ 𝐴2𝐵2 𝐵2

2 †𝐵2𝐴2 

                               =𝐴1𝐵1
†𝐵1

2𝐵1
†𝐴1 ∪ 𝐴2𝐵2

†𝐵2
2𝐵2

†𝐴2 

                               =𝐴1 𝐵1
†𝐵1  𝐵1𝐵1

† 𝐴1 ∪ 𝐴2 𝐵2
†𝐵2  𝐵2𝐵2

† 𝐴2 

                               =𝐴1
2 ∪ 𝐴2

2 

          𝐴𝐵
2  𝐵𝐵

2 †𝐴𝐵
2 = 𝐴𝐵

2  

According to (1.7), which shows that  

                        𝐴𝐵
2 ≤− 𝐵𝐵

2 

Lemma 3.2 

                    Let 𝐴𝐵𝜖ℂ𝑛
𝐸𝑃.If the  Moore – Penrose inverse 𝐵𝐵

†
 of some 𝐵𝐵𝜖ℂ𝑛

𝐻 is a generalized inverse of a 

bimatrix  𝐴𝐵 , that  is, 𝐴𝐵𝐵𝑩
†𝐴𝐵 = 𝐴𝐵 ,  Then 𝐴𝐵𝜖ℂ𝑛

𝐻 .   

Proof 
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It is mentioned that,  𝐴𝐵𝜖ℂ𝑛
𝐸𝑃  if and only if , 𝐴𝐵𝐴𝑩

† = 𝐴𝑩
† 𝐴𝐵  

Then, on the other hand 

                    𝐴𝐵𝐴𝑩
† 𝐵𝑩

†𝐴𝑩
∗   =𝐴1𝐴1

†𝐵1𝐴𝟏
∗   ∪ 𝐴2𝐴2

†𝐵2𝐴𝟐
∗  

                                        = 𝐴1𝐵1𝐴1𝐴1
† 

∗
∪  𝐴2𝐵2𝐴2𝐴2

† 
∗
 

                                        = 𝐴1𝐴1
† 

∗
∪  𝐴2𝐴2

† 
∗
 

                                        =𝐴1𝐴1
† ∪ 𝐴2𝐴2

†
 

                       𝐴𝐵𝐴𝑩
† 𝐵𝑩

†𝐴𝑩
∗ = 𝐴𝑩

† 𝐴𝐵                                                                                        (3.6) 

Further,       𝐴𝐵𝐴𝑩
† 𝐵𝑩

†𝐴𝑩
∗   =𝐴1𝐴1

†𝐵1
†𝐴𝟏

∗ ∪ 𝐴2𝐴2
†𝐵2

†𝐴𝟐
∗  

                                         =𝐴1
†𝐴𝟏

∗ ∪ 𝐴2
†𝐴𝟐

∗  

                     𝐴𝐵𝐴𝑩
† 𝐵𝑩

†𝐴𝑩
∗ = 𝐴𝑩

† 𝐴𝑩
∗    

Comparing (3.6) with (3.7) we get  

                            𝐴𝑩
†

 𝐴𝐵 = 𝐴𝑩
† 𝐴𝑩

∗  

Pre-multiplying by  𝐴𝐵 , 

                          𝐴𝐵𝐴𝑩
† 𝐴𝐵 = 𝐴𝐵𝐴𝑩

† 𝐴𝑩
∗  

⇒  𝐴1𝐴1
†𝐴1 ∪  𝐴2𝐴2

†𝐴2 =𝐴1𝐴1
†𝐴𝟏

∗ ∪ 𝐴2𝐴2
†𝐴𝟐

∗  

                            𝐴1 ∪ 𝐴2 = 𝐴𝟏
∗ ∪ 𝐴𝟐

∗  

                                    𝐴𝐵 = 𝐴𝑩
∗  

                            ⇒ 𝐴𝐵𝜖ℂ𝑛
𝐻  

Theorem 3.3 

 Let 𝐴𝐵 ∈ ℂ𝑛
𝐸𝑃and 𝐵𝐵 ∈ ℂ𝑛

𝐻 . Then 𝐴 ≤−  𝐵 and 𝐴2 ≤𝐿 𝐵2 ⟺ 𝐴𝐵 ≤∗ 𝐵𝐵                 (3.8) 

Proof 

       Without loss of generality, 𝐴𝐵 may be assumed to be Hermitian. 

 From (1.6) it is clear that and that 𝑟 𝐴𝐵 ≤ 𝑟 𝐵𝐵  and that the equality holds only in the trivial case 

when 𝐴𝐵 = 𝐵𝐵 .  

Therefore, assume that 𝑎 = 𝑟 𝐴𝐵 < 𝑟 𝐵𝐵 = 𝑏 that is 𝑟 𝐴1 = 𝑟 𝐴2 = 𝑎 and    𝑟 𝐵1 = 𝑟 𝐵2 = 𝑏  

 If 𝐴𝐵 ≤∗ 𝐵𝐵 , then the fact that  𝐴𝐵,𝐵𝐵 ∈ ℂ𝑛
𝐻  enables representing these bimatrices in the forms 

described in the second part of Lemma(1.10). 

 Hence the ⟸ part of (3.8) follows. 

 For the proof of the converse implication observe that, on account of the first two equalities in (1.7) 

  𝐴𝐵
2 ≤𝐿 𝐵𝐵

2 ⟺ 𝐵𝐵
†  𝐴𝐵

2  𝐵𝐵
† ≤𝐿 𝐵𝐵

†  𝐵𝐵
2  𝐵𝐵

†
 

        ⟺ 𝐵𝐵
†𝐴𝐵 

†  𝐵𝐵
†𝐴𝐵 

∗
≤𝐿 𝐵𝐵

†𝐵𝐵                                                        (3.9) 

 By conditions (1.1), the Moore-Penrose inverse of a hermitian bimatrix 𝐵𝐵  of the form specified in the 

second part of Lemma (1.11) admits the representation 

  𝐵𝐵
† = 𝑉𝐵  

𝐷𝐵1
−1                                  −𝐷𝐵1

−1  𝑅𝐵  

−𝑅𝐵
∗𝐷𝐵1

−1                    𝐷𝐵2
−1 +  𝑅𝐵

∗𝐷𝐵1
−1  𝑅𝐵

  𝑉𝐵
∗ 

and hence 
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           𝐵𝐵
†𝐴𝐵  𝐵𝐵

†𝐴𝐵 
∗

= 𝑉𝐵  
𝐼𝐵𝑎       0
−𝑅𝐵

∗     0
  

𝐼𝐵𝑎     − 𝑅𝐵

0            0
 𝑉𝐵

∗  

    = 𝑉𝐵  
𝐼𝐵𝑎       − 𝑅𝐵

−𝑅𝐵
∗       𝑅𝐵

∗   𝑅𝐵
 𝑉𝐵

∗                                                    (3.10) 

Since the bimatrix  𝐵𝐵
†  𝐵𝐵 = 𝐵𝐵𝐵𝐵

†  represents the orthogonal projector onto ℛ 𝐵𝐵 = ℛ 𝑉𝐵 ,  it may be 

expressed as 𝑉𝐵𝑉𝐵
∗. 

Consequently, in view of (3.10) 

  𝐵𝐵
†  𝐵𝐵 − 𝐵𝐵

†  𝐴𝐵 𝐵𝐵
†  𝐴𝐵 

∗
= 𝑉𝐵  

0                              𝑅𝐵  
𝑅𝐵
∗           𝐼𝐵(𝑏−𝑎)  −𝑅𝐵

∗   𝑅𝐵
 𝑉𝐵

∗                    (3.11) 

 On the account of (3.9), equality (3.11) shows that supplementing the minus order 𝐴𝐵 ≤− 𝐵𝐵  by 

Lowner order 𝐴𝐵
2 ≤𝐿 𝐵𝐵

2  forces to be 0. 

 Then the bimatrix 𝐵𝐵  characterized in lemma (1.11) takes the form described in lemma (1.1), thus 

leading to the conclusion that 

   𝐴𝐵 ≤∗ 𝐵𝐵  
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I.  Introduction 
In the last few years, electricity market deregulation, together with growing economic, environmental, 

and social concerns, has increased the difficulty to burn fossil fuels, and to obtain new licenses to build 

transmission lines (rights-of-way) and high-power facilities. This situation started the growth of decentralized 

electricity generation (using renewable energy resources). 

Unified Power-Flow Controllers (UPFC) enable the operation of power transmission networks near 

their maximum ratings, by enforcing power flow through well-defined lines. These days, UPFCs are one of the 

most versatile and powerful flexible ac transmission systems (FACTS) devices. 

The UPFC results from the combination of a static synchronous compensator (STATCOM) and a static 

synchronous series compensator (SSSC) that shares a common dc capacitor link. 

The existence of a dc capacitor bank originates additional losses, decreases the converter lifetime, and 

increases its weight, cost, and volume. These converters are capable of performing the same ac/ac conversion, 

allowing bidirectional power flow, guaranteeing near sinusoidal input and output currents, voltages with 
variable amplitude, and adjustable power factor. These minimum energy storage ac/ac converters have the 

capability to allow independent reactive control on the UPFC shunt and series converter sides, while 

guaranteeing that the active power exchanged on the UPFC series connection is always supplied/absorbed by the 

shunt connection. 

Recent nonlinear approaches enabled better tuning of PI controller parameters. Still, there is room to 

further improve the dynamic response of UPFCs, using nonlinear robust controllers. In the last few years, direct 

power control techniques have been used in many power applications, due to their simplicity and good 

performance. In this project, a matrix converter- based UPFC is proposed, using a direct Switching power 

control approach (DSPC-MC) based on an MC-UPFC dynamic model (Section II). 

In order to design UPFCs, presenting robust behavior to parameter variations and to disturbances, the 

proposed DSPC-MC control method, in Section III, is based on sliding mode-control techniques, allowing the 
real-time selection of adequate matrix vectors to control input and output electrical power. Sliding mode-based 

DSPC-MC controllers can guarantee zero steady-state errors and no overshoots, good tracking performance, and 

fast dynamic responses, while being simpler to implement and requiring less processing power, when compared 

to proportional-integral (PI) linear controllers obtained from linear active and reactive power models of UPFC 

using a modified Aventurine high-frequency PWM modulator. 

Abstract: This paper presents a direct Switching power control for three-phase matrix converters 
operating as unified power flow controllers (UPFCs). Matrix converters (MCs) allow the direct ac/ac 

power conversion without dc energy storage links; therefore, the MC-based UPFC (MC-UPFC) has 

reduced volume and cost, reduced capacitor power losses, together with higher reliability. Theoretical 

principles of direct Switching  power control  based on sliding mode control techniques are established 

for an MC-UPFC dynamic model including the input filter. As a result, line active and reactive power, 

together with ac supply reactive power, can be directly controlled by selecting an appropriate matrix 

converter switching state guaranteeing good steady-state and dynamic responses. Experimental results 

of DSPC controllers for MC-UPFC show decoupled active and reactive power control, zero steady-state 

tracking error, and fast response times. Compared to an MC-UPFC using active and reactive power 

linear controllers based on a modified Venturing high-frequency PWM modulator, the experimental 

results of the advanced DSPC-MC guarantee faster responses without overshoot and no steady state 

error, presenting no cross-coupling in dynamic and steady-state responses. 

Index Terms: Direct Switching Power Control, matrix converter (MC), unified power-flow controller 

(UPFC). 
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The dynamic and steady-state behavior of the proposed DSPC-MC P, Q control method is evaluated 

and discussed using detailed simulations and experimental implementation (Sections IV and V). Simulation and 

experimental results obtained with the nonlinear DSPC for matrix converter-based UPFC technology show 
decoupled series active and shunt/series reactive power control, zero steady state error tracking, and fast 

response times, presenting faultless dynamic and steady state responses. 

 

II.   Modeling of the UPFC Power System 
 

A. General Architecture 

A simplified power transmission network using the proposed matrix converter UPFC is presented in 

Fig. 1, where 𝑎0 and are, respectively, the sending-end and receiving-end sinusoidal voltages of the and 

generators feeding load. The matrix converter is connected to transmission line 2, represented as a series 

inductance with series resistance through coupling transformers and .Fig. 2 shows the simplified three-phase 

equivalent circuit of the matrix UPFC transmission system model. For system modeling, the power sources and 

the coupling transformers are all considered ideal. Also, the matrix converter is considered ideal and represented 

as a controllable voltage source, with amplitude and phase . In the equivalent circuit, is the load bus voltage? 

The DSPC-MC controller will treat the simplified elements as disturbances. Considering a symmetrical and 

balanced three-phase system and applying Kirchhoff laws to the three-phase equivalent circuit (Fig. 2), the ac 

line currents are obtained in coordinates 

 
  The active and reactive power of end generator are given in dq coordinates by 

 
The active and reactive power P and Q are given by (4) and (5) respectively 

  

 
Fig. 1Transmission network with matrix converter UPFC 

 

 
Fig.2.Three-phase equivalent circuit of the matrix UPFC and transmission line 
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Fig. 3. Transmission network with matrix converter UPFC 

 

B. Matrix Converter Output Voltage and Input Current Vectors 

A diagram of the UPFC system (Fig. 3) includes the three-phase shunt input transformer (with 

windings Ta, Tb, Tc ),the three-phase series output transformer (with windings ) and the three-phase matrix 

converter, represented as an array of nine bidirectional switches with turn-on and turn-off capability, allowing 

the connection of each one of three output phases directly to any one of the three input phases. The three-phase 
input filter is required to re-establish a voltage-source boundary to the matrix converter, enabling smooth input 

currents. Applying coordinates to the input filter state variables presented in Fig. 3 and neglecting the effects of 

the damping resistors, the following equations are obtained. 

Where V, i represent, respectively, input voltages and input currents in dq components (at the shunt 

transformer secondary) and V,i  are the matrix converter voltages and input currents in components, 

respectively. 

Assuming ideal semiconductors, each matrix converter bidirectional switch can assume two possible 

states: ― Sk=1‖ if the switch is closed or ―Skj=0 ‖ if the  

 
Fig. 4. (a) Input voltages and their corresponding sector 

 

switch is open. The nine matrix converter switches can be represented as a 3× 3 matrix (7) 
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The relationship between load and input voltages can be expressed as 

 

 
The input phase currents can be related to the output phase currents (9), using the transpose of matrix (9) 

 

 
 

From the 27 possible switching patterns, time-variant vectors can be obtained (Table I) representing the 

matrix output voltages and input currents coordinates, and plotted in the frame [Fig. 4(b)]. 

The active and reactive power DSPC-MC will select one of these 27 vectors at any given time instant. 

 

III.   Direct Power Control of MC-UPFC 
 

A.  Line Active and Reactive Power Sliding Surfaces 

 The DSPC controllers for line power flow are here derived based on the sliding mode control theory. 

From  

 
 

(b) Output voltage state-space vectors when the input voltages are located at sector.      
Fig. 2, in steady state, is imposed by source . From (1) and (2), the transmission-line currents can be 

considered as state variables with first-order dynamics dependent on the sources and time constant of impedance 

. Therefore, transmission-line active and reactive powers present first-order dynamics and have a strong relative 

degree of one [25], since from the control viewpoint, its first time derivative already contains the control 

variable (the strong relative degree generally represents the number of times the control output variable must be 

differentiated until a control input appears explicitly in the dynamics) [26]–[29].  

From the sliding mode control theory, robust sliding surfaces to control the and variables with a 

relatively strong degree of one can be obtained considering proportionality to a linear combination of the errors 

of between the power references and the actual transmitted powers , respectively the state variables [29]. 

Therefore, define the active power error and the reactive power error as the difference  

 
 

 

 

 

 

 

 

 

 

 

 



Novel Direct Switching Power Control Method of UPFC By Using Matrix Converter Based…. 

| IJMER | ISSN: 2249–6645 |                               www.ijmer.com                        | Vol. 4 | Iss.9| Sept. 2014 | 79| 

TABLE I 

Switching Combinations and Output Voltage / Input Current State-Space Vectors 

 
 

 
 

 

 
Then, the robust sliding surfaces  must be proportional to these errors, being zero after reaching sliding mode 

 

 
 

 The proportional gains and are chosen to impose appropriate switching frequencies   
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B. Line Active and Reactive Power Direct Switching Laws 

The DPC uses a nonlinear law, based on the errors and to select in real time the matrix converter 

switching states (vectors). Since there are no modulators and/or pole zero-based approaches, high control speed 
is possible. To guarantee stability for active power and reactive power controllers, the sliding-mode stability 

conditions (14) and (15) must be verified 

 

 
 

According to (12) and (14), the criteria to choose the matrix vector should be 

 

 
 

To designs the DSPC control system, the six vectors of group I will not be used, since they require 

extra algorithms to calculate their time-varying phase [14]. From group II, the variable amplitude vectors, only 

the 12 highest amplitude voltage vectors are certain to be able to guarantee the previously discussed required 

levels of and needed to fulfill the reaching conditions. The lowest amplitude voltages vectors, or the three null 

vectors of group III, could be used for near zero errors. If the control errors and are quantized using two 

hysteresis comparators, each with three levels (and ), nine output voltage error combinations are obtained. If a 

two-level comparator is used to control the shunt reactive power, as discussed in next subsection, 18 error 
combinations will be defined, enabling the selection of 18 vectors. Since the three zero vectors have a minor 

influence on the shunt reactive power control, selecting one out 18 vectors is adequate. As an example, consider 

the case of and Then, and imply that and . According to Table I, output voltage vectors depend on the input 

voltages (sending voltage), so to choose the adequate output  voltage vector, it is necessary to know the input 

voltages location [Fig. 4(a)]. Suppose now that the input voltages are in sector [Fig. 4(b)], then the vector to be 

applied should be 9 or 7. The final choice between these two depends on the matrix reactive power controller 

result , discussed in the next subsection. Using the same reasoning for the remaining eight active and reactive 

power error combinations and generalizing it for all other input voltage sectors, Table II is obtained. These P, Q 

controllers were designed based on control laws not dependent on system parameters, but only on the errors of 

the controlled output to ensure robustness to parameter variations or operating conditions and allow system 

order reduction, minimizing response times [26]. 
 

 
Fig.5: (a) Output currents and their corresponding sector. 

 

C. Direct Control of Matrix Converters Input Reactive Power 

In addition, the matrix converter UPFC can be controlled to ensure a minimum or a certain desired 

reactive power at the matrix converter input. Similar to the previous considerations, since the voltage source 

input filter (Fig. 3) dynamics (6) has a strong relative degree of two [25], then a suitable sliding surface (19) will 

be a linear combination of the desired reactive power error and its first-order time derivative [29] (19) The time 

derivative can be approximated by a discrete time difference, as has been chosen to obtain a suitable switching 

frequency, since as stated before, this sliding surface 
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The sliding mode is reached when vectors applied to the converter have the necessary current 

amplitude to satisfy stability conditions, such as (15). Therefore, to choose the most adequate vector in the 

chosen reference frame, it is necessary to know the output currents location since the input current depends on 

the output currents (Table I). Considering that the –axis location is synchronous with the input voltage (i.e., 

reference frame depends on the input voltage location), the sign of the matrix reactive power can be determined 

by knowing the location of the input voltages and the location of the output currents (Fig. 5).  

 

 
Fig. 5. (a) Output currents and their corresponding sector. 

 

-  

 

Considering the previous example, with the input voltage at sector and sliding surfaces signals and  

both vectors or would be suitable to control the line active and reactive powers errors (Fig. 4). However, at 

sector , these vectors have a different effect on the value: if has a suitable amplitude, vector leads to while vector 

originates  So, vector should be chosen if the input reactive power sliding surface is quantized as 1, while vector 

7 should chosen when is quantized as 1. When the active and reactive power errors are quantized as zero, 0 and 

0, the null vectors of group III, or the lowest amplitude voltages vectors at sector at Fig. 4(b) could be used. 

These vectors do not produce significant effects on the line active and reactive power values, but the lowest 

amplitude voltage vectors have a high influence on the control of matrix reactive power. From Fig. 5(b), only 
the highest amplitude current vectors of sector should be chosen: vector if is quantized as , or vector 2 if is 

quantized as 

 

IV.   Implementation Of The DSPC-MC As UPFC 
As shown in the block diagram (Fig. 6), the control of the instantaneous active and reactive powers 

requires the measurement of voltages and output currents necessary to calculate and sliding surfaces. The output 

current measurement is also used to determine the location of the input currents component. The control of the 

matrix converter input reactive power requires the input currents measurement to calculate. At each time instant, 

the most suitable matrix vector is chosen upon the discrete values of the sliding surfaces, using tables derived 
from Tables II and III for all voltage sectors. 
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                                                                          TABLE II 

State-Space Vectors Selection for Different Error Combinations                                               

 
 

 
Fig. 6. Control scheme of direct power control of the three-phase matrix converter operating as a UPFC. 

 

A. Simulation Modeling 

The performance of the proposed direct control system was evaluated with a detailed simulation model 

using the*-MATLAB/Simulink Sim Power Systems to represent the matrix converter, transformers, sources and 

transmission lines, and Simulink blocks to simulate the control system. Ideal switches were considered to 

simulate matrix converter semiconductors minimizing simulation times. 
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Fig 7: Modeling of UPFC without Matrix Converter. 

 

To the simulations, a low-power prototype matrix converter was built [14] by using three 

semiconductor modules each one with six 1200-V 25-A insulated-gate bipolar transistors (IGBTs) with an anti 

parallel diode in a common collector arrangement, driven by optical isolated drives. The second-order input 

filter is 4.2 mH, 6.6 F,  This prototype was connected to the laboratory low-voltage network operating as UPFC, 

(Fig.5.1) by using three-phase transformers T1 and T2 (2-KVA transformers with voltage ratio 220/115 V and 

66.5/66.5 V, respectively). Current sensors were used to measure the matrix converter input and output currents 

and voltage sensors were used to measure the power network phase-to-phase voltages.  

To achieve safe commutation between matrix converter bidirectional switches, the four-step output 
current commutation strategy [18] was implemented in a field-programmable gate array  

Algorithm was implemented in a digital signal processor Power PC with a sampling time 

approximately equal to 17-sec. The load power is 1.5kw (1 p.u.) And transmission lines 1 and 2 are simulated as 

inductances 15 mH, and series resistances, respectively for line 1 and 2. Sliding mode DSPC gains are 1, 

selected to ensure the highest switching frequencies around 2.5 kHz. Simulation results of the active and 

reactive direct power UPFC controller are obtained from the step remote retio. 
 

 
Fig 8; Modeling of UPFC with matrix convertor 
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Fig 9;.Modeling of matrix convertor 

 

 
 

Fig 10; Modeling of vector selection block 

 
The simulation power spectral density of transmission line and matrix converter current respectively, 

Fig. 5.3 shows that the main harmonics are nearly 30 db below the 50-Hz fundamental for the line current, and 

22 db below the 50-Hz fundamental for the matrix converter current. The power spectral density shows 

switching frequencies mainly below 2.5 kHz as expected. Simulation results confirm the performance of the 

proposed controllers, showing no cross-coupling, no steady-state error (only switching ripples), and fast 

response times for different changes of power references. DSPC active and reactive power step response and 

line currents results were compared to active and reactive power linear PI controllers [11] using a Aventurine 

high-frequency PWM modulator [17], working at 5.0-khz switching frequency.  

Simulation results for 0.4 p.u. And 0.2 p.u. Show cross-coupling between active and reactive power 

control, which introduces a slowly decaying error in the response. Longer response times are also present, when 

compared to DSPC simulation results presented showing the claimed DSPC faster dynamic. 
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Response to step active and reactive power reference change To test the DSPC controller ability to 

operate at lower switching frequencies, the DSPC gains were lowered and the input filter parameters were 

changed accordingly (5.9 mH) to lower the switching frequency to nearly 1.4 kH. The results  also show fast 
response without cross coupling between active and reactive power’s This confirms the DSPC-MC robustness to 

input filter parameter variation, the ability to operate at low switching frequencies, and insensitivity to switching 

non linearity. 

 

B. Simulation Results 

 

 
Fig 11: SVPWM Pulse wave forms 

 

In SVPWM Pulse wave forms as shown Fig 11 the pulse gives to nine bi-directional on matrix 

converter and it works the switches turn ON & turn OFF 

 
Fig 12: Output 3-Phase Voltage of UPFC without Matrix Converter. 
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Fig 13: Output 3-Phase Voltage of UPFC with Matrix Converter 

 

In Output 3-Phase Voltage of UPFC with and without Matrix Converter as shown in above (fig 12&13) 

those are output wave forms do not change why because all the loads connected are parallels 

 
Fig 14:   Output 3-Phase Line Current of UPFC without Matrix Converter. 

 

In 3-Phase line current (iA,iB,iC) as shown in above (fig 14) the current will be increased with respect to 

time and doesn’t control the output current in without Matrix converter of UPFC. 

 
Fig 15: Output 3-Phase Line Current of UPFC with Matrix Converter. 
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In 3-Phase line current (iA,iB,iC) as shown in above (fig 15) the current will be increased with respect to 

time and we can control the  output current  with Matrix converter of UPFC 

 
Fig 16:   Output Line Current (iA,iB)  of UPFC without Matrix Converter. 

 

In line current (iA,iB) as shown in above (fig 16) the current will be increased with respect to time and 

doesn’t control the current in without Matrix converter of UPFC 

 
Fig 17:   Output Line Current (iA,iB)  of UPFC with Matrix Converter. 

 
In line current (iA,iB) as shown in above( fig 17) the current will be increased with respect to time and 

we can control the  output current  with Matrix converter of UPFC 

 
Fig 18: Magnitude of output Active Power without Matrix Converter. 
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Fig 19: Magnitude of output Active Power with Matrix Converter. 

 

The magnitude of output active power of UPFC without Matrix Converter as shown in above (fig 18)  

gets reached to the not steadystate with more time where as with matrix converter the active power as shown in 

above (fig 19)  gets reached the steadystate with less time. 

 
Fig 20: Magnitude of output Reactive Power without Matrix Converter. 

 

 
Fig 21: Magnitude of output Reactive Power with Matrix Converter. 
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The magnitude of output reactive power of UPFC without Matrix Converter as shown in above (fig 20)  

gets reached to the not steadystate and controlabul where as with matrix converter the active power as shown in 

above (fig 21) gets reached the steadystate and controlabul. 
 

V.  Conclusion 
This paper derived advanced nonlinear direct power controllers, based on sliding mode control 

techniques, for matrix converters connected to power transmission lines as UPFCs. Presented simulation and 

experimental results show that active and reactive power flow can be advantageously controlled by using the 

proposed DSPC. Results show no steady-state errors, no cross-coupling, insensitivity to no modeled dynamics 

and fast response times, thus confirming the expected performance of the presented nonlinear DSPC 

methodology. The obtained DSPC-MC results were compared to PI linear active and reactive power controllers 

using a modified Venturing. 
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I. INTRODUCTION 
Based on the model of the development of organic farming through the dragon fruit QSPM matrix method that 

has been obtained, priorities resulting organic agriculture development strategy that optimizes the dragon fruit 

quality control on products and existing markets (STAS = 5.607) as shown in Figure 1.  So that further 

research needs to be done is to optimize the cultivation practices of organic farming dragon fruit thoroughly 

and improve product quality. Therefore, the need for an understanding of the concepts of technical and non-

technical agriculture by the farmers so that they can ensure the process will go well as expected.  

Marketing of organic dragon fruit is still in the traditional markets that need to be expanded. Therefore, the 

expansion of the market can still be done, especially for supermarkets located in the city of Pamekasan. Before 

expanding market, as manufacturers must know and analyze the factors that influence consumer decisions in 

the purchase of organic dragon fruit. 

Research related to the analysis of the factors that influence consumer decisions in the purchase of a product 

has been done. One of the research is less common genital Indrayani et al (2013) about the factors that 

influence the consumer's decision to purchase dairy products Ultra High Temperature (UHT), The results 

showed that the results of data analysis showed the factors that influence consumer buying UHT milk is the 

selling price, the price of rival products, flavor, nutritional composition, addition of these results it can be seen 

that the dominant independent variable which determines the purchasing decisions in buying products UHT 

milk in Supermarkets Persada is a dairy flavor factor.  Other research is Haliana study (2012) on the analysis 

of the factors that influence consumer decisions in the purchase decision making instant noodles brand 

Indomie. The results showed that based on the results of tests performed found that all the factors of both the 

cultural, social, personal and psychological influence on product purchase decision Indomie Instant Noodles 

Brand. However, of the four most dominant factors are the cultural factors with a correlation value of 0.466 

making purchasing decisions. 

Abstract: This study aims to test the model of the development of organic farming dragon fruit which 

has been obtained in previous studies. This follow-up study to test the model that has been obtained, 

through a comprehensive marketing research by analyzing the factors which influence consumers 

purchasing organic dragon fruit Object of the research in Pamekasan, The method used is the analysis of 

factors that influence consumer buying decisions in determining organic dragon fruit. The data used is 

the 60 respondents, the number of variables studied were 23 variables, factor analysis is based on 22 

variables that can be further analyzed. One variable ignored because the value of the MSA is less than 

0.5, the results showed that of the 22 variables were analyzed. The results showed that of the 22 variables 

analyzed, there are 8 factors that influence consumers to buy organic dragon fruit, while the results of 

the 8 factors analyzed are: [1] Psychological (eigen value = 5,025), [2] The product (eigen value = 

3,015), [3] Social (eigen value = 2,186), [4] Distribution (eigen value = 1.640), [5] Price (eigen value = 

1.354), [6] Promotion (eigen value = 1,286), [7] Individuals (eigen value = 1,196), [8] Service (eigen 

value = 1.115), overall there are 3 of the most dominant factor affecting the marketing of organic 

dragon fruit, is the first factor of the product, the second is the social factor and the third factor is the 

price. 
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Figure 1. Model Development of Organic Farming Dragon Fruit 

 

Based on the results of research that has been done some research, it can be seen that very many factors that 

influence the behavior or background for a consumer in making a purchase decision for a product whether it be 

a product that is tangible or intangible (service). Research of others will be used as a tool to test models of 

development of organic agriculture researcher dragon fruit is obtained in the first year of study. 

 

II. RESEARCH METHODS 
2.1. Location and time study 

The research was conducted in the village of the District ban Blumbungan Pamekasan with 50 asl altitude, ± 

6.4 hectares of land area. The region selected by purposive sampling because the organic dragon fruit 

production centers in Pamekasan, this study was conducted in April 2014 until July 2014. 

2.2. Types and sources of data 

The data used in this study consisted of primary and secondary data, namely: 

 Primary data 

Primary data is data obtained directly from the field to conduct direct interviews with relevant parties in 

this case the Department of Agriculture, Office of Information Agriculture and Forestry Extension, 

Organic Farmers, Growers Semi Organic, Conventional Farmers, Local Community Leader, Initiator of 

Organic Farming, consumer / Market Participants Organic Products. 

 Secondary Data 

Secondary data were obtained by collecting written sources or documents from the Office of the Village, 

District, Department of Agriculture, and from a variety of library books that no connection with this 

research. 

2.3. Population, sample and research instrument 

The population in this study are those related to the development of organic farming. Determination 

of the number of samples is not restricted but saw the development of research on information obtained 

through the questionnaire, interview and observation were performed. The sample interviewed are: 



Testing Model Of Development Organic Farming Dragon Fruit Based Market Research 

| IJMER | ISSN: 2249–6645 |                               www.ijmer.com                        | Vol. 4 | Iss.9| Sept. 2014 | 3| 

 Farmers who carry out the dragon fruit cultivation in semi organic and still tolerate the use of fertilizers 

/pesticides synthetic.  

 Conventional farmers in the cultivation process still relies on seeds, fertilizers and synthetic pesticides.  

 Prominent initiators / pioneers of organic farming  

 Local leaders of local  

 Government officials from the Department of Agriculture, Office of Information Agriculture and Forestry 

Extension, and the District.  

 Consumer / organic dragon fruit market participants Blumbungan. 

 

2.4. Methods of data analysis 

Data analysis methods used is factor analysis. Factor analysis equation or formula is as follows: 

X1 = Ai1F1 + Ai2F2 + Ai3F3 + Ai4F4 + ......... + ViUi ……………………. (1) 

Where : 

Fi  = standardized variables to i 

Ai1  = regresidari coefficient to the variable i on unique factor to i 

Vi = standardized regression coefficient of variable i on factors unique to the ith 

F  = common factor 

Ui = unique variable to variable to i 

M = number of common factors 

Details common factor can be formulated as follows: 

Fi = Wi1X1 + Wi2X2 + Wi3X3 + ..... + WikXk …………………………… (2) 

Where: 

Fi  = Factor to estimate i 

Wi = Weighting factor or factor score coefficients 

Xk = Number of variables 

The main principle is the correlation factor analysis, the assumptions associated with statistical 

correlation methods: 

a. Large correlation or correlation between variables must be sufficiently strong independet.  

b. Large partial correlation, the correlation between two variables by assuming other variables 

remain.  

c. Testing a correlation matrix is measured by the amount of Barlett Test Of Spericity or with 

Measure Sampling Adequacy (MSA). 

Having obtained samples and test assumptions are met, then the next step is to make the process of factor 

analysis. The process includes: 

a. Examine variables that will be analyzed.  

b. Test variables have been determined, using the Bartlett Test of Spericity  and MSA.  

c. Core process of factor analysis, namely factoring, or decrease one or more factors of the variables 

that have passed the test of the previous variables.  

d. Doing the rotation or rotation factor to the form factor. The purpose of the rotation to clarify the 

variables that go into a particular factor.  

e. Interpretation or factors that have been formed, which is considered to represent the member 

variables of these factors. 

f. Validation of the results of factors to determine whether the factors that have a valid form. 

The first stage in the analysis was to assess which factors are variables that are considered eligible for 

inclusion in subsequent analyzes.  The test is performed by entering all variables that exist, then the variables 

tested. Logic test if a variable does have a tendency to cluster and form a factor, the variable will have a fairly 

high correlation with other variables, but on the contrary, if the variables with weak correlations on the other 

variables, it will be less likely to be clustered in certain factors. 

KMO test and Bartlett Test, has some things that KMO numbers should be above 0.5 and significant 

must be below 0.05, whereas the MSA test numbers should be at 0 to 1, with the following criteria: 

 MSA = 1, the variable can be predicted without error by the other variables.  

 MSA> 0.5, and the predicted variables can still be analyzed further.  

 MSA <0.5, variables can not be predicted and could not be analyzed further, or excluded from 

other variables. 
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III. RESULTS AND DISCUSSION 
After the field data obtained, we then do a factor analysis method based on a predetermined, while the 

discussion phase of this study as follows: 

3.1. Factor analysis 

Data processing of the factor analysis are as follows: 

1. Determining the variables to be analyzed. 

Variables to be analyzed in this study were 23 variables, 23 variables are then tested by factor analysis. 

2. Test variables have been determined 

23 variables were tested then performed factor analysis to test the value of KMO, Bartlett Test and MSA 

(measures of sampling adequacy). MSA value must be above 0.5. 

Table I. KMO and Bartlett’s Test 

Kaiser-Meyer-Olkin Measure of Sampling 

Adequacy 

.651 

Bartlett’s Test of Sperichity     Approx Chi 

Square 

1115.563 

                                                  Df 139 

Sig. .000 

From Table 1 above, it can be seen that the number of KMO and Bartlett Test worth 0.651 with a 

significance level of 0.000. Therefore, the variables and the sample can be analyzed further. 

Of the 23 variables tested, we then see the value of the MSA, If the MSA values below 0.5, then these 

variables can not be analyzed further. Of the 23 variables MSA smallest value is the income level of consumers 

of organic dragon fruit (Q17) with a value of 0.461 MSA, therefore, the income level of consumers of organic 

dragon fruit (Q17) were excluded from the factors because it has the smallest number of MSA. 

After a variable level of income consumers of organic dragon fruit removed from the factor, then the next 

step is to retest the 22 remaining variables. To see this, it can be seen in the value of KMO and Barlett's Test as 

well as the value of the MSA. 

Table II. KMO and Bartlett’s Test 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy .665 

Bartlett’s Test of Sperichity     Approx Chi Square 1064.343 

Df 175 

Sig. .000 

From Table 2 above it can be concluded that the value of KMO and Barlett's Test increased from 

0.651 into 0.665 with significant fixed rate (0.000). This is because there is a reduction in the variable with the 

smallest MSA figures, it can increase the value of existing MSA. 

1. Organic Dragon Fruit flavor (Q1) = 0.763. 

2. Organic Dragon Fruit Aroma (Q2) = 0.753. 

3. Organic Dragon Fruit size (Q3) = 0.685.  

4. Organic Dragon Fruit Leather (Q4) = 0.703.  

5. Dragon Fruit Organic Resilience (Q5) = 0.649. 

6. Organic Dragon Fruit Price (Q6) = 0.511. 

7. Organic dragon fruit price suitability of the Health Benefits (Q7) = 0.557. 

8. Organic Dragon Fruit Price Competition (Q8) = 0.625.  

9. Promotion of Organic Pitaya (Q9) = 0.630.  

10. Direct Marketing Organic Pitaya (Q10) = 0.614,  

11. Affordability Location to Obtain Organic Pitaya (Q11) = 0.619.  

12. Ease of Getting Organic Pitaya (Q12) = 0.639. 

13. Seller Services Provided to Consumers (Q13) = 0.675. 

14. Consumer Habits in Eating Organic Pitaya (Q14) = 0.685. 

15. Healthy Lifestyle Trend (Q15) = 0.612. 

16. Age Organic Dragon Fruit consumption (Q16) = 0.615. 

17. Family Influence in Eating Organic Pitaya (Q17) = 0.596. 

18. Influence Others in Eating Organic Pitaya (Q18) = 0.623. 

19. Effect of Consuming role in Dragon Fruit Sellers (Q19) = 0.605. 

20. Confidence Respondents in Eating Organic Pitaya (Q20) = 0.739. 
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21. Respondents Perception in Eating Dragon Fruit (Q21) = 0.686.  

22. Experience in Eating Dragon Fruit Respondents (Q22) = 0.633. 

Thus the value of the MSA are all above 0.5, so it can be analyzed further. 

3. Doing factoring and rotation 

The next stage to extract the set of variables that already exist, to form one or several factors. In doing 

this extraction, the method used was Principal Component Analysis, formed after eight factors to determine the 

spread of the 22 variable factors, then the process is carried out using varimax rotation. 

 
 

Table 3 above shows that the variables Organic Dragon Fruit Flavour (Q1) resulted in approximately 

67.5% of variance of the variables Q1, Organic Dragon Fruit Aroma variables (Q2) generates approximately 

70.4% variance of the variables Q2, variable Size / Shape Organic Pitaya (Q3) resulted in 71.10% of variance 

of the variable Q3, Organic Dragon Fruit Leather variable (Q4) generates approximately 63.00% of the 

variance variable Q4, variable Dragon Fruit Organic Power Save (Q5) generates approximately 44.5% of the 

variance variable Q5, Organic Dragon Fruit Price variable (Q6) resulted in approximately 65.2% of the 

variance variable Q6, Suitability variable price Organic Dragon fruit on Health Benefits (Q7) generates 

approximately 58.3% of the variance variable Q7, variables Organic Dragon Fruit Price Competition (Q8) 

generates approximately 46.00% of the variance variable Q8, Organic Dragon Fruit Promotion variable (Q9) 

resulted in approximately 45.4% of the variance variable Q9, variable Direct Marketing Organic Pitaya (Q10) 

produces approximately 62.3% variance of the variable Q10. 

Affordability location to obtain organic pitaya (Q11) produces approximately 72.5% variance of the 

variables Q11, variables ease of getting organic pitaya (q12) generates approximately 75.8% variance of the 

variables Q12, variable seller services provided to consumers (q13) generates approximately 60.5% variance of 

the variables Q13, consumers eating habits variables in organic pitaya (Q14) produces approximately 72.5% 

variance of the variables Q14, Healthy Lifestyle Trend variable (Q15) produces approximately 72.5% variance 

of the variables Q15, Age variable in Eating Organic Pitaya (Q16) produces approximately 53.4% variance of 

the variables Q16, The influence of family variables in Eating Organic Pitaya (Q18) produces approximately 

61.3% variance of the variables Q18, Others Influence variables in Eating Organic Pitaya (Q19) produces 

approximately 56.3% variance of the variables Q19, The influence of variables in Eating Dragon Fruit Sellers 

(Q20) produces approximately 58.4% variance of the variables Q20, Respondents Confidence variable in 

Eating Organic Pitaya (Q21) produces approximately 63.7% variance of the variables Q21, Respondents 

perception variables in Eating Dragon Fruit (Q22) produces approximately 78.6% of the variance of variables 

and variable Q22 Respondents experience in Eating Dragon Fruit (Q23) produces approximately 75.3% 

variance of the variable Q23. 
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From table 4, it can be seen that there are 22 factors that go into factor analysis, but in the above table 

are only 8 factors formed, therefore researchers only limiting factor 8. 

 

After it is known that eight factors are the most optimal amount, then the component matrix table 

shows the distribution of the 22 variables on the eight factors formed. While the figures in the table is the 

factor loading, which indicates the magnitude of the correlation of a variable with a factor of 1 to 8 process will  

determine which variable will enter the factor which, carried by a large ratio of the correlation of each row. 

For example, Organic dragon fruit flavors (Q1) has some correlation, namely: 
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1. Correlation between Q1 denganfaktor 1 is 0.483 (pretty, but weak as below 0.5).  

2. Correlation between Ql by a factor of 2 is 0.354 (weak, below 0.5).  

3. Correlation between Q1 by a factor of 3 is -0.357 (very weak, below 0.5)  

4. Correlation between Q1 by a factor of 4 is -0.219 (very weak, below 0.5).  

5. Correlation between Q1 by a factor of 5 is -0.230 (very weak, below 0.5).  

6. Correlation between Q1 by a factor of 6 is -0.147 (very weak, below 0.5).  

7. Correlation between Ql by a factor of 7 is -0.156 (very weak, below 0.5).  

8. Correlation between Ql by a factor of 8 is -0.053 (very weak, below 0.5). 

According Singgih Santoro (2004), that the distribution of the variable component matrix shows that 

there is the form factor. While the figures in the table is the factor  loading  matrix component shows a large 

correlation between a variable with factors there. Rotated component matrix shows the distribution of the more 

real variables, Table 6 below shows the change in the value of the variable. 

 

From Table 6 above, can be explained for example we take the variable organic dragon fruit flavors 

(Ql), the greatest factor loading is on factor 2 with the value of 0.736, it means organic dragon fruit flavors are 

at a factor of 2. Therefore the 22 variables above, reduced to eight factors, namely: 

1. The first factor consists of: Consumer Habits in Eating Organic Dragon Fruit, Respondent 

Confidence in Eating Organic Dragon Fruit, Respondents Perception in Eating Organic Dragon 

Fruit, Respondents experience in Eating Organic Dragon Fruit.  

2. The second factor consists of: Organic Dragon Fruit Flavour, Aroma Organic Pitaya, Dragon 

Fruit Size Organic, Organic Skin Pitaya, Dragon Fruit Organic Resilience.  

3. The third factor consists of: The influence of the family in Eating Organic Dragon Fruit, Influence 

Others in Eating Organic Dragon Fruit, Influence Sellers in Eating Organic Dragon Fruit.  

4. The fourth factor consists of: dragon fruit price Organic, Healthy Lifestyle Trend, Affordability 

Location to Obtain Organic Pitaya, Dragon Fruit Organic Ease of Getting.  

5. The fifth factor consists of: dragon fruit price Conformance to the Health Benefits of Organic, 

Organic Dragon Fruit Price Competition.  

6. The sixth factor consists of: Promotion of Organic Pitaya, Dragon Fruit Organic Direct 

Marketing.  

7. Seventh factor consisted of: age in Eating Organic Dragon Fruit.  

8. Eighth factor consists of: Services provided by the Seller to the Customer. 
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According Singgih Santoro (2004), that the distribution of the variable component matrix shows that 

there is the form factor. While the figures in the table is the factor  loading  matrix component shows a large 

correlation between a variable with factors there. Rotated component matrix shows the distribution of the more 

real variables, Table 7 below shows the change in the value of the variable. 

 

From table 7 above, can be explained that the diagonal factor of 1 to 8 was obtained (0.426; 0505; 

0.525; 0.476; 0.552, -0.28, 0.415, -0.560). Number with a minus sign (-) indicates the direction of the 

correlation, while the diagonal which shows a figure below 0.5 which indicates the presence of other 

components contained in each of the factors that have a higher correlation. Therefore, there are three factors 

whose value is above 0.5, namely: a factor of 2 (0.505), factor 3 (0.525), and a factor of 5 (0.552). 

 

3.2. Interpretation of factors that have formed 

If factor and rotation has been performed, the next step is to interpret the factors that have been 

formed. This is done in order to represent the member variables of these factors. Giving the name of each 

factor is determined based on the variables in it (Hasan & Saputro, 2007). Based on the results of these studies 

it is known that psychological factors, products, social, distribution, pricing, promotion, and greatly affect the 

individual consumer.  

Important part of the consumer buying process is Psychological Factors, Kotler (2000) states that the 

consumer into buying a product can be affected by several things: motivation, perception, experience and 

confidence. Based on the analysis of these factors can be concluded that consumers in buying organic dragon 

fruit has a variety of reasons but the determining factor of consumer psychology into their buying decisions 

determining the dragon fruit. 

 

IV. CONCLUSION  
Based on the above analysis of marketing research are modeling the factors that influence consumers 

in deciding to buy organic dragon fruit, so it can be concluded that there are eight most influential factor for 

determining consumers to buy organic dragon fruit, namely: 

 Psychological factors consist of the variable: Consumer Habits in Eating Organic Pitaya (FL = 0.427), 

Respondent Confidence in Eating Organic Pitaya (FL = 0.658), Respondents Perception in Eating 

Organic Pitaya (FL = 0.725), the Respondents Consuming Experience Organic Dragon Fruit (FL = 

0.649).  

 Product factors consists of several variables: Organic Dragon Fruit Flavour (FL = 0.736), Dragon 

Fruit Aroma Organics (FL = 0.775), Organic Dragon Fruit Size (FL = 0.738), Organic Dragon Fruit 

Leather (FL = 0.730), Resilience Dragon Fruit organic (FL = 0.490).  

 Social factors consists of several variables: The influence of the family in Eating Organic Pitaya (FL = 

0.587), Influence of Others in Eating Organic Pitaya (FL = 0.468), Effect of Seller in Eating Organic 

Pitaya (FL = 0.479).  

 Distribution factor consists of several variables that include: Organic Dragon Fruit Price (FL = 0.627), 

Healthy Lifestyle Trend (FL = 0.648), Affordability Location to Obtain Organic Pitaya (FL = 0.678), 

Ease of Getting Organic Pitaya (FL = 0.705).  

 Price factor consists of several variables that include: Dragon Fruit Organic Conformity Price on 

Health Benefits (FL = 0.490), Organic Dragon Fruit Price Competition (FL = 0.497).  

 Factors Promotion consists of several variables that include: Promotion of Organic Organic Pitaya (FL 

= 0.425), Direct Marketing Organic Organic Pitaya (FL = 0.570).  

 Individual factors consist of variables: age in Eating Organic Pitaya (FL = 0.479).  

 Service consists of variable factors: Services provided by the Seller to the Customer (FL = 0.692). 
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I. INTRODUCTION  
The Nanomaterials doped with optically active luminescence centers create new opportunities for 

luminescence research and also for the application of nanometer-scale structured materials. Doped II–VI 

semiconductors like ZnS:Cu, CdS:Mn, etc have been intensively investigated with new luminescence centers 

[1–3]. Cadmium sulfide is an important semiconducting material that has attracted much interest owing to 

their unique electronic and optical properties, and their potential applications in solar energy conversion, 

photoconducting cells, non-linear optics and heterogeneous photocatalysis [4, 5]. The extended  life time  of  

charge carriers  as  observed  in  Mn  doped  CdS,  for  example,  could  be  advantageous  to  improve  the 

performance  of  solar  energy  conversion systems.  When doping  with  Mn,  for  example,  the  photoinduced 

electrons  in  the  conduction  band  of  CdS  are  transferred  to  the Mn 4T1 state,  which  temporarily  traps  

the  electrons  and  prevents recombination  with  holes  or  oxidized  electrolyte  species [7]. Mn2+ doped CdS 

NPs are interesting because of the fact that Mn2+ ions provide good traps for the excited electrons, which give 

rise to their potential use in nonlinear optics, electronic and optoelectronic devices [8-10]. Many literatures 

from different groups have reported the optical properties of various doped nanocrystals and the potential 

application of these luminescent materials. Today, various transition metal ions and rare-earth ions as 

impurities doped in CdS nanocrystalline materials have many interesting optical properties [11-15]. 

Previous works have shown that large quantities of nanomaterials were prepared by various methods 

artificially. Optoelectronic properties, particle sizes, and morphologies of nanomaterials have a close relation 

to preparation conditions. Appropriate preparation methods should be utilized according to the demands for 

different applications. Nanocrystalline CdS, CdTe, CdSe, ZnSe and PbS have been synthesized by a variety of 

methods including precipitation, sputtering, electrochemical deposition and inverse micelles. A reduction in 

the particle size strongly influences the crystallinity, melting point and structural stability. In the present work, 

Ce and Mn co-doped CdS nanoparticles were prepared via cost effective, facile chemical co-precipitation 

method at room temperature and the structural, morphological, chemical composition and luminescent 

properties of these nanoparticles were investigated. 

 

II. EXPERIMENTAL 
All the chemicals used were of analytical reagent grade and used without further purification. 

Undoped CdS, cerium (Ce) (2 at.%) and manganese (Mn) (0, 2, 4 and 6 at.%) co-doped CdS nanoparticles 

were prepared by a simple chemical co-precipitation method with biocompatible polyvinylpyrrolidone (PVP) as 

a capping agent. The reactants were CdCl2, CeCl3.7H2O (2at. %), MnSO4.H2O, Na2S and polyvinylpyrrolidone 

(PVP).  Ultrapure de-ionized water was used as the reaction medium in all the synthesis steps. In a typical 

Abstract: Mn, Ce co-doped CdS nanoparticles were prepared by chemical co-precipitation method at 

room temperature. The prepared samples were characterized by X- ray diffraction (XRD), scanning 

electron microscopy (SEM), energy dispersive analysis of X-rays (EDAX), photoluminescence (PL) and 

high resolution Raman spectroscopic techniques. X-ray diffraction studies showed that the diameter of 

the particles was around 10-12 nm. Broadened XRD peaks revealed the formation of nanoparticles with 

wurtzite structure. The Raman spectra of undoped and Mn, Ce ions co-doped CdS nanoparticles showed 

longitudinal optical mode. Compared with the 1LO and 2LO Raman modes (296 and 590 cm
-1

) of 

undoped CdS nanoparticles, the Raman modes of Mn, Ce co- doped CdS nanoparticles were slightly 

shifted towards lower frequency. PL spectra of the samples showed remarkable enhancement in the 

intensity upon doping. 

Keywords: Chemical synthesis, Nanoparticles, Photoluminescence, Raman spectra, XRD 
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synthesis, desired molar proportions of CdCl2, CeCl3.7H2O (2at.%) and MnSO4.H2O (0,2,4 and 6 at.%) each in 

50 ml were dissolved in ultrapure de-ionized water. An appropriate amount of capping agent PVP was added 

to control the growth of the nanoparticles during the reaction. Later stirring the solution for 60 min, Na2S 

solution was drop wisely added to the solution at room temperature under constant stirring which was 

continued for four hours to get fine precipitation. The obtained precipitate was washed with de-ionized water 

several times. Finally, the powders were vacuum dried for 3 hours at 80 0C to obtain Ce, Mn co-doped CdS 

nanoparticles. Undoped CdS nanoparticles were synthesized by the same procedure.  

 

III. CHARACTERIZATION 
The as synthesized nanopowders were characterized by studying the structure, composition, surface 

morphology and optical properties.  The X-ray diffraction patterns of the samples were collected on a Rigaku D 

X-ray diffractometer using Cu-Kα radiation (λ=1.5406A°). The morphology and elemental composition of the 

prepared samples were analyzed through EDAX using Oxford Inca Penta FeTX3 EDS instrument attached to a 

Carl Zeiss EVO MA 15 scanning electron microscope. Photoluminescence spectra was recorded in the 

wavelength range of 400–650 nm using a PTI (Photon Technology International) Fluorimeter with a Xe-arc 

lamp of power 60 W and an excitation wavelength of 320 nm. Raman Spectroscopic studies of the as prepared 

samples were carried out using a LabRam HR800 Raman Spectrometer. 

 

IV. RESULTS AND DISCUSSION 
 

4.1. Structural Analysis 

Fig. 1 represents the XRD patterns of undoped CdS and Ce, Mn co-doped CdS nanoparticles. The 

broadening of peaks indicates that particles are in the nanosize regime. The XRD pattern shows (100), (002), 

(101), (102), (110), (103) and (112) planes of wurtzite CdS corresponding to JCPDS File No. 41-1049. The 

planes (110), (103) and (112) clearly distinguish the wurtzite structure of the Mn doped CdS NPs. The 

intensity of the plane (102) is very low and this intensity increases as the doping concentration of Mn2+ 

increases. The increased intensity of the plane (102) in doped CdS may be due to increased crystallinity in this 

plane on doping [16]. The low intensity in undoped system may be due to imperfection or due to the strain or 

low crystallinity in the crystals [16]. In the diffraction patterns, peak broadening is due to four factors: 

deformation of the lattice, crystalline domain size, crystalline faults and domain size distribution [16]. From 

the XRD spectra it was also observed that no diffraction peaks corresponding to the impurity phases were 

detected and this rule out Ce or Mn precipitation or secondary phases. The average particle size calculated by 

Debye Scherrer’s equation [a] for Ce, Mn co-doped CdS nanoparticles lies in the range of 10-12 nm. 

 

                                                                                                                                    ------------------ [a] 

 

Where, D is the average particle size and βhkl is full width at half maximum of the XRD peak expressed in 

radians and θ is the position of the diffraction peak. The average particle size of the samples was calculated by 

Debye Scherrer’s equation [a]. 

 

4.2.  Morphological and Compositional Analysis 

Fig. 2 shows the morphology of Ce, Mn co-doped CdS nanoparticles. Figures 2(a), 2(b), 2(c), 2(d) and 

2(e) show the SEM images of pure CdS, CdS: Cex, Mny (x=2%, y=0%, 2% and 4%, 6%) respectively. SEM 

images showed the agglomerated nanoparticles of the prepared samples.  

The chemical composition analysis of the Ce, Mn co-doped CdS nanoparticles was done using the 

EDAX technique. The EDAX spectra of the CdS: Ce, Mn nanoparticles shown in Fig. 3 confirms the effective 

doping of Ce and Mn. Figures 3(a) , 3(b), 3(c), 3(d) and  3(e) shows the EDAX spectra of  pure CdS, CdS: Cex, 

Mny (x=2%, y= 0%, 2%, 4%, 6%) respectively, confirmed that the samples were composed of Cd, Ce, Mn and 

S elements in desired composition and without any impurities. 

 

4.3.  Photoluminescence Studies 

Fig. 4 shows the PL spectra recorded at room temperature with an excitation wavelength of 390 nm 

for pure CdS, Ce (2%) and Mn (0, 2, 4 and 6 at. %) co-doped CdS nanoparticles. High intense peaks centered 

at 450 nm are assigned to band edge emission of CdS nanocrystallites.  The peaks of the CdS nanocrystallites 

doped with Ce3+ ions were almost the same as those of the pure CdS nanocrystallites. However, the 

fluorescence intensity of the CdS nanocrystallites doped with Ce3+ ions is about 6 times of that of CdS 
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nanoparticles. The broad peak located around 605 nm may be arises from sulphur sites and the Mn2+ 

luminescence is caused by emission from the first excited state 4T1 to the ground state 6A1 [17-18]. An 

additional red-shifted emission feature is observed with increase in Mn2+ concentration. Mn2+ pairing has also 

been observed in Zn2SiO4:Mn
2+

 [19]. There are however a few reports on Mn
2+

 pairing in CdS: Mn 

nanoparticles and Chory et al.[20] were the only group reporting a red (640 nm) luminescence from CdS: Mn 

nanoparticles. Present studies show that, the enhanced luminescence properties of the PVP capped CdS: Ce, 

Mn nanoparticles that continued upto Mn (4 at.%) and a decrease in luminescence is observed at Mn (6 at.%). 

The red luminescence is attributed to Mn2+ pairing effect due to high concentration of Mn2+ and Ce3+ in CdS 

host lattice. 

 

4.4.  Raman Spectroscopy 

Raman spectra of the undoped and Ce (2 at. %) and Mn (0, 2, 4 and 6 at. %) co-doped CdS 

nanoparticles in the frequency range 200 - 700 cm-1 are  shown in  Fig. 5. The Raman spectrum of bulk CdS 

exhibits the first longitudinal optical phonons (1LO) peak at 304 cm-1 and the second longitudinal optical 

phonons (2LO) peak at 600 cm-1[21]. The Raman spectrum of undoped CdS nanoparticles exhibited strong but 

broad peaks at 296 and 590cm-1 corresponding to 1LO and 2LO optical phonons, respectively. The frequency 

shift of the Raman bands towards lower frequency could be due to large surface to volume ratio.  In the case of 

large surface-to-volume ratio, surface scattering contributes more to the Raman signal than volume scattering. 

The frequency shifts of the 1LO and 2LO modes observed in the present samples may be attributed to a smaller 

size and larger surface-to-volume ratio compared with that of the undoped CdS. Another possible reason for 

the Raman shift is that the ionic radius of Ce3+ is higher than that of Cd2+. Lattice defects are introduced or 

intrinsic host lattice defects are activated when Ce3+ and Mn2+ ions are incorporated. The Ce3+ and Mn2+ ions 

tend to occupy substitutional cationic sites resulting in host lattice defects. Further, no additional Raman modes 

due to Ce and Mn impurities were observed in Ce and Mn co-doped CdS nanoparticles. This revealed the 

absence of impurity phases in the prepared nanopowder samples. 

 

V. FIGURES  

 
Fig.1. XRD patterns of undoped CdS and Ce, Mn co-doped CdS nanoparticles 
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Fig. 2. SEM images of CdS: Ce, Mn nanoparticles. (a) Pure CdS, (b) Ce=2%, Mn=0%, (c) Ce=2%, Mn=2%, 

(d) Ce=2%, Mn=4% and (e) Ce=2%, Mn=6% 
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Fig. 3. Representative EDS spectrum of Ce, Mn co-doped CdS nanoparticles. (a) Pure CdS, (b) Ce=2%, 

Mn=0%, (c) Ce=2%, Mn=2%, (d) Ce=2%, Mn=4% and (e) Ce=2%, Mn=6%. 
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Fig. 4. Photoluminescence spectra of undoped and Ce, Mn co-doped CdS nanoparticles. 

 

 
Fig. 5. Raman spectra of undoped CdS and Ce, Mn co-doped CdS nanoparticles 

 

VI. CONCLUSION  
In summary, Ce and Mn co-doped CdS nanoparticles have been successfully synthesized by chemical 

co-precipitation method at room temperature. X-ray diffraction (XRD) measurements showed that the Ce, Mn 

co-doped CdS nanoparticles have a wurtzite structure. The morphology and composition of CdS: Ce, Mn 
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nanoparticles were successfully studied by scanning electron microscopy (SEM) and energy dispersive X-ray 

spectroscopy (EDAX) respectively. The luminescence peak of CdS nanoparticles is centered at 450 nm and is 

enhanced to 6 times by doping with Ce3+ ions. The emission peaks of CdS: Ce, Mn nanoparticles are observed 

at 450 nm and broad emission peak around 610 nm are enhanced effectively that of undoped CdS 

nanoparticles with a red shift. Undoped CdS showed Raman peaks at 296 and 590 cm-1correspond to the 1LO 

mode and 2LO mode of the samples showed a slight red shift and asymmetric broadening indicating phonon 

confinement effects.  
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I. INTRODUCTION  
Recent societal shift toward sustainable consumption and growth applied to civil infrastructure 

systems requires the construction materials to be designed and used with utmost attention to their durability 

and long term response. A majority of design codes and specifications use the compressive strength of concrete 

as the main criterion for design of concrete structures. Mechanically properties which are functions of porosity 

could to some extent provide indications of the transport properties of concrete , however they are not valid 

criteria for overall durability performances. Major transport properties of concrete are permeation, diffusion 

and absorption through which the aggressive media penetrate into the bulk of concrete and may cause gradual 

degradation. Pozzolanic materials including silica fume, fly ash, slag, and metakaolin have been used in recent 

decades for developing high performance concrete with improved workability, strength and durability.  The use 

of supplementary cementitous materials (SCMs) is fundamental in developing  low cost construction materials 

for use in developing countries. Concrete is the most widely used and versatile building material which is 

generally used to resist compressive forces. By addition  of some pozzolanic materials, the various properties of 

concrete viz, workability,  durability,  strength, resistance to cracks and permeability can be improved. Many 

modern concrete mixes are modified with addition of admixtures, which improve the microstructure as well as 

decrease   the calcium hydroxide concentration by consuming it through a pozzolanic reaction. The subsequent 

modification of the microstructure of cement composites improves the mechanical properties, durability and 

increases the service-life properties. When fine pozzolana   particles   are dissipated in the paste, they generate 

a large number of nucleation sites for the precipitation of the hydration products.  Therefore, this mechanism 

makes paste more homogeneous. This is due to the reaction between the amorphous silica of the pozzolanic 

and calcium hydroxide, produced during the cement hydration reactions (Sabir    et al. 2001, Rojas and Cabrea 

2002, Antonovich and Goberis 2003). In addition, the physical effect of the fine grains allows dense packing 

within the cement and reduces the wall effect in the transition zone between the paste and aggregate. This 

weaker zone is strengthened due to the higher bond   development    between    these    two    phases,    

improving    the    concrete   microstructure and properties.  In  general,  the  pozzolanic  effect depends not 

only on the pozzolanic  reaction,  but  also  on  the  physical  or  filler  effect  of  the  smaller  particles  in  the   

mixture. Therefore, the addition of pozzolanas to ordinary portland cement (OPC) increases its mechanical  

strength  and  durability  as  compared  to  the  referral  paste,  because  of  the interface  reinforcement.  The  

physical  action  of  the  pozzolanas  provides  a  denser,  more  homogeneous and uniform paste. Silica  fume  

is  a  by product  resulting  from  the  reduction  of  high  purity  quartz  with  coal or coke  and  wood  chips  

in  an  electric  arc  furnace  during  the  production  of  silicon  metal or silicon alloys. Silica fume is known to 

Abstract: One of the approaches in improving the durability of concrete is to use blended cement 

materials such as fly ash, silica fume, slag and more recently, metakaolin.. This study presents the results 

of different mechanical properties of concrete such as compressive strength, split tensile strength and 

flexural concrete by partially replacing cement with metakaolin and silica fume. The replacement of 

metakaolin is varied from 10%, 15%, 20% and  25% and silica fume from 6%, 8% and 10%. The property 

of concrete in fresh state, that is the workability is also studied during the present investigation.The 

optimum doses of silica fume and metakaolin in combination were found to be 6% and 15% (by weight) 

respectively, when used as part replacement of ordinary Portland cement.  

Keywords: Silica fume, metakaolin, OPC, Compressive strength, Flexural strength, Split Tensile 

Strength, Load Deflection RC Beam  
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improve both the mechanical characteristics and   durability of concrete. The principle physical effect of silica 

fume in concrete is that of filler,   which because of its fineness can fit into space between cement grains in the 

same way that   sand  fills  the  space  between  particles  of  coarse  aggregates  and  cement  grains  fill  the  

space between sand grains.  As for chemical reaction of silica fume, because of high  surface  area and high 

content of amorphous silica in silica fume, this highly active pozzolan reacts more quickly than ordinary 

pozzolans. The use of silica fume in concrete has engineering potential   and economic advantage.Metakaolin 

is another pozzolanic materials which is manufactured from selected kaolins,   after refinement and calcination 

under specific conditions. It is a highly efficient pozzolana and reacts rapidly with the excess calcium 

hydroxide resulting from OPC hydration, via a pozzolanic reaction, to produce calcium silicate hydrates and 

calcium aluminosilicate hydrates.  It  is  quite  useful  for  improving  concrete  quality,  by   enhancing 

strength and reducing setting time, and may thus prove to be a promising material for manufacturing high 

performance concrete.Both the Silica fume and Metakaolin are useful pozzolanic materials. In the present 

work, the results of a study carried out to investigate the effects of combination of these two materials on 

strength and workability of concrete are presented.  The referral concrete M30 was made using 53 grade OPC 

and the other mixes were prepared by replacing part of OPC with Silica Fume and Metakaolin. The 

replacement levels were 0%, 6%. 8% and 10% (by weight) for Silca Fume and 0%, 15%, 20% and 25% (by 

weight) for Metakaolin. 

 

II. MATERIALS AND THEIR PROPERTIES  
1 .Materials:  

1.1. Cement: Cement in general can be defined as a material which posses very good adhesive and cohesive 

properties which make it possible to bond with other material to form compact mass. As Shown in table 1. 

Table 1 

Physical properties of OPC. Chemical Properties of OPC 

Properties Chart Result Properties Chart Result 

Fineness (Sp.Surface )  348 m2  / Kg % Soluble Silica 21.3 

Specific gravity 3.15 % Alumina 5.2 

Comp. Strength -7 days  16.25 MPa % Iron Oxide 3.7 

Comp. Strength – 28 days 25.0 MPa % Lime 63.9 

Initial setting Time  40 min % Magnesia 0.7 

Final Setting Time  205 min % Insoluble Residue 0.9 

Soundness (Le-Chatlier Exp.)* 1.0mm % So3 2.2 

 

1.2. Fine Aggregate (FA):- The aggregate which is passing through 4.75 mm sieve is known as fine 

aggregate. Locally available river sand which is free from organic impurities is used. Sand passing through 

4.75 mm sieve and retained on 150 micron IS sieve is used in this investigation. For the casting, locally 

available river-sand, free from silt and organic matters was procured and used. The particle size of fine 

aggregate used in this study was such a way that it passed through 4.75 mm sieve conforming to zone II of 

IS:383-1970. 

 

Table  2 

The Physical Properties of Fine Aggregate 

Property Value 

Specific Gravity 2.65 

Fineness Modulus 3.75 

Bulk Density  15.90 kN/m3 

Grading Zone-II 

 

1.3. Coarse Aggregate (CA):- The coarse aggregate used in the investigation is 20mm down size crushed 

aggregate and angular in shape. 
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Table 3 

Physical Properties of Coarse Aggregate 

Property Value 

Specific Gravity  2.7 

Bulk Density 16.05 kN/m3 

Water absorption 0.66% 

Flakiness index 13.88 

Elongation index 21.24 

Crushing value 2.42 

Impact value 16.1 

 

1.4. Water (IS 456-2000):- Water used for both mixing and curing should be free from injurious amount of 

deleterious materials. Potable water is generally considered satisfactory for mixing and curing concrete. In the 

present work potable tap water was used.  

 

1.5. Silica Fume:- Silica fume is also referred to as micro silica or condensed silica fume, but the term 

„silica fume‟ has become generally accepted. It is a by-product of the manufacture of silicon and ferrosilicon 

alloys from high-purity quartz and coal in a submerged-arc electric furnace. The escaping gaseous SiO 

oxidizes and condenses in the form of extremely fine spherical form of amorphous silica (SiO2); hence, the 

name silica fume. Physical & chemical properties as shown in table 4 and 5. 

 

Table 4 

Physical Properties of Silica Fume 

Colour Varies from white or pale-grey to a dark grey. 

Specific gravity 2.2 

Specific surface Area  About 20000/kg approx. 10 times more than Portland cement 

Particle size  Mostly fine spheres with a mean dia of 0.1 micron 

Bulk loose density 230 – 300 kg/m3 

 

Table 5 

Chemical composition of Silica Fume 

Constituents Percent 

Sio2 90 – 96 

Al2o3 0.5 – 0.8 

Mgo 0.5 – 1.5 

Fe2o3 0.2 -  0.8 

Cao 0.1 –  0.5 

Na2o2 0.2 – 0.7 

K2o 0.4 – 1.0 

C 0.5 – 1.4 

S 0.1 -  0.4 

 

1.6. Metakaolin: Metakaolin is another pozzolanic materials which is manufactured from selected kaolins,   

after refinement and calcination under specific conditions. The Metakaolin was sieved and the fraction passing 

100µ IS sieve was used in the experiments.The physical and chemical properties of metakaolin shown in Table  

6 and 7. 

Table 6 

Physical properties of Metakaolin 

Appearance Off white powder 

Specific gravity 2.4 – 2.6 

Density 2640 kg/m3 

Brightness 76% 

Particle size 12µm 

Residue on 375 mesh Max 0.5% 

fineness 15000 – 30000 m2/kg 
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Table 7 

Typical Chemical Composition of Metakaolin 

   Item % by weight 

Sio2(%) 51.52 

Al2o3 40.18 

Fe2o3 1.23 

Cao 2.0 

Mgo 0.12 

Na2o 0.08 

K2o 0.53 

Loss on ignition 0.91 

 

2. Casting & Curing: 

For each mix the standard size of (150mm x 150mm x 150mm) cube moulds, standard size of 

(100mm dia x 200mm height) cylinder moulds, standard size (100mm x 100mm x 500mm) prisms, modal RC 

beams of size (700mm x 150mm x 150mm) are casted. Cube, cylinder, prism and beam moulds are made up of 

cast iron for casting. Before pouring the fresh concrete into these moulds, an engine oil is applied in thin layers 

to the inner surfaces of moulds in order to prevent the sticking of concrete to mould. These specimens are 

allowed to set in the mould for 24 hours, after 24 hours these specimens are de-moulded and were kept under 

wet conditions by immersing them in water continuously for 7 and 28 days for cubes & Cylinders, 28 days for 

prisms, beams. 

 

III. RESULTS & DISCUSSIONS 
The compressive strength of the cubes, the split tensile strength of the cylinders, the flexural strength 

of the prisms, at different ages and different silica fume and metakaolin combination are presented in Table. 

The slump values and compaction factor of the different mixes are also included. 

Table 8 
Replacement level (%) Slump  

in mm 

Compaction 

Factor Silica fume replacement (%) Metakaolin replacement (%) 

0 0 58 0.80 

6 10 61 0.82 

8 10 66 0.84 

10 10 63 0.83 

6 15 59 0.91 

8 15 61 0.87 

10 15 62 0.90 

6 20 54 0.81 

8 20 57 0.82 

10 20 57 0.82 

6 25 52 0.80 

8 25 51 0.81 

10 25 53 0.81 
 

 Table 9 

Replacement level (%) Compressive Strength N/mm2 

Silica fume  Metakaolin  7 Days 28 Days 

0 0 21.25 38.85 

6 10 23.86 39.0 

8 10 20.86 37.75 

10 10 18.66 35.75 

6 15 32.77 46.29 

8 15 28.23 43.96 

10 15 23.82 42.58 

6 20 31.11 41.34 

8 20 27.88 40.80 

10 20 21.71 40.75 

6 25 31.27 39.44 

8 25 20.70 39.05 

10 25 17.28 37.13 
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Graph 1: Compressive strength at 7 and 28 Days of age at 0%, 6%, 8%, 10% and 0%, 10%, 15%, 20%, 25% of 

Silica Fume and Metakaolin  

 

Table 10 

Replacement level (%) Split tensile  Strength N/mm2 

Silica fume  Metakaolin  7 Days 28 Days 

0 0 2.16 2.82 

6 10 0.64 1.87 

8 10 0.76 1.31 

10 10 0.63 1.53 

6 15 1.35 2.97 

8 15 1.25 2.59 

10 15 0.96 2.41 

6 20 0.96 1.27 

8 20 0.87 0.98 

10 20 1.06 1.20 

6 25 0.55 1.21 

8 25 0.46 1.01 

10 25 0.45 1.02 

 

 
 

Graph 2: Split Tensile strength at 7 and 28 Days of age at 0%, 6%, 8%, 10% and 0%, 10%, 15%, 20%, 25% of 

Silica Fume and Metakaolin 
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Table 11 

Replacement level (%) Flexural  Strength N/mm2 

Silica fume  Metakaolin  7 Days 28 Days 

0 0 4.2 6.11 

6 10 3.56 4.09 

8 10 3.58 4.25 

10 10 3.89 4.02 

6 15 5.55 7.0 

8 15 4.77 5.95 

10 15 4.25 5.71 

6 20 4.61 4.96 

8 20 3.91 5.03 

10 20 3.73 4.43 

6 25 2.21 3.34 

8 25 2.12 3.60 

10 25 2.16 3.20 

 

 
 

Graph 3: Flexural  strength at 7 and 28 Days of age at 0%, 6%, 8%, 10% and 0%, 10%, 15%, 20%, 25% of 

Silica Fume and Metakaolin 

 

The various mixes OF M30 grade with silica fume and metakaolin partially replaced with cement are 

designated as follows for beams; 

CVC  Conventional Concrete  

M1 S.F. 6% & M.K. 10%  

M2 S.F. 8% & M.K. 10%  

M3 S.F. 10% & M.K. 10% 

M4 S.F. 6% & M.K. 15% 

M5 S.F. 8% & M.K. 15% 

M6 S.F. 10% & M.K. 15% 

M7 S.F. 6% & M.K. 20% 

M8 S.F. 8% & M.K. 20% 

M9 S.F. 10% & M.K. 20% 

M10 S.F. 6% & M.K. 25% 

M11 S.F. 8% & M.K. 25% 

M12 S.F. 10% & M.K. 25% 
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Graph 4 : Load Vs Deflection for CVC RCC beam 

and M1 beam 

  

 
Graph 5 : Load Vs Deflection for CVC RCC beam 

and M2 beam 

 
Graph 6 : Load Vs Deflection for CVC RCC beam 

and M3 beam 

 
Graph 7 : Load Vs Deflection for CVC RCC beam 

and M4 beam 

 

         
Graph 8: Load Vs Deflection for CVC                              Graph 9: Load Vs Deflection for CVC 

RCC beam and M5 beam                                                  RCC beam and M6 beam
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Graph 10: Load Vs Deflection for CVC RCC beam 

and M7 beam 

 

 
Graph 11: Load Vs Deflection for CVC RCC beam 

and M8 beam 

 

 
Graph 12: Load Vs Deflection for CVC RCC beam 

and M9 beam 

 

 
Graph 13: Load Vs Deflection for CVC RCC beam 

and M10 beam 

 

 
Graph 14: Load Vs Deflection for CVC RCC beam 

and M11 beam 

 

 
Graph 15: Load Vs Deflection for CVC RCC beam 

and M12 beam
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VI.   CONCLUSIONS  

Following observations have been made from the study of using silica fume and metakaolin in 

concrete: 

  The 28 day Compressive strength increases with increase in percentage of metakaolin while in case of 

slica fume strength increases upto 15% replacement level and then starts decreasing. And the 7 day 

compressive strength of concrete generally decreases with the increasing Metakaolin content at all the 

Silica fume contents. 

  Split tensile strength in Silica fume (6, 8, 10) and  10 % Metakaolin content is found to be 0.64, 0.76, 

0.63. In this case after days curing the strength has increased more than 7 days curing. 

  Similarly in case of Split Tensile strength of Silica fume (6, 8, 10) and 15%, 20%, 25% Metakaolin 

contents.   

  In Split Tensile Strength, the difference between 7 days strength and 28 days strength is large.  

  The concrete mixes developed flexural strength of 3.89, 5.55 and 4.61, 2.21 N/mm2 in 7 days with the 

metakaolin replacement of 10%, 15%, 20% and 25% respectively. While it achieves strength of 4.25, 

7.00 and 5.03, 3.60 N/mm2 at the age of 28 days. 

  The slump is found to decreases with increase in Metakaolin content at all the Silica fume contents 

considerably. 

  In case of RS Mix S.F (6%) M.K (10%) beams the deflection is high compared to the CVC RCC beam 

of M-30. And the load carrying capacity is low in case of RS Mix S.F (6%) M.K (10%) beams when 

compared to CVC RCC beams. 

  In case of RS Mix S.F (8%) M.K (10%) beams the deflection is low compared to the CVC RCC beam of 

M-30. And the load carrying capacity is low in case of RS Mix S.F. (8%) M.K (10%) beams when 

compared to CVC RCC beams. 

  In case of RS Mix S.F (10%) M.K (10%) beams the deflection is low compared to the CVC RCC beam 

of M-30. And the load carrying capacity is low in case of RS Mix S.F. (10%) M.K (10%) beams when 

compared to CVC RCC beams. 

  In case of RS Mix S.F (6%, 8%) M.K (15%) beams the deflection is high compared to the CVC RCC 

beam of M-30. And the load carrying capacity is high in case of RS Mix S.F. (6%, 8%) M.K (15%) 

beams when compared to CVC RCC beams. 

  In case of RS Mix S.F (10%) M.K (15%) beams the deflection is high compared to the CVC RCC beam 

of M-30. And the load carrying capacity is low in case of RS Mix S.F. (10%) M.K (15%) beams when 

compared to CVC RCC beams. In case of RS Mix S.F (6%, 8%, 10%) M.K (20%, 25%) beams the 

deflection is low compared to the CVC RCC beam of M-30. And the load carrying capacity is low in 

case of RS Mix S.F. (6%, 8%, 10%) M.K (20%, 25%) beams when compared to CVC RCC beams. 
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I. Introduction 
In computer graphics, image scaling is the process of resizing a digital image. Scaling is a non-trivial 

process that involves a trade-off between efficiency, smoothness and sharpness. As the size of an image is 

increased, so the pixels which comprise the image become increasingly visible, making the image appears 

"soft". Conversely, reducing an image will tend to enhance its smoothness and apparent sharpness.  
Apart from fitting a smaller display area, image size is most commonly decreased (or sub sampled or 

down sampled) in order to produce thumbnails. Enlarging an image (up sampling or interpolating) is generally 

common for making smaller imagery fit a bigger screen in full screen mode, for example. In “zooming” an 

image, it is not possible to discover any more information in the image than already exists, and image quality 

inevitably suffers. However, there are several methods of increasing the number of pixels that an image 

contains, which evens out the appearance of the original pixels.Pixel art scaling algorithms are image scaling 

algorithms specifically designed to up sample (enlarge) low-resolution pixel and line art that contains thin lines, 

solid areas of color rather than gradient fills or shading, and has not been anti-aliased. 

IMAGE scaling is widely used in many fields, ranging from consumer electronics to  

medical imaging. It is indispensable when the resolution of an image generated by a source device is different 

from the screen resolution of a target display. For example, we have to enlarge images to fit HDTV or to scale 
them down to fit the mini-size portable LCD panel. The most simple and widely used scaling methods are the 

nearest neighbour and bilinear techniques. 

An image size can be changed in several ways. The  Fig 1(a) is Consider to doubling the size, The 

easiest way of doubling its size is nearest-neighbor interpolation, replacing every pixel with four pixels of the 

same color in Fig 1(b). The resulting image is larger than the original, and preserves all the original detail, but 

has undesirable jaggedness. The diagonal lines of the W, for example, now show the characteristic "stairway" 

shape. Other scaling methods are better at preserving smooth contours in the image. For example, bilinear 

interpolation produces the  result in Fig 1(c).Linear (or bilinear, in two dimensions) interpolation is typically 

better than the nearest-neighbor system for changing the size of an image, but causes some undesirable softening 

of details and can still be somewhat jagged. Better scaling methods include bi cubic interpolation in Fig 1(d).For 

magnifying computer graphics with low resolution and/or few colors (usually from 2 to 256 colors) the best 

results will be achieved by hqx or other pixel art scaling algorithms. These produce sharp edges and maintain 
high level of detail. hq2x is in Fig 1(e). For scaling photos (and raster images with lots of colors) see also anti-

aliasing algorithms called super sampling. 

 

               
                (a)                              (b)                                (c)                                  (d)                        (e) 

Fig 1: Different Scaled Images (a) Original image (b) Nearest-neighbor interpolation (c) Linear 

Interpolation (d) bi cubic (e) hq2x 
 

 

Abstract:  In many Digital image processing applications, for processing of images or displaying the 

images on different size displays, they are use image scaling techniques in order to scale up/scale down 

of an image. In this paper, we are implement the 7 stage VLSI architecture at low cost with the edge 

oriented area-pixel scaling technique for achieve better image quality compared to other techniques. 

This method achieves better visual quality compared to previous methods. The seven-stage VLSI 

architecture of our image scaling processor yields a processing rate of about 200 MHz by using TSMC 

0.18- m technology. 
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According to the required computations and memory space, we can divide the existing scaling methods 

into two classes’ lower complexity and higher complexity scaling techniques. The complexity of the former is 

very low and comparable to conventional bilinear method. The latter yields visually pleasing images by utilizing 
more advanced scaling methods. In many practical real-time applications, the scaling process is included in end-

user equipment, so a good lower complexity scaling technique, which is simple and suitable for low-cost VLSI 

implementation, is needed. In this project, to be consider the lower complexity scaling techniques only. 

  In this method area-pixel model is used instead of common point-pixel model. From the original image 

it takes four pixels for calculating the one pixel of a scaled image. The modified area pixel scaling algorithm is 

used in this method for obtain better edge preservation requires two times more of computations than the 

bilinear method. 

The main goal is to achieve low cost, for that edge-oriented area pixel scaling is used in this method. In 

this design VLSI circuit is approximated and implemented at low cost.    

 

II.   Analysis of Image Scaling Technique 
 

A. Area –Pixel Model 

Instead of Common point model area pixel scaling technique performs scale-up/scale-down   

transformation by taking each pixel is treated as one small rectangle but not a point. For example A source 

image of 4 X 4 pixels is scaled up to the target image of 5 X 5 pixels. Obviously, the area of a target pixel is less 

than that of a source pixel. the number of source pixels overlapped by the current target pixel window is one, 

two, or a maximum of four. Let the luminance values of four source pixels overlapped by the window of current 
target pixel at coordinate (k,l)  be denoted as Fs(m,n), Fs(m+1,n), Fs(m,n+1) and Fs(m+1,n+1) and, respectively. 

The estimated value of current target pixel denoted as  can be calculated by weighted averaging the 

luminance values of four source pixels with area coverage ratio as  

 
Where W(m,n) ,W(m+1,n),W(m,n+1), and W(m+1,n+1) represent the weight factors of neighbouring source 

pixels for the current target pixel at (k,l).Assume that the regions of four source pixels overlapped by current 

target pixel window are denoted as A(m+1,n), A(m,n+1),and A(m+1,n+1),respectively, and the area of the 

target pixel window is denoted as Asum..The weighted factors of four source pixels can be given as  
Where Asum = A(m,n)+A(m+1,n)+ A(m,n+1)+A(m+1,n+1), 

              Let the width and height of the overlapped region Asum. be denoted as left(k,l)and top(k,l), and the width 

and height of  A(m+1,n+1) be denoted as right(k,l) and bottom(k,l). Then, the areas of overlapped regions can 

be calculated by 

[A(m,n),A(m+1,n), A(m,n+1),and A(m+1,n+1)] = 

[left(k,l)xtop(k,l),right(k,l)xtop(k,l),left(k,l)bottom(k,l),right(k,l)bottom(k,l)].                     (3) 

 

The hardware implementation of area pixel model is very difficult at low cost. It requires many 

manipulation operations like additions, multiplications, floating point operations to calculate one target pixel. 

In order to reduce this computational complexity, we implement VLSI architecture to  determine those 

necessary coordinate values efficiently and quickly 
We know that the direct implementation of area-pixel scaling requires some extensive floating-point 

computations for the current target pixel at (k,l)  to determine the four parameters, left (k,l),top (k,l),right (k,l) , 

and bottom (k,l). In the proposed process, we use an approximate technique suitable for low-cost VLSI 

implementation to achieve that goal properly. 

                                 (1) 

[W(m,n),W(m+1,n), ,W(m,n+1), ,W(m+1,n+1)] = 
            [A(m,n)/ Asum, A(m+1,n)/ Asum, A(m,n+1)/ Asum, A(m+1,n+1)/ Asum](2)]           (2) 

Where Asum = A(m,n)+A(m+1,n)+ A(m,n+1)+A(m+1,n+1) 

[A(m,n),A(m+1,n),A(m,n+1),and A(m+1,n+1)] = 

[left(k,l)xtop(k,l),right(k,l)xtop(k,l),left(k,l)bottom(k,l),right(k,l)bottom(k,l)].                      (3) 

 

We modify (3) and implement the calculation of areas of the overlapped regions as 

 

           [A’(m,n),A’(m+1,n),A’(m,n+1),A’(m+1,n+1)] 
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                            =[left’(k,l) x top’(k.,l),right’(k,l) x top’(k,l), left’(k,l)  x  bottom’ (k, l), right’ (k, l) x bottom’ 

(k, l)].                                                                                                    (4) 

 
Those left’ (k, l),top’ (k.,l),right’(k,l) and bottom’ (k, l) are all 6-b integers and given as 

[left’ (k,l), top’ (k,l),right’ (k,l) , bottom’ (k,l)]= 

Appr[left(k,l),top (k,l),right (k,l) , bottom (k,l)]                                                                              (5) 

 

Where Appr represents the approximate operator adopted in this design and will be explained in detail 

later. To obtain better visual quality, a simple low-cost edge catching technique is employed to preserve the 

edge features effectively by taking into account the local characteristic existed in those available source pixels 

around the target pixel.  

The final areas of the overlapped regions are given as 

[A”(m.n),A”(m+1,n),A”(m,n+1),A”(m+1,n+1)] 

= ([ A’(m.n),A’(m+1,n),A’(m,n+1),A’(m+1,n+1)])                                                                  (6) 

Where we adopt a tuning operator  to tune the areas of four overlapped regions according to the 

edge features obtained by edge-catching technique. By applying (6) to (1) and (2), we can determine the 

estimated luminance value of the current target pixel. Then we describe the low-cost edge-catching technique in 
detail. 

 

III.   VLSI Architechture for Edge- Oriented Image Scaling 

               Fig 2: Block diagram of VLSI architecture for Edge oriented Area Pixel scaling Method.

 

Edge oriented Area Pixel scaling method requires low computational complexity and only one line 

memory buffer, so it is suitable for low-cost VLSI implementation. Fig.2 shows block diagram of the seven- stage 

VLSI architecture for this scaling method. The architecture consists of seven main blocks: approximate module 

(AM), register bank (RB), area generator (AG), edge catcher (EC), area tuner (AT), target generator (TG), and 

the controller. Each of them is described briefly in the following subsections. 

 

A  Approximate Module 

When a source image of  SW X SH pixels is scaled up or down to the target image OF TW X TH 

pixels, the AM generates left(k,l),top(k,l),right(k,l),bottom(k,l), respectively, for each target pixel from left to 

right and from top to bottom. In this VLSI implementation n is set to 3, so each rectangular target pixel is 
treated   as  23  x 23 uniform-sized grids. It is composed two stage pipelined architecture. 

 

B Register Bank 

 In this design, the estimated value of the current target pixel is calculated by using the luminance 

values  of 2 x 4 neighbouring source pixels Fs(m -1,n),F s(m,n),Fs(m+1,n), Fs(m+2,n),  Fs(m-

1,n+1), Fs(m,n+1), Fs(m+1,n+1,),and Fs(m+2,n+1). The register bank, consisting of eight registers, is 

used to provide those source luminance values at exact time for the estimated process of current target pixel. the 
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line buffer is used to store the pixel values of one row in the source image. It has totally eight registers. When 

the controller enables the shift operation in RB, two new values are read into RB (Reg3 and Reg7) and the 

rest 6-pixel values are shifted to their right registers one by one. The 8-pixel values stored in RB will be 
used by EC for edge catching and by TG for target pixel estimating. 

 

C Area Generator 

 For each target pixel ,AG calculates the areas of the overlapped regions A’(m,n),A’(m+1,n),and 

A’(m+1,n+1).the architecture of  area generator consists of pipeline register and  4 x 4 integer multipliers. 

 

D  Edge catcher 

 
 

Fig. 3: Architecture of edge catcher 

 

E Area Tuner 

AT is used to modify the areas of the four overlapped regions based on the current local edge information 

(  and U GE provided by EC). Fig.4 shows the two-stage pipeline architecture of AT. If U GE is equal to 1, 

the upper row (row   ) in current pixel window is more important. On the contrary, if U-GE is equal to 0, the 
lower row (row n+1) is more important. finally ,the tuned areas A’’(m,n),A’’(m+1,n),A’’(m,n+1) and 

A’’(m+1,n+1) are sent to TG.  

 

Fig.4: Architecture of area tuner 
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EC implements the proposed low-cost edge-catching technique and outputs the evaluating parameter 

LA, which represents the local edge characteristic of current pixel at coordinate . Fig.3 shows the architecture 
of EC where SUB unit generates the difference of two inputs and lSUBl unit generates the two inputs’ absolute 

value of difference. The comparator CMP outputs logic 1 if the input value is greater than or equal to Winh/2. 

The binary compared result, denoted as U_GE, is used to decide whether the upper row (row n) in current pixel 

window is more important than the lower row (row n+1) in regards to catch edge features.  

 

F Target Generator 

 By weighted averaging the luminance values of four source pixels with tuned-area coverage ratio ,TG 

implements and determines the F^T(k,l).Fig.5 shows the shows the two-stage pipe line architecture of TG. Four 

MULT units and three ADD units are used . 

 
Fig.5 Architecture of target generator 

 

G  CONTROLLER 

                The controller, realized with a finite-state machine, monitors the data flow and sends proper control 

signals to all other components. In the design, AM, AT, and TG require two clock cycles to complete their 

functions, respectively. Both AG and EC need one clock cycle to finish their tasks, and they work in parallel 

because no data dependency between them exists. For each target pixel, seven clock cycles are needed to output 

the estimated value F^T(k,l). 

 

IV.   Result Analysis 
To reduce hardware cost, we adopt the low-cost technique suitable for VLSI implementation to 

perform area-pixel scaling. To verify the computational complexity, the scaling method is implemented in 

VHDL language on the 2.8-GHz Pentium 4 processor with 512-MB memory and the 520-MHz INTEL XScale 

PXA270 with 64-MB memory, respectively. Table 6.1 shows the computing time (in the unit of second) of 

enlarging image from the size of 352 x 288 to the size of 300 x 200 for the two processors. Obviously, this 

method requires less computing time than previous method, and previous method needs much longer time due to 

extensive computations. To explore the performance of quantitative evaluation for image enlargement and 

reduction, first we scale the twelve 352 x 288 test images to the size of 400 x300, and 300 x 200, respectively, 

by using this method. .Here, the output images of Edge- Oriented image scaling method are generated by the 

proposed VLSI circuit after post-layout transistor-level simulation. The output images of other scaling methods 

are all generated with software C programs. Simulation results show that this design achieves better quantitative 

quality than the previous low-complexity scaling methods.  

 

A  Simulation Results: 

The below Fig.6 shows the simulation results of the Scaled down image. Various signals involved in 

the simulation of the Scaled down image are Input Signals: blue, green, image_scaleion, imgcolumns, imglines, 

red, clk, image scaled image, Mono, processRGB, reset Output Signals: processingRGB, image_scaleing, addr, 

din,we 
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Fig.6: Simulation results of Scaled down Image 

 

The below Fig.7 shows the simulation results of the Scaled up image. Various signals involved in the 

simulation of the Scaled up image are  Input Signals: blue, green, image_scaleion, imgcolumns, imglines, red, 

clk,   image_scaledimage, Mono, processRGB, reset Output Signals: processingRGB, image_scaleing, addr, din, 

we 

 

 
Fig.7 Simulation results of Scaled up Image 
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B  RTL (Register Transfer Level) Schematic View 

 

 
Fig.8 RTL (Register Transfer Level) View 

 

Observations:  

The above Fig.8 Shows RTL view, which displays the top level Schematic symbol for the design. It is 

the integration of all sub modules as a whole. RTL view gives the various design elements and connectivity 

between them. 

 

C   Input and Output Images: 

 

(a)  Input Images 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.9 Input images (a) Fruits image of 352 x 288 pixels (b) Building image of 352 x 288 pixels 

 

To achieve the goal of low cost, the edge oriented area-pixel scaling technique is implemented with 

low-complexity VLSI architecture in this design. Here we apply images of size 352x288 as an input. 

(b) Output images: 
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 Scaled down images: 

The proposed architecture is edge oriented image scaling technique. It is adopted to preserve the image 

edge features effectively so as to achieve better image quality. Here we get scaled down images of size 300x200 
as for requirement by using this technique. 

 
Fig.10  Output Scaled Down images (a) Fruits image of 300 x 200 pixels (b) Building image of 300 x 200 

pixels 

 

Scaled up images:  

   
(a)                                                                    (b) 

 

Fig.11 Output Scaled up images (a) Fruits image of 400 x 300 pixels (b) Building image of 400 x 300 pixels 

 

V.   Conclusion 
A low-cost image scaling process is proposed in this project. The experimental results demonstrate that 

our design achieves low computational complexity and only one line memory buffer, so it is suitable for low-

cost better performances in both objective and subjective image quality than other low-complexity scaling 

methods. This scaling method requires VLSI implementation.Furthermore; an efficient VLSI architecture for the 

proposed method is presented. In this simulation, this project simulation is operates with a clock period of 5 ns 

and achieves a processing rate of 200 mega pixels/second. The architecture works with monochromatic images, 

RGB colour images easily. Finally it is implemented the image scaled up in 352x288 to 400x300 and scaled 

down in 352x288 to 300x200,and without effecting the input image. The output results show that our design 

achieves better quantitative quality than the previous low-complexity scaling methods. The simple edge 

catching technique is adopted to preserve the image edge features effectively, so it achieved better image 

quality.  
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I. Introduction 
Satellites have always played an important role in space. Their contributions for space research, 

extended global communications and surveillance have been instrumental for the advancement of the 

information age. As part of the effort to create this outer space network, satellites have evolved from simple 

transmitters to complex systems that incorporate a myriad of technologies into a single location. Cost and 

weight are always key issues for successful satellite deployment. Groups of researchers and budget-tight 

companies employ smaller and cheaper satellite solutions that are usually custom made for a specific 

application. These small satellites, such as USUsat1,shown in Fig.1.have created a constant demand for cheaper 

systems that do more with less [1]. Limitations on the size of these small satellites leave barely enough room for 

solar cells, which are necessary to power the satellite. This repeatedly impedes the placement of other external 

elements such as antennas. Without the required surface area for tropical antennas, often complex and failure 
prone antennas that must be deployed in orbit are used. This adds substantially to cost and labor hours as well as 

the potential for failure. Two solutions have arisen to mitigate the difficulty of solar cell and antenna integration. 

The first solution entails the placement of a slot antenna on the back side of the solar cell [7]. This solution has 

been proven effective if custom built solar cell antennas are assembled for small satellites, but is not viable if the 

small satellite is being built from off-the-shelf components. The second solution suggests the placement of 

meshed see-through copper antennas, such as the one seen in Fig.2, on top of the solar cell [9]. See-through 

meshed antennas are still in the early research phase, but show some promise as transparent antennas. 

This paper considers another type of transparent antenna that can be integrated on an off- the shelf solar 

panel. Indium Tin Oxide (ITO) antennas on solar cell panels. ITO antennas have been used for various types of 

antenna applications including [5], [6] and [3]. ITO has been shown to have high optical transparency while 

maintaining effective RF conductivity [5]. These properties could potentially make ITO a good candidate for the 
application of optically transparent antennas for solar cells, but many of these antennas have failed to meet 

expectations for efficiency while retaining transparency. This paper will analyze the effect of ITO materials on 

patch antenna design. The tradeoff between optical transparency and electrical conductivity will be evaluated for 

a wide range of frequencies. Methods to better predict the skin effects on patch antenna and their impact on 

antenna efficiency are also described. Another challenge for ITO and meshed patch antenna design is how to 

feed the antennas. Soldering a copper feed line to the ITO antenna melts the ITO, making the antenna worthless. 

Proximity feed, is used instead. The full understanding of that feed and its effects on efficiency gain, 

polarization and antenna matching is the second major contribution of this research. It is important to note that 

the application of transparent antenna design concepts is not limited to transparent oxides(TCOs), but can be 

applied to other emerging technologies that utilize materials with lower conductivity values, such as conducting 

fabrics. 

Abstract: This paper mainly discusses about the Transparent Antenna’s introduction, design, their 

feeding methods, the future scope and finally transition from 2D to 3D. 
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Figure1 ;USUsatl - TOROID [1] 

 
Figure 2: Meshed see-through copper antenna [16] Figure 3: Proximity coupled feed for a patch antenna 

 

II. Transparent Antenna Design 
 

1.1 ITO (Indium Tin Oxide) Antennas 
Monopole and patch antennas have been made with ITO [5]. It was found that patch antenna radiators 

are not as effective or as monopole antennas. Efficiency is controlled by how much current runs on the ITO 

imperfectly conducting antenna surface. In [5] PIFA (Planar Inverted F Antenna) was found to have a higher 

radiation resistance, because it behaves like a cavity and excites a larger current on the whole patch. The 

trapezoidal monopole requires less current to be excited on its surface and therefore is more efficient [5]. None 

of the previous designs have been placed on a solar cell. [6], [3] and [5] have found that ITO antennas optical 

transparency is inversely proportionalto the sheet resistivity and therefore ITO antennas have poor conductivity. 

This results in atradeoff between transparency and efficiency for ITO antennas for solar cell applications.  
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Chemical spray deposition, DC sputtering and RF sputtering are a few of the methods usedfor performing ITO 

deposition [3].  

 

1.2 Meshed Patch Antennas 

An alternative to antennas made of transparent materials are meshed antennas. Although theoptical 

transparency of meshed antennas is typically lower than ITO antennas, meshed antennashave higher efficiency 

and overall gain [9] 

 

 
 

Figure 4: Meshed and solid patch antennas resonant at 2.4 GHz 

 

1.3 Integrated Solar Cell Antennas 

Integrated solar cell antennas have been developed with great success. They provide virtually no 

obstruction or degradation to the solar cell and still are able to maintain high gains and radiation efficiency 
[7].The SOLANT (SOLarANTennas) design incorporates a slot antenna in the ground plane ofa solar panel [7]. 

With this design solar panels are able tofunction at their maximum capacity because the antenna blocks no light 

to the solar panel. The SOLANT design was able to achieve gains of up to 30 dBi.The integrated slot antenna 

design requires antennas to be custom fabricated, which is cost prohibitive for small satellites. 

 

III. Feeding Methods For Transparent Antennas 
 

2.1 Direct Microstrip Feed 

The direct microstrip feed is the oldest and the most traditional feeding technique that workswell when 

the antenna can be printed on a single layer. For patch antenna designs, quarter wave transformer or inset fed 

techniques have been developed to provide better matching [2].These feeding techniques do not work well with 

meshed antennas. Visible feed lines on top ofsolar cells shadow the energy generating cells. Furthermore, the 

possibility of integrating meshedprinted patch antennas onto the line feed is difficult due to the fragile and 
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unreliable bond ofmesh lines and feed. For the reasons mentioned above, alternative techniques must be 

employedfor optimally feeding of mesh antennas. 

 

2.2 Coupled Microstrip Feed 

An alternative approach to the direct feed described above is using a coupled feed. A passivefeed 

works with a rectangular patch element that is capacitive or inductively coupled to amicrostrip feed line. The 

capacitive coupling depends on the dimensions of the patch as well asthe width of the gap between the patch and 

the feed [2]. At higher frequencies, this arrangementhas very low coupling and bandwidth.Proximity fed 

antennas are a good alternative to more common direct feed methods due tothe absence of direct connection 
between the antenna and the feed line. This type of coupledfeed mitigates some difficulties between meshed 

copper bonding and frees up more solar cell areafor increased power efficiency. 

 

2.3Passive feed method for meshed microstrip patch antennas 

Recent advancements in transparent patch antenna designs have enabled the placement ofantennas 
above the surface of solar cells [9] and on transparent surfaces, such as automobilewindows [4]. Optically 

transparent antenna designs can be made of see-through meshed forms[9] or out of transparent materials such as 

Indium Tin Oxide (ITO) [8]. Much of the difficulty offeeding these antennas is attributed to the poor bonding of 

conductive materials, such as copper,to feed meshed see-through patch antennas. Furthermore, when 

implementing antenna arraysthe difficulty of feeding optically transparent microstrip patches without blocking 

the powerharvesting area of a solar cell can also be a challenge. Notwithstanding these shortcomings, aco-planar 

electromagnetically coupled passive feed method for transparent antennas can be considered.This feed is 

inexpensive and easy implementation of a feed line that can be usedtopically on solar cells or other transparent 

surfaces without blocking its light transmission. 

 

 
 

Figure 5: Radiation pattern of E-Plane in dB of a solid patchantenna fed through a passivefeed with an inductive 

configuration 
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Figure 6: Radiation pattern of E-Plane in dB of meshed patch antenna fed through a passivefeed with a 

capacitive configuration 

 

2.4 Co-planar Electromagnetically Coupled Feed 
A common configuration of a passive coupled feed is addressed as a two layer structure wherethe feed 

line is placed underneath the antenna [2]. In case of feeding antennas placed on anexisting structure such as a 

solar cell, coupled feeds must be modified to feed the antenna from its side. 

 
Figure 7: Geometry of a co-planar electromagnetically coupled feed 
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Figure 8: Direction of polarization for different rotation rectangular microstrip patches 

 

IV. Future Work 
Although this paper has mainly discussed the use of transparent antennas on solar cells, 

theapplicationfor such antennas is not limited to solar cells on small satellites. These transparentantennas can be 

also used in other areas such as windshields of cars and even as transparent circuits. The present state of TCOs 

has not matured enough to allow the implementation of TCOs in antenna design at microwave frequencies of 
100 MHz to 10GHz but can be used at frequencies above 10GHz. This work gives some guidelines and 

requirements sothat antenna engineers and material’s scientists can push the boundaries and enable the usageof 

such materials. The use of transparent TCOs can enable implementation of transparent RFcircuits for aviation, 

transportation and consumer electronics. Once TCOs are improved for useat frequencies of 300MHz to 10 GHz, 

the implementation of passive feeds will help with additional challenges such as bonding of TCOs to copper. 

Furthermore, co-planar coupled feeds can be used to feed materials that are more difficult to bond, such as the 

feeding of fabric antennas etc. 

 

V. Transparent Antennas: From 2d To 3d 
Transparent antennas are very attractive. They can be integrated with clear substrates such as window 

glass, or with solar cells to save surface areas of satellites. Transparent antennas are normally realized using 

(2D) planar structures based on the theory of patch antenna. The optical transparency can be obtained by 

fabricating meshed conductors or transparent conductors on an acrylic or glass substrate. Transparent designs 

using the meshed-conductor approach are straightforward because optical signals can pass through the opening 

of the meshes, while microwave signals can be transmitted or received by the conductors. The transparency and 

antenna property can be optimized by refining the width of the mesh. In the transparent-conductor approach, 

transparent conductive films are used as radiators. Commonly used transparent conductive films include indium 

tin oxide (ITO), silver coated polyester film (AgHT), and fluorine-doped tin oxide (FTO). A sheet resistance of 

at least 1-2 ohm/square is required to obtain an optical transmittance of around 70%. However, antennas made 

of such transparent conductor films are not efficient because of the high sheet resistance. This is one of the 
major obstacles to the widespread application of transparent antennas. 

For a long time, transparent antennas have been of planar (2D) structures. Very recently, 3D 

transparent antennas have also been developed. This is a new topic. The principle of 3D transparent antenna is 

based on the theory of dielectric resonator antenna; the resonance is caused by the whole 3D structure rather 

than a confined cavity as found in the patch-antenna case. For glass, it is usually assumed that its refractive 

index is ~1.5, giving a dielectric constant of ~ 2.25. This value is too low for a DRA to have good polarization 

purity. However, it was generally overlooked that this dielectric constant was obtained at optical frequencies 

instead of microwave frequencies. Recently, a dielectric constant of ~7 was measured for glass at 2 GHz and 

this value is sufficient for obtaining a good radiator. Since crystals are basically glass, they can also be used for 

antenna designs. It has been experimentally found that the lighting and antenna parts do not affect each other 

because they are operating in totally different frequency regions. Finally, 3D transparent antennas can be 

designed as aesthetic glass (or crystal) wares or artworks. This idea is especially useful when invisible antennas 
are needed due to psychological reasons.   
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I. Introduction  
Electromagnetic linear machine generates linear motions directly without rotation-to-translation 

conversion mechanisms, which significantly simplifies system structure and improves system efficiency. It has 

wide applications in aeronautics [1, 2], transportation [3-5], medical devices [6,7] and so on. linear electric 

motors are able to accumulate energy for the usage, When the generated force is in opposite direction as the 

suspension velocity [8]. 

One way of increasing the specific power and energy performance of these linear motors is to force the 

accumulating of magnetic energy in the working gaps of pulsed electromagnetic linear motors (LEMM) by 

retaining its anchor, which implement the principle of increasing artificially accumulated magnetic energy of 

running clearances on breakaway stage by motors loading [9]. In this breakaway stage, the anchor artificially 

creates a static reaction force (holding force HF ), which decreases abruptly to zero after the start of the 

armature. Consequently, the anchor will start moving under the influence of an increased tractive force [10, 11]. 

The Integration of the holding device of the anchor (HDOA) in the motor design in the magnetic core 

and MMF proposed in [12, 13], has allowed to simplify the design of pulse LEMM at the same time to increase 

its power and energy performance. Design parameters of both holding device of anchor and ferromagnetic guide 

housing of  pulsed LEMM have an effect on the holding force of the motor's anchor. 
 

II. Problem Statement 
Experimental research of the linear electromagnetic motor is a complicated task requiring use of 

special experimental equipment [14]. As mentioned in [15] experimental studies of such integrated LEMM 

showed that the regulation of holding force is difficult because it depends on several design parameters of the 

motor. Therefore, conducting such experimental research is not feasible (it is not practically possible) ,as such 

verification will take  a long time. 

The influence of varying the value of the holding area
HS ,which holds the anchor and creates changes 

of the holding force 
HF on breakaway stage, is the  defined and determined in [16]. The motor which has this 

design is called integrated LEMM. 

However obtained expressions in [16], do not allow us to investigate the influence of the design 
parameters of the ferromagnetic shunt during the process of pulling away the integrated LEMM anchor. The 

Abstract: This paper assess the influence of design parameters of ferromagnetic guide housing at the 

possess of pulling away the anchor from the holding device which is integrated in the design of the motor. 

The design of an integrated circuit and the equivalent magnetic circuit of the integrated LEMM on 

breakaway stage was built, mathematical models of system were laid out. An expression for its magnetic 

induction, with which you can set the beginning of saturation of the shunt, defining moment of pulling 

away anchor from the holding area. an expression is derived  for its magnetic induction, with which you 

can set the beginning of saturation of the shunt, define moment of anchor pulling away from the holding 

area, the zone of permissible combinations of cross-sectional area of the upper magnetic shunt and 

holding area, and the zone of change in the magnetic induction in the yoke at the pulling away moment of 
the motor anchor. 

Index Terms: Linear electromagnetic motor, pulling away anchor, breakaway stage, holding force, 

holding device, ferromagnetic guide housing. 
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flux magnitude of the upper shunt
ush  and its cross-section

ushS  have effect on the magnetization process and 

determine the moment when the breakaway anchor stage reaches saturation of the ferromagnetic guide housing.  

As the value 
ushS  ,especially at smaller 

ush  decreases, the shunt is saturated eventually causing 

holding force
HF , to be limited to the tractive force

stF  in the moment of pulling away motor anchor. In [17] it 

is shown that with increasing 
stF increased energy performance of pulsed LEMM is obtained. 

The purpose of this paper, is to assess the influence of design parameters of ferromagnetic guide 

housing at the possess of pulling away the anchor from the holding device which is integrated in the design of 

the motor. 

 

III. Mathematical Models System 
In such motor design, anchor on breakaway stage is held by its own magnetic field ferromagnetic guide 

housing 2 Fig.1, which is called an upper magnetic shunt relative to the upper running clearance
u . Lower 

magnetic shunt is a ferromagnetic anchor guide 3. Thus,  the LEMM in this design has two working clearances 

shunted by motor parts design - the upper and lower magnetic shunts. During operation in this LEMM with 

holding device (holding device integrated in design), both shunts saturate an eventually affect motor 

performance . In this LEMM design, holding force 
HF occurs between mating surfaces, which is formed by the 

upper part of the flat anchor 1 and the top of the inside of the ferromagnetic shunt (2) when they are in contact 

or almost in contact the gap
0 .  

 
Fig. 1: The design of an integrated circuit LEMM 

 

In such a motor design, when we connect the coil to the power supply for the first time and until the 

initial magnetic field has not yet unfolded, both the magnetic shunts are also not saturated and have small 

magnetic reluctance 
ushR  

LshR , hence 
21 ushushush RRR  . 

From the equivalent of the magnetic circuit LEMM and with neglecting the leakage flux Fig.2 which is 

corresponding to the design scheme in Fig. 1, the magnetic flux
yo  yoke 5 appears as two components: 

LLshuushyo  
   

   (1) 

these two components pass in the anchor LEMM almost entirely through the upper shunt ( 
ushR  and 

upR ), 

bypassing the upper working clearances u , which in this case have much bigger reluctance
uR

 compared to the 

reluctance of the upper branch of the 
ubR  shunt Fig.2 and the technological gap Δ: 

upushub RRR 
      

  (2) 

H

up

up
S

R
0


 

;                                 

   

upshS
R

0




                 (3) 



The Effect of Design Parameters of an Integrated Linear Electromagnetic Motor, At the Process….. 

| IJMER | ISSN: 2249–6645 |                               www.ijmer.com                        | Vol. 4 | Iss.9| Sept. 2014 | 44| 

Where 
upR , the reluctance of the air gap 

up , creates the holding force and forms mating surfaces of the upper 

shunt and the top of the anchor 1 . 

 
Fig. 2: The equivalent magnetic circuit of the integrated LEMM on breakaway stage 

 

upR  at a given moment is much smaller than shunt 
ushR

;
 due to minimal value of air gap 

up , which is selected 

in the initial state of a return spring 4 and smaller than the reluctance technological gap
R . 

Therefore, the expressions (1) and (2) can be written as: 

ushyo     ;  
ushub RR   

Then by  the  electromagnetic holding force which occurs between the upper shunt and the upper shunt 

of part anchor, the anchor  is attracted to the stationary shunt, and despite the increase of the current in the coil 

anchor it is held in this position. The magnitude of holding force
HF  in this case depends on the magnitude of 

the magnetic flux of the upper shunt
ush  and its contact area with the flat part of the anchor - (Holding area)

HS  

(in Fig.1 shows a heavy line). The magnitude 
ush  with a certain saturation induction

0B  material of the guide 

housing (upper shunt) is determined by its cross-sectional area 
ushS . Accordingly, the value of holding force 

under these conditions will be a function of two design parameters - area 
HS  and area 

ushS . 

With increasing mmf motors winding 6 on breakaway anchors stage, the magnetic flux of the upper 

shunt
ush  also increases. Thus, the holding force increases and saturates this ferromagnetic shunt, and 

reluctance
ushR begins to increase. As a result, shunt flux slowdown and a simultaneous redistribution of 

ush and 

u  occurs according to equation (1). That is, all the bulk of the flux in the yoke 
yo  in particular the flux 

component
u  extends through upper working clearance (the dotted line in Fig.1) which is represented by 

uR

element in the equivalent magnetic circuit (Fig.2), that creates additional tractive force down, acting on a 

combined anchor 1 motor. Similar processes occur in the lower shunt with the difference that it is saturated 

before the upper shunt, and the reluctance of the parasitic air gap 
pagR  Fig.2 remains unchanged when the motor 

is operated and accordingly the tractive force in the parasitic air gap is not created. 

To assess the influence of cross-sectional area
ushS  at the anchor, at the instance of pulling-away, it is 

first necessary to establish the beginning of saturation of the upper shunt. According to the magnetization curve 

schedules, and particularly at its tabulated values it is difficult to find these conditions of saturation. By an 

approximation to the magnetization curve of a magnetic steel of ferromagnetic guide housing 2 (Fig. 1), these 
conditions are defined easily. For this purpose, the magnetization curve of the material shunt in saturation parts, 

is approximated by piecewise-linear segments and each segment is represented by polynomial of a certain  

degree as in the following form: 

HBHB K 00)(            (4) 

where 
K relative permeability of the material of the magnetic shunt at the part of its saturation flux 

density corresponding to the maximum
KB , H  magnetic field strength,

m

H7

0 104    permeability of free 

space, 
0B  magnetic induction value (magnetic flux density), where saturation begins of the upper shunt. 
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Equation (4) is the equation of the line tangent to the magnetization curve at 
KBB  , corresponding to 

the maximum induction indicated by this curve. The maximum magnetic induction
KB   is usually given in the 

design of pulse LEMM [10, 18]. 

The value of 
0B  in equation (4) can be found by using power polynomial for the curve 

KBB  , when 

the magnetic field strength of the material shunt equals  zero. 

Then the magnetic flux of the upper shunt is: 

ushushKush SHB )( 00 
       

(5)
  
 

where 
ushS  is the cross sectional area of the upper shunt.  

To determine the magnetic field strength in the upper shunt 
ushH we use the equivalent circuit shown in 

Figure 2, which implies that, the upper working clearance with reluctance 
uR

 and shunt branch
ubR  both are 

under the same magnetic field strength. By KCL (when leakage flux neglected), we obtain for this section of the 

magnetic circuit the following relationship: 

uuushush LHHLH   00
       (6)                                   

where 
uH

magnetic field strength in the upper working clearance
u ,

0H  magnetic field strength in the air gap 

0 (shown as a heavy line  between the inner mating surfaces of the upper shunt and the top of the anchor 1 

Fig.1), and
ushH  magnetic field strength in the upper magnetic shunt,  

uuL    the length of the magnetic line of 

the upper working clearance, 
ushL  the length of the magnetic line of the upper magnetic shunt.  

At breakaway stage of the anchor, the magnetic field strength 
00H on the air gap

0  between the inner mating 

surfaces of the upper shunt and the top of the anchor is very small compared to the magnetic field strength on 

the upper shunt 
ushushLH

 
, therefore can be ignored. Accordingly, equation (6) can be simplified to : 

uuushush LHLH                            (7) 

The fact that 
uush LL  , result in longer  length of the magnetic field line of the upper shunt . Which results in 

magnetic field strength in the upper shunt
ushH  less than the magnetic field strength the upper working 

clearances
uH

 which has shorter magnetic field line as indicated by the following equation. 

yo

uu
u

S

B
H

00 





  

Then from equation  (7), and above relationship we got: 

ush

u

yo

u

ush

u
uush

L

L

SL

L
HH 








0

      (8) 

 Considering the length of the magnetic line of the upper working clearance 
uuL    and taking

ushL  relative to 

uL
 the following result can be obtained 

u

ush
ush

L

L
L



  ,and the relative magnitude of 

ushL  is greater than one. 

Solving equation (8) for the magnetic field strength in the material of the upper magnetic shunt 
ushH  , under the 

condition implemented in equation (1) results in the following: 









ushyo

ushyo

ushyo
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LSLS
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B
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                  (9) 

where:   

yo

ush
yo




  

  yoB   is the magnetic field density in the motor yoke  

substituting equation (9) in to (5) we obtain the following expression for 
ush : 

ush

ush

yoush

kush S
L

B
B )

)1(
( 0 


       (10)                       

Solving equation (10) for the flux density of the yoke 
yoB as a function of design parameters of the upper 

magnetic shunt results in the following: 
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                 (11)                            

where 

yo

ush
yo

S

S
S   

The expression for 
yoB  in (11) on the structure coincides with the ratio obtained in [19], and shows the 

induction value in the yoke LEMM above which the anchor will pull away from the holding area and will start 

moving. This induction in accordance with (11) depends on the cross-sectional area of the upper shunt
ushS  , its 

average length of the magnetic line
ushL , the material of the shunt (coefficient

K ), and early induction saturation

0B . Upper limit for the value
ushS is required , as any value higher than the permissible value

ushS   will not  cause 

saturation , which means that the anchor on the breakaway stage will not pull away from the holding area of the 

shunt. when the current in the coil causes saturation in the upper shunt before the yoke, then the induction in the 

upper shunt will be lower than the induction in the  yoke LEMM, so the
0BByo   or: 

          

1
0


B

Byo                                                   (12) 

Then from equation (11) under the condition implemented in equation (12) the following equation results: 

1
)1(
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ush
Kushush

ush

L
S

S



(13)                                                                                                                      

Manipulating (13) under the condition for pulling the anchor  away : 

 
)1( 









ushKush

ushush
ush

L

L
S


    

 (14)                                           

Without fulfillment of  (14), saturation of the upper shunt will not occur for any value of the current in the coil 

LEMM, and the anchor will not pull away (move). Using (14) we obtain the range of possible combinations of 

parameters 

ushS  and ush
 for given values of the parameters 

ushL  and K .  If we use steel St10 as material shunt, 

and according to [19] TB 65.10  , and 9K  ,  5.1

ushL , resulting in a simpler form , of equation (14) as 

follows: 

)1(61 









ush

ush
ushS                         (15) 

 

From the condition of the pulling away anchor from holding area:   

                              
                           (16) 

                     

 

 

 

and by using (15) we define the various zones for cross-sectional area of the magnetic shunt 

ushS  and the value 

of holding area 


HS for this case. This zone is in the form of inequality (17) as shown in Fig. 4 hatched, and the 

dotted line shows the boundary of the zone change of flux )(   Hush Sf , constructed by (16).  
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Fig. 4: change of zone cross sectional area of the magnetic shunt and its flux at the pulling away anchor moment 

when changing the values of holding area. 
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At the border of the zone, when 
yoBB 0

 the anchor will not pull away anchor from the holding device. 

By using the limitations and recommendations set out above, we obtain from (11) the dependence of the relative 

magnetic flux in the yoke LEMM at the design parameters of the shunt 

ushS  and


HS  when 9K , 5.1

ushL  and

TB 65.10  when the pulling away  of anchor happens: 

)1(60
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 (18)                                        

To do this, we express the flux ush
 through the shunt design parameter



HS  using (16) and Substituting the flux 

into (18)  we obtain: 
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Figures 5a and 5b show the change in the zones relative to the change in the magnetic induction in the yoke 

LEMM anchor at the moment of pulling away for various zones of design parameters.  

In the boundaries of these  zones a sharp increase in the induction of a yoke indicates invalid combination of 

geometrical dimensions LEMM with ferromagnetic guide housing. Also Equality 
yoBB 0

is unacceptable 

because it occurs during  the saturation of the ferromagnetic yoke and the guide housing. 

More over the tractive force of the pulse LEMM falls dawn due to the redistribution of the magnetic fluxes in 

the motor system. 
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Fig. 5: Change zone of the magnetic induction in the yoke LEMM at   the pulling away anchor moment while 

changing the design parameters 

ushS  and  

HS  

 

IV. Conclusion 
Based on a piecewise linear approximation of the magnetization curve of a ferromagnetic material of 

the guide housing (upper magnetic shunt), an expression is derived for its magnetic induction, with which you 

can set the beginning of saturation of the shunt, define moment of anchor pulling away from the holding area, 

the zone of permissible combinations of cross-sectional area of the upper magnetic shunt and holding area, and 

the zone of change in the magnetic induction in the yoke at the pulling away moment of the motor anchor. Any 
combination of these design parameters, beyond those zones, the integrated pulse LEMM doesn't work. 
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I. Introduction 
Cooling through evaporation is an ancient and effective method of lowering temperature. Both plants 

and animals use this method to lower their temperature. Trees, through the method of Eva transpiration remain  

cooler than their environment. [5] 

The principle underlying evaporative cooling is conversion of sensible heat to latent heat. The warm 

and dry outdoor air is forced through porous wall or wetted pads that are replenished with water from cooler’s 

reservoir. Due to low humidity of the incoming air some of the water gets evaporated. Some of the sensible 

heat of the air is transferred to water and become latent by evaporating some of water. The latent heat follows 

the water vapor and diffuses into the air. Evaporation causes a drop in the dry-bulb temperature and a rise in 

the relative humidity of the air. [1]- [7] 

Evaporation cooling is dependent on the condition of the air and it is necessary to determine the 

weather condition that may be encountered to properly evaluate the possible effectiveness of evaporative cooler. 

On the other hand, the amount of water vapor that can be taken up and held by the air is not constant: it 

depends on two factors: the first is the temperature of the air, which determines the potential of the air to take 

up and hold vapor. The second involves the availability of water: if little or no water is present, the air will be 

unable to take up very much amount of water. [5] 

In rural areas of India, vegetarian food is often preserved in a clay pot refrigerator. The cooling space 

is smaller clay pot inserted within a larger clay pot. The annular space between the two pots is filled with sand 

are occupied by water. Convective and radiative heat transfer from hot and dry surrounding evaporates this 

water and brings about cooling of space in the inner pot where food is kept. This slows both the respiratory 

process and activities of micro-organism which are destructive activity during storage of food. The 

mathematical model of pot in pot refrigerator using Reynolds flow model is presented by A.W. Date.  [1] 

An evaporative cooler is made up of a porous material that is fed with water. Hot dry air is drawn over 

the material. The water evaporates into the air raising the humidity and at the same time reducing the 

temperature of the air. [5] 

The different type of evaporative cooler designs under review includes pot-in-pot, cabinet, statics, and 

charcoal cooling chamber. The gap between them is either filled with jute, damp cloth, or sand .Water is 

linked to the cooler at the top, thus keeping chamber cooled. [5] 

In the literature cited above it was found that experimental analysis has not carried out by varying 

load in the inner pot, by varying proportion of sand and water in the annulus of two pots and also it was found 

that experimental analysis has not been carried out on pot in pot under forced and free convection 

environment.  

In the present study experimental investigation is carried out by varying height of the water in the 

inner pot, by varying ratio of sand to water and by varying wind speed in the range of 0 to 4.4 m/s. 

Abstract: Cooling through evaporation is an ancient effective method of lowering temperature. The 

simple clay pot refrigerator is ideally suited for preserving vegetarian food and water in hot and dry 

climates. The refrigeration takes place by evaporation through the porous pot material. The present work 

includes experimental analysis of a clay pot in pot by varying height of water in the inner pot, by varying 

water level in the annulus of two pots and by subjecting the pot in pot refrigerator for free and forced 

convection. Results obtained from experimental analysis shows that Temperature T1 is highest when inner 

pot is filled with 5.5litres of water and lowest when it is filled with 1.5 litres of water. Temperature T1 

decreases by increasing water level in the annulus of two pots and rate of cooling is lowest when pot in 

pot refrigerator is subjected to free convection and highest when it is subjected to forced convection. 

Keywords: Evaporation, Free and forced convection, Porous, Refrigeration, Temperature 
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II. Description Of Clay Pot In Pot Refrigerator 

The clay pot refrigerator is designed with locally available material that is clay which is excavated 

from a nearby stream and before casting of its structure it was mixed thoroughly with water to increase its 

plasticity. The clay was chosen because of its low conductivity of heat and porosity. It is very cheap and 

abundantly available. The pots are cylindrical in shape and are made by using wheel. The top and bottom 

surface of pot in pot refrigerator are insulated using thermo Cole. Pot in pot refrigerator having dimension of 

larger pot 32cm in diameter, 31cm in height and thickness of wall 0.6cm and smaller pot having dimension 

16cm in diameter, 31cm in height and thickness of wall is 0.6cm is used for the analysis. The top and bottom 

surface of pot in pot refrigerator are insulated using thermo Cole.  The cooling space is a smaller pot inserted 

within a larger pot. The annular space between the two pots is filled with sand and sand particles are of the 

size between 300 microns to 600 microns which is sieved by using sieve shaker motorized. 

                                         
Fig 1: Schematic clay pot in pot                                Fig 2: A prototyped developed clay pot in pot 

 

 

III. Expérimental Setup 
Fig 3 shows the experimental setup of a pot in pot refrigerator which is kept for natural convection .It 

consist of  two pots where smaller pot is inserted into the larger pot, thermocouples (T1, T2, T3 and T4), 4 

channel scanner, GPRS RTU, AC adaptor, and a power supply. Thermocouple T1 with a reading accuracy 1°C 

from 0 to 100°C and % F.S. error +/- 0.6 % F.S is used to measure the temperature at the center of the inner 

pot, T2 is used to measure inner wall temperature of the inner pot, T3 is used to measure temperature of sand 

and water that is filled between inner and outer pot and T4 is used to measure the temperature of outer wall of 

the outer pot. 4 channel scanner with reading accuracy ±0.1% of FS ±1 Count scans and display the 

temperature which is sensed by the thermocouple. It consists of a voltmeter which converts small voltage 

variation into temperature. Serial Communication with RS 485 is also provided for the scanner through which 

data of temperature are sent to GPRS RTU. 

GPRS connected Remote Terminal Unit which has been used in experiment monitors the analog 

inputs like temperature from various sensors and also does all the signal processing and digitizes the signal. 

The collected data using GPRS RTU are sent to cloud through secured protocol using GPRS technology; we 

can view and download sensor wise analytic and graphs on centralized monitoring system using desktops, 

laptops, mobiles etc. anywhere and anytime. Experiments are conducted and data’s are collected by varying 

quantity of water in the inner pot and by varying proportion of sand and water that is filled between the inner 

and outer pot. Dry bulb and wet bulb temperature of the atmosphere at regular interval of time is measured by 

using psychrometer having 20°F to 120°F measuring range. 

Fig 4 shows the experimental setup of a pot in pot which is kept for forced convection. The 

experimental setup is similar to natural convection but in this case experiment is conducted and data’s are 

collected by varying velocity of air which is blown by the fan kept at a distance of 1.5 meter from the pot in 

pot. Velocity of the wind is measured by using digital vane type anemometer with a reading accuracy of ± (2% 

+1d). 
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Fig 3: Experimental setup of clay pot in pot for natural convection 

 

              
Fig 4: Experimental setup of clay pot in pot for forced convection 

 

IV. Results And Discussion 
By using the same pots in all cases, the size of the pores in the clay, as well as thickness of their walls 

are held constant. 

                   
Fig 5: Variation of Temperature T1 with height 
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Investigation is carried out by varying height of the water in the inner pot by 1.5, 3.0, 4.5 and 5.5 liters 

of water. Ratio of sand to water in the annulus of the two pots is 15:2.5 and it is constant for all cases. In all 

cases pot in pot refrigerator is kept for natural convection. Where T1 is the temperature at the center of inner 

pot and Tamb  is the ambient temperature. 

FIG 5 shows the variation of temperature T1 when pot in pot refrigerator is filled with 1.5 and 5.5 

liters of water. Rate of cooling is highest when the water quantity is 1.5 liters and lowest when the water 

quantity is 5.5liters. This is because area available for evaporation is same for both the cases but when load in 

the inner pot is maximum then more amount of heat has to be removed to produce maximum cooling effect. 

From the graph it can also be observed that plots for 1.5 and 5.5 liters coincide at the end of the experiment. 
 

          
Fig 6: Variation of Temperature T1 with ratio of sand to water 

 

Experimental analysis is carried out by varying ratio of sand to water in the annulus of the two pots by 

15:0, 15:0.5, 15:1.5, 15:2.5 and 0:15. Water in the inner pot is 1.5litres and it is constant for all cases. In all 

cases pot in pot refrigerator is kept for natural convection. 

FIG 6 shows the variation of temperature T1 when the ratio of sand to water is 15:0, 15:2.5 and 0:15. 

It shows that temperature T1 decreases by increasing the water level in the annulus of the two pots. 

Temperature T1 is higher throughout the experiment when the ratio of sand to water is 15:0 (no water in the 

annulus of two pots) this is because when water level in the annulus of the two pot is less, large area is not 

available for evaporation as a result evaporation rate is low. From the graph it can also be further observed that 

reduction of T1 is maximum when ratio of sand to water is 0: 15(annulus of the two pots is filled with water 

with no sand). At the end of the experiment it can be observed that temperature T1 increases when the ratio of 

sand to water is 0:15 but the temperature T1 remains constant when the ratio of sand to water is 15:2.5 this is 

because sand acts as a thermal insulator for the entry of heat from atmosphere into the inner pot. 
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Fig 7: Variation of temperature T1 with wind speed 

 

Experimental investigation is carried out by varying wind speed by 0, 2.6, 3.4 and 4.4 m/s.  Ratio of 

sand to water in the annulus of the two pots and water in the inner pot is 15:2.5 and 1.5litres respectively and 

they are constant for all cases. Fig 7 shows the variation of T1 with the wind speed. From the graph it can be 

observed that rate of cooling is higher when the wind speed is 0 m/s and lower when wind speed is 4.4 m/s this 

is because of low rate of evaporation during natural convection and high rate of evaporation during forced 

convection. As a result temperature T1 is highest when wind speed is 0 m/s and lowest when wind speed is 4.4 

m/s.  

  

V. Conclusions 
Experimental analysis of a clay pot in pot is carried out by varying height of water in the inner pot, by 

varying water level in the annulus of two pots and by subjecting the pot in pot refrigerator for free and forced 

convection. The following conclusions have been drawn 

1.)  Temperature T1 is higher throughout the experiment when the ratio of sand to water is 15:0 (no water 

in the annulus of two pots) in a pot in pot refrigerator. 

2.)  Reduction of temperature T1 is maximum when ratio of sand to water is 0: 15(annulus of the two pots     

is filled with water with no sand) in a pot in pot refrigerator.  

3.)  When a pot in pot refrigerator is considered temperature T1 reduces to a minimum value when ratio of 

sand to water is 0:15 and increases at the end of the experiment but the temperature T1 reduces and 

remains constant when the ratio of sand to water is 15:2.5 indicating effect of sand which acts as 

insulator for the flow of heat from inner pot to atmosphere.  

4.)  Rate of cooling is highest when the water quantity is 1.5 liters and lowest when the water quantity is 

5.5liters for a pot in pot refrigerator indicating the effect of load. 

5.)  Temperature T1 is highest when the wind speed is 0 m/s and lowest when wind speed is 4.4 m/s for a 

pot in pot refrigerator which indicated the effect of speed on rate of cooling. 
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I. Introduction 
There are several types of the electrical discharges that have been used for generating 

nonthermal (cold) plasmas under different experimental techniques. These techniques  include the 

corona discharges, the glow discharges, the dielectric barrier discharge (DBD),  the radio frequency 

(RF) discharges, and the microwave (MW) discharges [1].  All these techniques able to generate 

localized concentrations of reactive oxygen species, including O-atom [2], O2 [3], and ozone [4], 

these species have many technologically applications including treatment of biological media and 

surface modification of textiles and semiconductors [5]. Ozone production, in particular, 

is one of the oldest applications of electrical discharges, dating to 19th century [6].  

While dielectric barrier discharges (DBDs) have been a standard means of ozone production 
for commercial industry, ozone also generated by many other sources, including pulsed streamer 

corona discharge sources in point-plane [7,8] ,spiral wire-cylinder [9] and wire-cylinder [10] 

configurations. Recently, ozone has been generated by other cold plasma sources, including 

microplasma arrays [11–14] and dielectric barrier plasma jet devices [15–19].  

Ozone produced by atmospheric pressure plasma is a powerful oxidizer that could destroy 

microorganisms effectively. Ozone concentration in nature varies between 0.01 ppm to 0.05 ppm, 

depending on geographic location and season. High voltage discharge ozone generators produce 

ozone/gas mixture, which contains 1 % to 3 % ozone when using dry air, and from 3 % to 6 % ozone 

when the feed gas is the high purity oxygen only is used [20]. Ozone is a strong oxidizing agent with 

a low environmental impact [21]. Therefore, ozone has been used in wide industrial applications 

such as water treatment, sterilization, bleaching, and decolorizing. The very important reasons for 

using ozone water treatment are it can destroy organic compounds and can kill bacteria [22,23]. 
Ozone is a disinfectant that does not leave the rest of the reaction in the water because the ozone will 

decompose back in to oxygen and also the ability of ozone to dissolve in water thirteen times more 

easily than oxygen. [24,25].  With more applications and increasing consumption, improvements in 

ozone production efficiency are required [26]. 

 The paper studies maximization of the ozone yield in a coaxial wire-cylinder reactor by 

maximising the various parameters that are involved, including the applied discharge voltage, the gas 

flow rate, the  gap spacing between electrodes and the area of the electrode. 

 

II. Experimental Work 
The scheme of ozone generating system by using dielectric barrier discharge plasma that 

was designed can be seen in Figure (1). The ozone cell consists of tube made of Pyrex glass with 

length of 14 cm and inner diameter of 1.2cm. The cell was connected to the high voltage power 

Abstract: Production of ozone is one of the most typical industrial and commercial 
applications. The ozone generator was designed according to the coaxial wire-cylinder 

reactor with pure oxygen gas and atmospheric air as feed gases for ozone production. The 

effect of the flow rate and discharge voltage on the concentration of the ozone were studied, 

the applied voltage was varied from (1- 9 kV) for two values of the gap space between 

electrodes D= 2 and 4 mm, and two values of the electrode area Ae= 20 and 36 cm2. It is 

found that the concentration of ozone increases with increasing discharge voltage and area 

of electrode and decrease with increasing flow gas rate and gap space. 

Keywords: Ozone generation, Non-thermal plasma, coaxial wire-cylinder reactor, Gap 

space, Electrode area. 

 



Effects of applied voltage and flow rates of ozone generator fed by dry air and O2 on the coaxial…. 

| IJMER | ISSN: 2249–6645 |                               www.ijmer.com                          | Vol. 4 | Iss.9| Sept. 2014 | 57| 

 

supply by two electrodes, the anode was conned through copper rode, concentrated inside the tube, 

and the cathode was connected by sheet of copper shielded the outside of the tube. The tube have two 

opened one to entry the gas and other to exit the ozone. The gas passes inside the tube through the 
gap between the anode and the edge of the glass tube. The high voltage Ac transformer (0 – 15 kV, 

f=50 Hz) was used to supply ozone chamber with high voltage. The gas flow was monitored by flow 

meter (Rotameter 1100 GEC-Elliott), and the ozone concentration was measured by ozone monitor 

(ECO Sensors OS-6 Ozone Swich). To study the effect of the geometry of the ozone chamber, two 

different electrode areas (Ae= 20, 36 cm2) and two different gap space between electrodes (D=2, 4 

mm)   were used. 

 

 

 

 

 
 

 

 

 

 

 

  

                                            

 

 

 

 
 

Fig.1. a) Cross section of a coaxial reactor,  b) Schematic  diagram  the ozone production system using a coaxial                  

reactor. 

 

III. Results And Discussions 
This paper includes the production of ozone by using two supplied gases: 

 a. Pure oxygen gas (O2). 

 b. Dry air. 

 

a - A pure oxygen O2 as supplied gas.   

3.1 Effect of flow rate on ozone concentration.  

To study the effect of the flow rate on the concentration of the ozone produced by an ozone 

generator, the concentration of ozone has been measured with the flow rate for different discharge 

voltage (4.5, 5, 6, 7, 8, 9) kV, for two electrodes area (Ae= 20, 36 cm2), and two gap space (D=2, 4 

mm), the results are shown in Fig. 3.  

It can be shown that decrease of the concentration of the ozone with increasing of the flow 

rate. This is because of the residence time of the gas on the ozone chamber inversely related to the 

gas flow rate, with an increased residence time providing time for a reaction to occur and a 

correspondingly higher ozone concentration to be produce. 

 

3.2 Effect of discharge voltage on ozone concentration. 

From Fig. 2 it can be shown that at a given flow rate the increasing of the ozone 

concentration with increasing discharge voltage, this can be interpreted as follows:  

As the voltage is increased the electrical energy density increase leads to more energy being 

transferred to the electrons, thereby increasing   the possibility of collisions with the oxygen atoms in 

the chamber. 

 

3.3 Effect of gap space on ozone concentration. 

Fig. 3. shows that the effect of reducing gap space from (4 mm to 2 mm) is clearly from the 

generation of ozone, it is  produced a significantly higher at any given gas flow. This is clearly 

related to the increased energy density as the gap space is decreased, together with increased number 

b 

a 
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of oxygen molecule/electron collisions and correspondingly increased combination of oxygen atoms 

with oxygen molecules. 

 

3.4 Effect of electrode area on ozone concentration. 
Fig. 4. Shows ozone concentration as a function of discharge voltage for two different 

electrode area ( Ae=20, 36 cm2 ). It can be shown that the production of ozone is higher for wider 

electrode area. This is because of the residence time of the gas on the ozone chamber proportional to 

the electrode area, therefore, with an increased residence time providing time for reaction to occur 

and correspondingly higher ozone production occur.   

 

b - The supplied gas is dry air. 

To compare the concentration of ozone produced by oxygen as a supplied gas and dry air, the 

experiment was repeated by using the dry air as supplied gas instead of pure oxygen the results were shown in 

Fig. 6. It is found the concentration of ozone is also increase with increasing flow rate as the situation when the 
pure oxygen had been used except the concentration of ozone somewhat lower in second situation, becouse the 

concentration depends on the number of the oxygen molecules. Fig. 7 shows the difference 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

Fig. 2. The ozone concentration as a function of a gas flow rate for different discharge voltage: 

 a) Ae=36 cm2, D =4 mm, b) Ae=36 cm2, D=2 mm, c) Ae=20 cm2, D=4 mm.           
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Fig.3. Ozone concentration as a function of applied voltage for two value of gap space (D=2, 4 mm) and given 

electrode area Ae=36 cm2 , and gas flow (Q=2 lit./min.). 
 

 
 

Fig. 4. Ozone concentration as a function of applied voltage for two different electrode area Ae=20, 36 cm2. 
 

 
Fig. 5. Ozone concentration as a function of air flow rate for different discharge voltage and given electrode area 

Ae=36 cm
2
 and gap space D=4mm. 

 

 
Fig. 6. Ozone concentration as a function of flow rate for Oxygen and air as a feeding gas. 
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IV. Conclusion 
Production of ozone by the coaxial wire-cylinder reactor in pure Oxygen gas and air at atmospheric 

pressure. with two electrode area Ae=20, 36 cm2, and two gap space D=2, 4 mm, different flow rates and 

discharge voltages has been experimentally investigated. It was found that  concentration of ozone increase with 

discharge voltage and electrode area but decrease with and gap space. 

The comparison between ozone production using oxygen gas and air as feed gas shows the 

concentration of ozone somewhat lower in second situation, but the difference between two values can be 

reduced by using low flow rate, wider electrode area and long discharge time. 

These experimental results have provided information which will be useful in the decisions to be made 

about the commercialization of the plasma jet device for biomedical applications. 
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I. Introduction 
Wireless sensor networks are quickly gaining popularity due to the fact that they are potentially low 

cost solutions to a variety of real-world challenges [1]. Their low cost provides a means to deploy large sensor 

arrays in a variety of conditions capable of performing both military and civilian tasks. Wireless Sensor 

Network (WSN) is intended for monitoring an environment. Wireless sensor network (WSN) is widely 

considered as one of the most important technologies for the twenty-first century [2]. In the past decades, it has 

received tremendous attention from both academia and industry all over the world. A WSN typically consists of 

a large number of low-cost, low-power, and multifunctional wireless sensor nodes, with sensing, wireless 

communications and computation capabilities [3, 4]. These sensor nodes communicate over short distance via a 

wireless medium and collaborate to accomplish a common task, for example, environment monitoring, military 

surveillance, and industrial process control [5].  
The wireless sensor node is used to sense and collect data from a certain domain and transmit it to the 

sink where application lies. Ensuring the direct communication between a sensor and the sink may lead nodes to 

produce their messages with such a high power that it could result resources to be quickly consumed. Therefore, 

the collaboration of nodes to ensure that distant nodes communicate with the sink is a requirement.  In this way, 

messages are generated by intermediate nodes so that a route with multiple links or hops to the sink is 

established.  

The communication with the sink could be initially evolved without a routing protocol. Based on this 

statement, the flooding algorithm comes out as a solution. In this algorithm, the transmitter broadcasts the data 

which are consecutively retransmitted in order to make them arrive at the intended destination. However, its 

simplicity brings out significant drawbacks. An implosion is detected because nodes repeatedly receive multiple 

copies of the same data message. 

One optimization relies on the gossiping algorithm [6]. Gossiping avoids implosion as the sensor 
transmits the message to a selected neighbor instead of informing all its neighbors as in the classical flooding 

algorithm. However, overlap and resource blindness are still present. Furthermore, these inconveniences are 

highlighted when the number of nodes in the network increases.  

Due to shortcomings of the previous strategies, routing protocols become necessary in wireless sensor 

networks. Nevertheless, the inclusion of a routing protocol in a wireless sensor network is not a insignificant 

task. One of the main limitations is the identification of nodes. Since wireless sensor networks are formed by a 

significant number of nodes, the manual assignation of unique identifiers becomes infeasible [7]. 

However, this shortcoming is easily overcome in wireless sensor networks since an IP address is not 

required to identify the destination node of a specific packet. As a matter of fact, attribute-based addressing fits 

better with the explicitness of wireless sensor networks. In this case, an attribute such as node location and 

sensor type is used to identify the final destination. Once nodes are identified, routing protocols are in charge of 

Abstract- A wireless sensor network is a collection of nodes organized into a cooperative network. 

Each node consists of processing capability, may contain multiple types of memory, have a RF 

transceiver, have a power source, and accommodate various sensors and actuators. The nodes 

communicate wirelessly and often self-organize after being deployed in an ad hoc fashion. 

 Routing protocols for wireless sensor networks are responsible for maintaining the routes in the 
network and have to ensure reliable multi-hop communication .The performance of the network is 

greatly influenced by the routing techniques. Routing is to find out the path to route the sensed data to 

the base station. In this paper the features of WSNs are introduced and routing protocols are reviewed 

for Wireless Sensor Network. 

Keywords- Wireless Sensor Networks, Routing Protocols, Hierarchical Routing Protocols 
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building and maintaining routes between distant nodes. The routing protocols operate in various ways which 

make them suitable for certain applications. 

 

II. Network Characteristics And Design Objectives 
The characteristics of sensor networks and application requirements have a determine impact on the 

network design objectives in term of network capabilities and network performance [8].   

 

2.1 Network Characteristics 

Wireless sensor networks as compared to traditional wireless networks have the following unique 

characteristics and constraints:   

Battery-powered sensor nodes: Sensor nodes are usually powered by battery and are deployed in a harsh 

environment where it is very difficult to change or recharge the batteries.  
Unreliable sensor nodes: Since sensor nodes are prone to physical damages or failures due to its deployment in 

harsh or hostile environment.  

Data redundancy: In most sensor network application, sensor nodes are densely deployed in a region of 

interest and collaborate to accomplish a common sensing task. Thus, the data sensed by multiple sensor nodes 

typically have a certain level of correlation or redundancy.  

Self-configurable: Sensor nodes are usually randomly deployed and autonomously configure themselves into a 

communication network.  

Frequent topology change: Network topology changes frequently due to the node failures, damage, addition, 

energy depletion, or channel fading.   

Application specific:  A sensor network is usually designed and deployed for a specific application. The design 

requirements of a sensor network change with its application.  
Many-to-one traffic pattern: In most sensor network applications, the data sensed by sensor nodes flow from 

multiple source sensor nodes to a particular sink, exhibiting a many-to-one traffic pattern. 

 

2.2 Network Design Objectives 

Most sensor networks are application specific and have different application requirements. Thus, all or 

part of the following main design objectives is considered in the design of sensor networks:  

 Small node size 

 Low power consumption 

 Low node cost 

 Scalability 

 Reliability 

 Adaptability 

 Self-configurability 

 Channel utilization 

 Fault tolerance 

 QoS support 

 Security 
 

III. Design Constraints For Routing In Wireless Sensor Networks 
Due to the reduced computing, radio and battery resources of sensors, routing protocols in wireless 

sensor networks are expected to fulfill the following requirements [9]: 

 Autonomy: The assumption of a dedicated unit that controls the radio and routing resources does not 

stand in wireless sensor networks as it could be an easy point of attack. Since there will not be any 

centralized entity to make the routing decision, the routing procedures are transferred to the network 

nodes.  

 Energy Efficiency: Routing protocols should prolong network lifetime while maintaining a good grade 

of connectivity to allow the communication between nodes. It is important to note that the battery 

replacement in the sensors is infeasible since most of the sensors are randomly placed. Under some 

circumstances, the sensors are not even reachable. For instance, in wireless underground sensor networks, 

some devices are buried to make them able to sense the soil [10].   

 Scalability: Wireless sensor networks are composed of hundred of nodes so routing protocols should 
work with this amount of nodes.  

 Resilience:  Sensors may unpredictably stop operating due to environmental reasons or to the battery 

consumption. Routing protocols should cope with this eventuality so when a current-in-use node fails, an 

alternative route could be discovered. 
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 Device Heterogeneity: Although most of the civil applications of wireless sensor network rely on 

homogenous nodes, the introduction of different kinds of sensors could report significant benefits. The 

use of nodes with different processors, transceivers, power units or sensing components may improve the 
characteristics of the network. Among other, the scalability of the network, the energy drainage or the 

bandwidth is potential candidates to benefit from the heterogeneity of nodes [11]. 

 Mobility Adaptability:  The different applications of wireless sensor networks could demand nodes to 

cope with their own mobility, the mobility of the sink or the mobility of the event to sense. Routing 

protocols should render appropriate support for these movements.   

 

IV. Classification Of Routing Protocols In Wireless Sensor Networks 
As per the involvement of sensor node in the network, the routing protocols are mainly classified into 

three categories:  

 Data-centric or negotiation based protocol 

 Hierarchical or cluster based protocol 

 location-based protocol 

 

4.1 DATA-CENTRIC OR NEGOTIATION BASED PROTOCOL 

Data-centric or negotiation based protocol [9.12], these protocols are basically query based and 

depend on the desired data (name of the data), which help us to remove or eliminate the redundancy of the data. 

Data-centric model assures to combine the applications needed to access data (instead of individual nodes) with 

a natural framework for in-network processing [13]. Wireless sensor networks have many applications where 

due to lack of global identification along with random deployment of sensor nodes, it is hard to select a specific 

set of sensor nodes to be queried. This consideration differentiates data centric routing from traditional address 
based routing where routes are created between addressable nodes. SPIN [14] is the first data-centric protocol, 

which considers data negotiation between nodes in order to eliminate redundant data and save energy. Later, 

Directed diffusion has been developed and has become a breakthrough in data-centric routing. 

S 

PIN (Sensor protocol for information exchange): SPIN (sensor protocol for information exchange) is the first 

category of data centric protocol. The key feature of this routing protocol is to name the data using meta-data 

which describes the characteristics of data. SPIN is the 3-stage protocol since there are three messages in order 

to have communication between nodes.  

 ADV (Advertisement): To advertise new data. 

 REQ (Request): To Request for data. 

 DATA: Carry the actual data. 
 

One of the advantages of SPIN is that topological changes are localized since each node needs to know 

only its single-hop neighbors. SPIN gives a factor of 3.5 less than flooding in terms of energy dissipation and 

meta-data negotiation almost halves the redundant data. 

 

Directed Diffusion: Directed Diffusion is very significant finding in the data-centric routing research of sensor 

networks. The idea aims at diffusing data through sensor nodes by using a naming scheme for the data. Directed 

Diffusion avoids unnecessary operation of network layer routing in order to serve its best purpose i.e. to save 

energy. Directed diffusion has several key elements namely data naming, interests and gradients, data 

propagation, and reinforcement. A sensing task can be described by a list of attribute-value pairs. At the 

beginning of the directed diffusion process, the sink specifies a low data rate for incoming events. After that, the 
sink can reinforce one particular sensor to send events with a higher data rate by resending the original interest 

message with a smaller interval. Likewise, if a neighboring sensor receives this interest message and finds that 

the sender's interest has a higher data rate than before, and this data rate is higher than that of any existing 

gradient, it will reinforce one or more of its neighbors. 

 

4.2 HIERARCHICAL PROTOCOL 

Hierarchical or cluster based protocol, as the name suggests in this protocol, the group of some nodes 

in the network makes one or more clusters (depend on the size of the networks). In a cluster one node works as a 

cluster head. All nodes in a cluster first send the data to the cluster head; the cluster head perform some 

aggregation function upon this data then send to the sink or base station. Similar to other communication 

networks, scalability is one of the major design attributes of sensor networks. A single-tier network can cause 

the gateway to overload with the increase in sensors density. Such overload might cause latency in 
communication and inadequate tracking of events. In addition, the single-gateway architecture is not scalable for 
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a larger set of sensors covering a wider area of interest since the sensors are typically not capable of long-haul 

communication. Clustering is the best approach to increase the scalability of the system and cover a wide area 

without degrading the performance. 
The main aim of hierarchical routing is to efficiently maintain the energy consumption of sensor nodes 

by involving them in multi-hop communication within a particular cluster and by performing data aggregation 

and fusion in order to decrease the number of transmitted messages to the sink. LEACH [15] is the first cluster 

based routing protocol for the sensor network. 

 

LEACH (Low Energy Adaptive Clustering Hierarchy): LEACH [15, 16] is a most popular clustering-based 

protocol for the sensor network. The idea is to form clusters of the sensor nodes based on the received signal 

strength and use local cluster heads as routers to the sink. This will save energy since the transmissions will only 

be done by such cluster heads rather than all sensor nodes. It utilizes randomized rotation of the cluster-heads to 

evenly distribute the energy load among the sensor nodes in the network. All nodes in the network are 

homogeneous and energy-constrained. The main energy saving of LEACH protocol comes from the 
combination of data compression and routing. 

All the data processing such as data fusion and aggregation are local to the cluster. Cluster heads 

change randomly over time in order to balance the energy dissipation of nodes. This decision is made by the 

node choosing a random number between 0 and 1. The node becomes a cluster head for the current round if the 

number is less than the following threshold: 

                           p/(1-P*(r mod 1/P))       if n belongs to G 

             T (n) =     

0 Otherwise 

1  

 

Where p is the desired percentage of cluster heads (e.g. 0.05), r is the current round, and G is the set of nodes 

that have not been cluster heads in the last 1=p rounds. 
LEACH is completely distributed and requires no global knowledge of network. It reduces energy 

consumption by (a) minimizing the communication cost between sensors and their cluster heads and (b) turning 

off non-head nodes as much as possible. LEACH uses single-hop routing where each node can transmit directly 

to the cluster-head and the sink. Therefore, it is not applicable to networks deployed in large regions. 

Furthermore, the idea of dynamic clustering brings extra overhead, e.g. head changes, advertisements etc., 

which may diminish the gain in energy consumption.  

 

PEGASIS (Power-Efficient Gathering in Sensor Information Systems): PEGASIS [17] is an extension of 

the LEACH protocol, which forms chains from sensor nodes so that each node transmits and receives from a 

neighbor and only one node is selected from that chain to transmit to the base station (sink). The data is gathered 

and moves from node to node, aggregated and eventually sent to the base station. The chain construction is 
performed in a greedy way. Simulation results showed that PEGASIS is able to increase the lifetime of the 

network twice as much the lifetime of the network under the LEACH protocol. Such performance gain is 

achieved through the elimination of the overhead caused by dynamic cluster formation in LEACH and through 

decreasing the number of transmissions and reception by using data aggregation. PEGASIS is a chain-based 

power efficient protocol based on LEACH. 

 

4.3 LOCATION-BASED PROTOCOL 

location-based protocol, these protocol utilize the position information of the desired data in the 

desired region than rather considering the whole network [9, 12].Most of the routing protocols for sensor 

networks require location information for sensor nodes. In most cases location information is needed in order to 

calculate the distance between two particular nodes so that energy consumption can be estimated. Since, there is 

no addressing scheme for sensor networks like IP-addresses and they are spatially deployed on a region, location 
information can be utilized in routing data in an energy efficient way. For instance, if the region to be sensed is 

known, using the location of sensors, the query can be diffused only to that particular region which will 

eliminate the number of transmission significantly. The location-based routing protocols take into account the 

mobility of sensor nodes and perform very well when the density of network increases. But, the performance is 

very poor when the network deployment is sparse, and there is no data aggregation and further processing by the 

header node. In this section, we present a sample of location-aware routing protocols proposed for WSNs. 
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Geographic Adaptive Fidelity (GAF): Geographic adaptive fidelity (GAF) [18] is an energy-aware location-

based routing algorithm designed primarily for mobile ad hoc networks, but may be applicable to sensor 

networks as well. 
GAF is based on mechanism of turning off unnecessary sensors while keeping a constant level of 

routing fidelity (or uninterrupted connectivity between communicating sensors). In GAF, sensor field is divided 

into grid squares and every sensor uses its location information, which can be provided by GPS or other location 

systems, to associate itself with a particular grid in which it resides. This kind of association is exploited by 

GAF to identify the sensors that are equivalent from the perspective of packet forwarding. 
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As shown in Figure 1, the state transition diagram of GAF has three states, namely, discovery, active, 

and sleeping. When a sensor enters the sleeping state, it turns off its radio for energy savings. In the discovery 

state, a sensor exchanges discovery messages to learn about other sensors in the same grid. Even in the active 

state, a sensor periodically broadcasts its discovery message to inform equivalent sensors about its state. The 

time spent in each of these states can be tuned by the application depending on several factors, such as its needs 

and sensor mobility. GAF aims to maximize the network lifetime by reaching a state where each grid has only 

one active sensor based on sensor ranking rules. The ranking of sensors is based on their residual energy levels. 

Thus, a sensor with a higher rank will be able to handle routing within their corresponding grids. 

 

Geographic and Energy-Aware Routing (GEAR): GEAR [19] is an energy-efficient routing protocol 

proposed for routing queries to target regions in a sensor field, In GEAR, the sensors are supposed to have 
localization hardware equipped, for example, a GPS unit or a localization system [20] so that they know their 

current positions. Furthermore, the sensors are aware of their residual energy as well as the locations and 

residual energy of each of their neighbors. GEAR uses energy aware heuristics that are based on geographical 

information to select sensors to route a packet toward its destination region. Then, GEAR uses a recursive 

geographic forwarding algorithm to disseminate the packet inside the target region.   

 

V. Conclusion 
Routing emerges as a challenge in wireless sensor network as compared to traditional wireless 

networking. In this paper, we reviewed routing protocols in wireless sensor networks based on the various 
performance characteristics (like scalability, efficient use of resources, Energy saving). Overall, depending upon 

the network structure, routing techniques are divided into three categories. Data centric or flat routing, 

hierarchical or cluster routing and location based routing. All these routing techniques have common goal to 

increase the life of the network.  
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