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Abstract: This project involves a detailed study on the “BOGIE AND SUSPENSION SYSTEM OF
AN ELECTRIC LOCOMOTIVE (WAP-4)” in Indian Railways. It involves a list of information on
the various parts of a conventional type bogie and also the various advantages of different types of
suspension and damping systems installed. Detailed explanation of various electrical and controls of
the locomotive were described in the report. Various physical testing methods of springs were
focused under suspension chapter. This report isn’t just focused on the conventional type loco, but
also gives detailed differences observed between the 3-phase bogies from the conventional type loco.
In electrified railways, the traction power systems carry power to trains and their reliability is vital to
the quality of train services. There are many components in the traction power system, from interface
with utility distribution network to contacts with trains, and they are physically located along the rail
line. Subject to usage, environment, and ageing conditions of components deteriorate with time.
Regular maintenance has to be carried out to restore their conditions and prevent them from failure.
However, the decisions on the suitable length of maintenance intervals often lead railway operators
to the dilemma of minimizing both risk of failure and operation cost. In the last 20 years, there has
been a gigantic acceleration in railway traction development. This has run in parallel with the
development of power electronics and microprocessors. What have been the accepted norms for the
industry for, sometimes, 80 years, have suddenly been thrown out and replaced by fundamental
changes in design, manufacture and operation. Many of these developments are technical and
complex. Through this report, we bring to you all the salient features and all important aspects of
bogies and suspension system of conventional type Electric Locomotive (WAP-4).

I. Introduction
Indian Railways has a total state monopoly on India’s rail transport. It is one of the largest and busiest
rail network in the world, transporting 16 million passengers and more than 1 million tones of freight daily. IR is
the world’s largest commercial or utility employer, with more than 95 lakh employees. The Railways traverse
the length and breadth of the country; the routes cover a total length of 63,140 KM (39,233 miles). As of 2002,
IR owned a total of 216,717 wagons, 39, 263 coaches and 7,739 locomotives and ran total of 14,444 trains daily,
including about 8,702 passenger trains.

1.1 Overview of Electric Locomotive
Due to scarcity of energies like coal, diesel and petrol and also due to increasing environmental
pollution, electrification in the railways became a necessity. By electrification the following benefits can be
obtained:
A pollution free environment
Easy and cheap maintenance
Saving of essential fuels like coal, diesel etc.
Faster, quicker and comfortable transports
Smooth starting and stopping

agrwdE

1.2 Trend

The first locomotive was invented by Cornish inventor Richard Trevithick in 1804 & the trend of
locomotives started with steam engines, and then developed to diesel engines, which ruled the era for quite a lot
of time. The diesel engines were very much flexible and would have a considerable hauling power compared to
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the steam ones. But a drastic change influenced the railways with the invention of electrically operated
locomotives. These locomotives at the beginning required constraint to be fulfilled, which was to provide
electric power always available for the locomotive. This took time and even a huge investment to install electric
supply lines all over the areas and also provide adequate and correct amount of power for the loco anywhere it
goes. The railway also had to install the sub-stations to boost up the power. Railways signed the contract with
state electricity boards, with consent of NTPC which would provide railways a reliable and continual power.
After the constraints were fulfilled, the emerging electric locomotives came into applications.

The new invention improved the efficiency of the railway system and moreover reduces the effort of
the personal driving the locomotive. Slight modification made the system more and more efficient and flexible,
which earned huge profits in the railway sectors. Now, the railways have to surpass the hardship of totally
electrifying the network so that the locomotive can run all over.

1.3 Importance of Locomotives

The Locomotive is practically the sole responsible for the smooth running of the whole rail vehicle. It’s
because of the reason every locomotive is being checked by loco shed department for every 45 days and the
maintenance is scheduled for some periods. The initially developed locomotives used power converters, which
would convert the received AC power to DC power and feed to DC motors. The new microprocessor controlled
locomotives take the AC power and feed the rugged AC induction motors by power conversions criteria these
locomotives have surpassed all hardships and also running smoothly as of now. It has been proposed that the
new locomotives would replace the old ones with its advantage and comfort for the driver. Making a thorough
study of the convention type bogie and suspension of WAP-4 makes the report. The rest of the report portrays
the locomotive parts, its working and technical data.

Il. Literature Survey

The electric locomotives contain 6 traction motors each driving one shaft. Under each bogie there are
three traction motors driving each shaft contain wheels. The conventional DC locos which evolved with the
invention of the electric engines use DC series motors. The main transformer fetches AC power from the main
power supply. The secondary of the transformer having an auto transformer winding which facilitates the
variable voltage supply from the transformer. The secondary stage after the transformer is the reflector block
where the sinusoidal supply gets converted to pulsed DC from the power by the bridges from circuited power
converters. The power diodes convert the power from AC to DC. After the required Voltage is sent out from the
transformer the converter phase is supported by filter network which smoothens the ripples of the DC rectified
output. The rectified output is fed to the DC series motors. The DC motor rotates as per the given voltage.

2.1 Description of Locomotive General

1. Locomotives are designed to operate on 25KV AC. Single phase 50 Hz Over Head Lines. Locomotive is
of Co-Co type. Consists of single body on two bogies, each having three driving axles.

2. Each bogie is equipped with three axles hung noise supported traction motors to drive the axle through
pinion and gear and the body has driving caps at either ends. Inter connections between caps is provided
by two corridor on either ends.

3. Current is collected from over head line by pantograph and is fed to an auto transformer through a high
voltage circuit breaker is mounted on roof. The transformer steps down the 25KV to 1730V (2 x 865V). It
is then converted to DC through two bridged connected Silicon rectifiers and is fed to traction motors.

4. Speed regulation is obtained by varying the voltage at the motor terminals by tap changer. Traction motors
are permanently connected in parallel combination.

5. A locomotive is provided with rheostatic braking, besides vacuum and loco air brakes. Rheostatic braking
can’t be used in case of traction motor isolation and failure of any one of the rectifier.

6. The auxiliary machines are fed from ARNO converters, which convert the incoming AC single phase
supply to three-phase at 380V. If one of the rectifier bridges becomes defective, the locomotive will work
with other rectifier unit with half power.

2.2 Designation of Locos

Earlyrudimentary attempts of locomotives were the direct steam engines, direct internal combustion
engine system, and the medieval version added to as steam electric system, internal combustion with electric
drive, battery electric drive, have all been attempts in enhancing the technology and evolved at the stage of
electrification of the track. Locomotives, except for older steam ones have classification codes that identify
them. These codes are of the form (gauge, power, load and series). Indian railways engaged only two types of
locomotives viz. WAG and WAP locomotives. Locomotives are classified as WAG and WAP depending upon
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gear ratios; it means more speed but low hauling capacity for passengers. Locomotives (WAP) and vice versa in
case of goods locomotive (WAG), the max.speed of WAP type is about 110 kmph.
1. WAG stands for Wide gauge AC Goods.
For example: WAG-1, WAG-2, WAG-4, WAG-5, WAG-7, WAG-9.
2. WAPstands for Wide gauge AC Passengers.
For example: WAP-4, WAP-7.

111. Indian Class Wap-4 Electric Locomotive
WAP-4

. = e —
WAP-4 belonging to Electric Loco Shed, Lallaguda hauling
train number 22251

Power type Electric

Gauge 5ft6in (1,676 mm)

Top speed Service: 140 km/h (87 mph)
Test Runs: 180 km/h (112 mp

Power output 5,350 hp (3,989 kW)

Tractive effort 32000 kg/force

Career Indian Railways

Number Starting from 22069 to 22980

An example of WAP-4:

WAP-4 is a common electric locomotive used in India. It is capable of hauling 26 coaches at a speed of
140 km/h.

The locomotive was developed, after a previous class WAP-1 was found inadequate to haul the longer,
heavier express trains(24-26 coaches) that were becoming the mainstay of the Indian Railways network. It was
introduced in 1994, with a similar bodyshell to the WAP-1 class, but with Hitachi traction motors developing
5000 hp (5350 hp starting). Electricals are traditional DC loco type tap changers, driving 6 traction motors
arranged in Co-Co fashion. This locomotive has proved to be highly successful, with over 800 units in service
and more being produced. Newer examples have been fitted with Microprocessor Controlled diagnostics, Static
Converter units (instead of arnos) and roof mounted Dynamic (Rheostatic) Brakes. The locomotive can be seen
in service across the electrified network of Indian Railways and are homed at 13 sheds (depots).

Design:

The loco has a streamlined twin cab carbody design, with top-mounted headlamps. The first 150 or so
units had the headlamp mounted at waist level, with the lights being mounted in a protruding nacelle. Later on
the headlamps were placed in a recessed nacelle, and from road # 22579 onward, the headlamps were moved to
the top. Newer locos also feature larger windshields, more spacious driver cabin with bucket type seats and
ergonomic controls. The control panel also features a mix of digital and analog displays in newer units (all
analog display in older versions).

e
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The loco features higher power rated silicon rectifiers and indigenously-designed 5400kVA transformer coupled
with Hitachi HS15250 traction motors. Starting power is 5,350 hp (3,990 kW), with 5,000 hp (3,700 kW) being
supplied continuously.

Original units were weighed 120 tonnes, which was brought down to 112 tonnes through the usage of lighter
material.

WAP-1, WAP-3 and WAP-6 units were rebuilt to WAP-4 specifications after replacing the bogies & electrical.

Performance:
It is used to haul the premier Rajdhani & Shatabdi expresses at 140 km/h. In trials, the locomotive has
achieved a top speed of 169 km/h, though Indian Railways limits its top speed to 140 km/hr.

With a 24 coach passenger train, the acceleration time / distances are:
110 km/h - 338 seconds (6.8 km)

120 km/h - 455 seconds (10.5 km)

130 km/h - 741 seconds (20.5 km)

Starting Tractive Effort (Te) - 32000 kg/force

Technical Specifications of WAP-4

Manufacturers Chittaranjan Locomotive Works

Traction Motors Hitachi HS15250

Power output 5000hp

Gear Ratio 23:58 (One loco, #22559, is said to have a 23:59 ratio.)
Transformer 5400 KVA, 32 taps

Two silicon rectifiers,

(ratings?).

Axle load 1881t

loco weight 113t

Co-Co Flexicoil Mark 1 cast bogies; primary and

=g secondary wheel springs with bolsters

Two high speed Stone India (Calcutta) AM-92 and
PETEREIAS CCPL IR 08 H ( )
Current Ratings 1000 A for 10 min, 900 A continuous

VI. Conventional Bogie and Its Components
4.1Bogie:
What is a bogie?
A bogie or truck is a wheeled wagon or trolley. In mechanics terms, a bogie is a chassis or framework carrying
wheels, attached to a vehicle, thus servmg as amodular subassembly of wheels and axles.

R > ¥ N ¢
Conventional FLEXICOIL bogie, CO-CO Type of WAP-4 Locomotive.
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Table showing types of Locomotive bogies:

5 No. Type of Bogie Loco Type Characteristics
1. E-B WAG-1 Omne tractionmotorin eachbogie drives, two wheel
WAGH setsin eachbogle.
2 BO-EBO WAG-2 Two tractionmotorsin each bogie.
Eachmeotor dnoves individual wheel sets.
3. CO-CO WaANM-4 3 traction motors drives 3 wheel sets, eachmotor
WAP4 drives individual wheel sets.
WAG-3
WAG-T
4. CO-CO 3 tractionmotors drivesz 3 wheel sets, eachmotor
Tri mount drives individual wheel sets andloco body rests on CO
- CO bogie at3 places, each displaced tnangularly.
Centreleading point shares 60% body weight while
rest 2 points at High Dynamic Load share 20% body
weight eachie. (20% + 20% = 40% of weight)
3. CO-Co WAP4 Eachbogie is having double suspension system namely
Hexicoll bogies | WAP-T primary and secondary suspension.
WAG-9

4.2 Bogie Layout:

®

® ® OO

12. LIETING LINK

1. BRAKE CYLINDER
10. BRAKE RIGGING
9. NOSE_SUSPENSION
. GEAR CASE

. TRACTION MOTOR

8.
7
6. ERICTION MOTOR

S. SECONDARY SUSPENSION
a

3.

2

1

8 I NSIO|
. CENTRE PIVOT

. BOLSTER

. BOGIE FRAME

2197 JOURNAL CRS

/&‘&— -

9v~j CJZk W“"é“‘t‘_j -:% 15 ) : -

IE.—-——,{#_W ——

GENERAL ARRANGEMENT OF B.G

FLEXI-COIL BOGIE MK-1

FLEXI-COIL BOGIE MK-1

BOGIES

MAINTENANCE INSTRUCTIONS FOR BOGIES
SUPERSTRUCTURE AND BRAKE EQUIPMENTS

Components of Bogie

1. Boge Frame 7. TractionMotor
2. Bolster 8. GearCase

3. Centre Pivot 9. Nose Suspension
4. Pnmary Suspension 10. Brake Riggng

3. Secondary Suspension 11. Brake Cylnder
6. Frction Motor 12. Liftng Link
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4.3 Design Considerations and description of Bogie:
4.3.1 General Description:

Bogie Frame and Bolster:

The bogie frame and bogie bolster of “FLEXICOIL” bogie Mark-l are of steel casting box type
construction manufactures as per the standard laid down by RDSO.
The Locomotive body weight is transferred to the bolster through a centre pivot. The steel — cast “H” type
bolster is supported on the steel - cast bogie frame at four corners, by pair of helical springs placed in spring
pockets of main longitudinal member of the bogie frame. The bolster is located w.r.t bogie frame by upright
pedestals which are integral part of the bogie frame. This arrangement serves to transmit force from bolster to
bogie frame and vice-versa. Spring loaded sunbeam piston 2 nos. per bogie made of phenolic material to have
high friction between bolster and bogie frame for damping in both vertical and lateral modes of oscillation are
also provided in the above pedestal arrangement. Lateral stop are also provided on the bolster as well as on the
bogie frame to limit the side movement by flexible action of the spring which is of the order of 32 mm. The
bogie frame is in turn supported on the axles by another set of springs resting on the axle boxes .The load of the
locomotive superstructure rest on the centre pivot bowl of the bogies. The bowl is fitted with vertical and
horizontal liners made of fluon (Vx2) which provides rotational freedom between body and bogie in operation.
Two lifting links located diagonally opposite provides the easier accessibility as well as reduce the number of
mechanisms to engage or disengage the bogie when installing or removing.

Bolster of WAP 4 Locos
4.3.3 Suspension:

This flexicoil bogie Mark-I has two stages of vertical suspension in which helical spring have been
used at primary and secondary stages. Primary, between axle box and bogie frame and secondary, between
bogie frame and bolster. The transverse flexibility between the body and the bogie has been achieved by the
flexicoil action of the helical spring at the secondary stage. The support of the bolster springs have been placed
on the wider arm to give better stability in rolling.
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A and B are Primary and Secondary suspension systems respectively.

4.3.4 Traction Motor:

The bogies are fitted with HITACHI HS-15250A type Axle-hung, nose-suspended traction motors with
the help of suspension tubes with taper roller bearing inside. All the axles are power-driven. The traction motors
working on pulsating current are air cooled by external blowers.

4.3.5 Gear Case:

It is a housing which covers the main bull gear and pinion of the traction motorand protects them from
foreign material like dust, stones, water etc. It also holds lubricating oil for the relative motion between the bull
gear and the pinion.
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4.3.6 Nose Suspension Drive:

The nose-suspension drive is the drive mechanism for electric railcars, in which approximately half of
the weight of the traction motor is supported by the wheel axle through the suspension limit, and the rest by the
bogie frame through the "nose” on the motor frame. The suspension limit does not allow any relative
movements between the wheel axle and the motor axle (except for a very limited allowance), which makes it
possible to directly connect the two axles by a gearbox.

4.3.7 Brake Rigging:

The means of distributing the braking forces from a brake cylinder to the various wheels on the
vehicle. It consists of rods and levers suspended from the underframe and bogies and linked with pins and
bushes. Rigging requires careful setting up and regular adjustment to ensure forces are evenly distributed to all
wheels. Badly set up rigging will cause wheel flats or inadequate brake force.

4.3.8 Brake Cylinder:

Six (203 dia. x 203 stroke) brake cylinder per bogie are used to operate clasp type brake rigging. Each
cylinder piston is connected to the brake lever to actuate the brake on one
wheel only. The brake shoe adjustment in service is done by actuating adjusting rod at the bottom. Brake blocks
and shoe are of conventional type.

‘A’ shows brake cylinder.

4.3.9 WheelSet:
A wheelset is the wheel-axle assembly along with bull gear.
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4.4 Weight transfer to wheel axle to provide axle load to improve Adhesion:

WAP-4 Loco:

Locobody rests at centre pivot of bolster; bolster is resting on secondary springs at 4 places. Secondary springs
are seated on bogie frame. Bogie frame is resting on primary suspension springs. These primary suspension
springs are seated on axle box i.e., axle to wheel weight is transferred to provide axle load to have adhesion.

4.5 Mechanical Power Transfer:

P> >
— Pantograph

«— Body \
\  Coupler

1. When traction motor is rotating with input electrical DC power, mechanical power output comes to its
pinion.

2. Pinion is engaged with bull gear of axle. When bull gear is rotating, its axle rotates.

When axle is rotating wheel rotates, with axle box on the axle. The rotational forces are converted to

linear forces due to friction between rail and wheel.

These linear forces are shifted to bogie through bogie pedestal at both sides of axle box.

From bogie frame to bolster through pedestal at friction damper housing.

Now forces are shifted to bolster and from bolster to centre pivot; then centre pivot to loco body.

From loco body to centre buffer coupler, haul one train/formation.

w

No gk

4.6 Wheel Profile:

Wheelset

>
e ™

Wheel zauge i
I676mm Wheel

Axle

Wheel Dia. |

Wheel face
Wheel dia. is measured at
a distance of 63.5mm from
wheel face

Right hand curve
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133mm

63.5mm

1/20 Slope

/
Tip of the flange 20 deg

4.6.1 Wheel Profile Table

New Condemn Wear
Root Thickness (RT) 37.5mm 31.5mm 6mm
Flange Thickness (FT) | 32mm 29mm 3mm
Tread Wear (TW) - 6.5mm max. -
Wheel Dia. 1097mm 1016mm 81mm
Wheel Gauge 1676mm - -

NOTE:
1. Root thickness is measured at a height of 22mm from the tip of the flange.
2. Flange thickness is measured at a height of 13mm from the tip of the flange.

V. Suspension System
5.1Suspension:
Suspension is the term given to the system of springs, shock absorbers and linkagesthat connects
a vehicle to its wheels and allows relative motion between the two. Suspension systems serve a dual purpose —
contributing to the vehicle's roadholding/handling and braking for good active safety and driving pleasure, and
keeping vehicle occupants comfortable and reasonably well isolated from road noise, bumps, and vibrations,etc.

5.2 Suspension in Conventional bogie:
The suspension used in Conventional bogie is Spring Suspension.

There are two types of suspension systems used in this conventional type bogie, they are:

1. Primary Suspension

2. Secondary Suspension
The bogie is designed for two stages of suspension to give flexicoil action. Various combinations of helical
springs are used in secondary suspension between bolster and bogie frame and primary suspension between
axle box and bogie frame.

2
5

| [P e = Ta)
i B SECONDARY SPRING — 16",

‘ 1 ,
= L
PRIMARY AND SECONDARY SUSPENSION LAYOUT
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5.3 Characteristics of spring suspension:
5.3.1 Principle of a spring:

In distinction to a rigid beam, a spring, regardless of its form or shape, will exert a changing force as it
deflects its hornblock. This relationship is linear, with maximum force being applied when the spring is fully
compressed (to take the example of a compression spring), and zero force being applied when the spring is in its
fully relaxed state — this principle is shown in figure 7. The actual deflection of the spring is directly
proportional to a property, the 'springrate’ (or 'spring constant’) of the particular spring. If a spring relaxes to
depress a wheel onto the rail, the reduction in the force applied to the hornblock will be counterbalanced by a
distributed increase in the force the loco applies to its other suspension points. Springs absorb and discharge
potential energy, and decouple the vertical forces between the wheels and the body.

Thus in a sprung loco traversing uneven track, there is a continuously changing set of forces applying
between the wheel tyre and the rail, although the sum of those forces at the railhead is constant. The action of a
spring in a prototype loco is related to the weight borne by the particular axle involved, and on the prototype
each spring is designed to bear and operate on a specific load. If the spring is too strong, the weight of the loco
will not cause it to operate properly over irregularities in the track, while if the spring is too weak the loco is
likely to show dynamic instability.

Spring _
deflection, & F= ks
where & is5 the

deflection and K
ithe 'springrate’
i= a constant for
a paricular spring

N - Force exerted on
|}| or by spring, F

Fig 7 Force v deflection for a spring

5.3.2 Viability of springs in small-scale models:
A prototype loco is suspended, being held up by the strength of the springs. It is generally accepted as
being difficult to reproduce the characteristics of prototype springs in small-scale models because:
1. the mass to momentum relationships in the prototype do not scale linearly to models;
2. with the exception of the use of commercial music wire strings as beam springs, it can be difficult to
provide the range of model springs appropriate for all the different weights of model locomotives;
3. it can be difficult to adjust the springs so that the loco is both level and at the correct buffer height;
4. itis difficult to assess what the design value of the deflection of a spring should be;
5. Model rail does not deflect under the weight of a model loco like prototype rail does.
Locoweight bears down

on frame until spring is
Tully compressed

Spring compressed:
furthier upwrard
moverment of
hornblock is
prevented

Hornguide fixed
to loco frame

Hornblock sliding
in harnguide

_— | Spring deflects
= harnblock when

+ track depression
(:__|_> i encountered

Fig 8 Spring-assisted hornblock (coil)
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5.3.3 Spring-assisted hornblocks:

A spring-assisted hornblock is one traditionally containing a coil spring between a hornblock and its
hornguide. Under the weight of the loco, the spring compresses either fully (to bind the coils together) or until
the hornblock is restrained from further upward movement by some limiter device fitted to the hornguide or the
frames of the loco — see figure 8. The spring in such a hornblock therefore depresses its axle into depressions of
the track, and the deflection is in proportion to the springrate of the particular spring. The downward force of the
spring will diminish the greater the depression of the track (see figure 9).

natural length

deflection
&

Fig 9 Coil spring deflection

Spring-assisted hornblocks do not provide the equalizing advantages of beams, nor (when in their fully
compressed state) the shock-absorbing advantage of properly suspended springs — any upward projection of the
track will transmit itself directly and abruptly to a loco chassis fitted with spring-assisted hornblocks. Moreover,
if the spring rating is not chosen to match the weight being supported, a loco fitted with spring-assisted
hornblocks may show non-optimal haulage, depending on the state of the track.

Note: The above does not imply that all coilspring hornblocks operate in a ‘spring-assisted' fashion as described
above.

A cantilever leaf spring can also be used to act in a spring-assisted fashion — see fig 10.
Locoweight hears down on frame

until further upward movement of

thTDEk IS preverted Spring deflects hornblock when

frack depression is encountered

O Leafspring  § @

; fixed to chassis

frame
/ i
F

Harnblack sliding rnrﬁgmd_epxed
in harnguide o chassis frame

Fig 10 Spring-assisted hornblock (leaf)

(a) Representative suspension points
on an 0-4-0

(b) Representative suspension points of a
modern prototype bogie

Fig 11 Springing allows multiple suspension points
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5.3.4 Suspension points:

In contrast with rigid beam suspension, there is no limit to the number of primary suspension points
allowed for springs. A 0-4-0 has four suspension points (seefigure 11(a)), an 0-6-0 or Co bogie has six, an 0-6-2
has eight, and so on. This principle applies to more complicated cases where more than one 'layer' of springing
might be involved, andfigure 11(b) gives a representation of a prototype example of an EMU/DMU having two
main suspension points between each bogie and the body, and two suspension points for each wheel to the bogie
frames: in such more complicated cases, the notion of what constitutes the difference between 'primary' and
'secondary' suspension points becomes somewhat academic.

5.3.5 Spring beam configurations:

The deflection of a spring beam varies considerably depending on how it is supported. A common form
of support and one that lends itself to being able to control the datum height of the hornblock when under
deflection, is where the hornblock spring is restrained loosely against two fulcrum points — see figure 12(a). The
beam can slide along and rotate freely around these 'simple’ supports, according to the force being applied to the
beam. The cantilever spring (see figure 12(b)) is one where the spring is fixed rigidly at one end only. This
spring configuration is probably the most difficult to control in terms of being able to set the datum deflection
height of the hornblock accurately, but has the virtue of being easily adjustable.

Multiple hornblocks can be supported by using multiple instances of figurel2(a), or by using a
continuous single spring beam held against multiple fulcrum points — in figure 12(c) for example, depending on
the strength of the spring beam, a significant degree of equalization will be imposed between adjacent
hornblocks. Full equalization is given where a single spring beam bearing onto two hornblocks is allowed to
pivot about a point (typically the midpoint) along its length. See figure 12(d). The degree of equalization given
by the beam will depend on its strength; if it is too weak, it will not act sufficiently to rotate itself about the
pivot, and if it is too strong, it will become in effect a rigid beam.

The behavior of all of the above examples of spring configuration will be significantly different from
each other, and slight variations in the cross-sectional area of the spring material and distances between fulcrum
points will produce very different deflection values.

Fulceum points

S

@ N spring beam

(a) Spring beam between two simple supports

Bearn fixed rigidly
to chassis frame

(b) Cantilever beam

7 b — W
[C] [C] O e

(c) Multiple span (‘continuous'’) spring beam

Springy beam allowed ta pivot
about a point along its length

EEREEINE
(d) Equalizing spring beam
Fig 12. Spring beam configurations

V1. Conclusion

We have understood the various functions of a bogie of conventional locomotive (WAP-4) and made a

detailed study of the suspension system, which involves both primary and secondary suspension systems.

We also studied how spring testing is made and segregation of the springs based upon their load bearing capacities
(within tolerance limits). Also, we’ve understood the failures that have been occurring under various circumstances
during operation and their solutions have been explained in a detailed manner. We have understood the operating
principle of the present day locomotive using traction motors majorly 3-phase induction motors and have drawn a

study of bogies and suspension system.

-
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Railway organization is one of the most developed means of transportation in India. It helps the national production,
social and industrial development including economics stations of the country. In view of the several advantages
over the road transport, the railways got priority of development over highways. Since the introduction of railways in
19" century, India has made considerable progress in developing railway industry as a large scale undertaking.

Indian railways are now heading towards modernization of traction, automoval in operations and in tradition of
recently introduced technique to meet the requirements of high speed and heavy passengers and goods traffic.

Indian Railways is the best system in the world next to USSR.
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Abstract : The use of biodiesel is rapidly expanding around the world, making it imperative to fully
understand the impacts of biodiesel on the diesel engine combustion process and pollutant formation.
Biodiesel was made by the well-known transesterification process. Waste cottonseed oil was selected for
biodiesel production. Three different blends of biodiesel were prepared i.e. B10, B20 and B30. These three
blends were fuelled in a compression ignition (C.I.) engine. A maximum of 77% biodiesel was produced
with 20% methanol in presence of 0.5% sodium hydroxide. Different parameters for the optimization of
biodiesel production were investigated in the first phase of this study, while in the next phase of the study
performance test of a diesel engine with neat diesel fuel and biodiesel mixtures are to be carried out. The
performance characteristics like brake power (B.P.), brake specific fuel consumption (BSFC) and brake
thermal efficiency. This performance was then compared with that of petro diesel.

Keywords: Alternative fuel; Vegetable oil; Biodiesel; Viscosity; Transesterification; Methanol.

I. INTRODUCTION

With self-sufficiency as the most important national energy goal, the options are easily broken down
into two fuel types: renewable and non-renewable. Using a combination of the two, that goal is in fact readily
achievable. Biodiesel is gaining more and more importance as an attractive fuel due to the depleting fossil fuel
resources. Chemically biodiesel is mono-alkyl esters of long chain fatty acids derived from renewable feed stock
like vegetable oils and animal fats. It is produced by transesterification in which, oil or fat is reacted with a
monohydric alcohol in presence of a catalyst to give the corresponding mono-alkyl esters. The alkali-catalyzed
transesterification of vegetable oils proceeds faster than the acid-catalyzed reaction [1]. For an alkali catalyzed
transesterification, the triglycerides should have lower free fatty acid (FFA) content, and the alcohol must be
anhydrous to render soap formation. Soap formation lowers the yield of esters and renders the separation of
esters and glycerol [3, 4, and 5]. Up to about 5% FFA, the reaction can be catalyzed using an alkali catalyst [6].
The extent of transesterification and side reactions depends upon the type of feedstock, catalyst formulation,
catalyst concentration, alcohol to-oil ratio, reaction temperature and reaction time [7, 8]. Cottonseed oil was
converted into biodiesel by alkali-catalyzed transesterification reaction at different factors. It was found that
catalyst concentration 0.75%, temperature 65°C, methanol to oil molar ratio 6:1 and agitation intensity 600 rpm
provided optimum condition producing excellent yield (96.9%) of cottonseed methyl ester. [9] The increased
viscosity and low volatility of vegetable oils lead to severe engine deposits, injector chocking and piston ring
sticking [10]. However, these effects can be reduced or eliminated through transesterification of vegetable oil to
form methyl ester [11-14]. Transesterification provides a fuel viscosity that is close to that of No. 2 diesel fuel.
Transesterification has shown good potential for reducing engine problems associated with vegetable oils.
Transesterification is the process of reaction of a triglyceride with an alcohol in the presence of a catalyst to
produce glycerol and fatty acid esters.

The molecular weight of the ester molecule is roughly one-third that of a neat vegetable oil molecule
and the ester has a viscosity approximately twice that of diesel fuel [15]. Yamane et al. [20] found that with
unwashed biodiesel fuel, the engine is unstable and shows higher exhaust emissions compared with those of
washed biodiesel fuel. In the present investigation different parameters for biodiesel production have been
investigated and then engine emissions have been studied with neat diesel fuel and the biodiesel mixtures. Here
the 100% biodiesel is termed as biodiesel and the different blends of biodiesel with diesel fuel are termed as
biodiesel mixtures in the following. The effects of reaction temperature, catalyst percent-ages, alcohol
percentages and reaction time for optimum biodiesel production have been studied. The biodiesel from CSO is
termed as CSOME. Finally exhaust gas emissions with biodiesel mixtures have been investigated and compared
with those of neat diesel fuel.
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Nomenclature

B.S.
B.S.

B.T.
B.T.

B10

E.C Brake Specific Energy Consumption
F.C Brake Specific Fuel Consumption
D.C Before Top Dead Center

E Brake Thermal Efficiency

10% Biodiesel + 90% Diesel

B100 100% Biodiesel

B20 20% Biodiesel + 80% Diesel
B30 30% Biodiesel + 70% Diesel

BD Biodiesel

BMEP  Brake Means Effective Pressures
BP Brake Power

CA Crank Angle

Cl Compression Ignition

CR Compression Ratio

CSO Cotton Seed Oil

CSOME
DI

EL
FAME
FFA
HC
IMEP
KOH
M

NA
Naoh
NOx

P

p
Pm

Cottonseed Oil Methyl Ester
Direct Injection

Engine Load

Fatty Acid Methyl Ester

Fat Free Acid

Hydrocarbon

Indicated Mean Effective Pressure
Potassium Hydroxide

Mass Flow Rate (Kg/S)
Naturally Aspirated

Sodium Hydroxide

Nitrogen Oxide

Power (Kw)

Pressure (Kpa) (Mpa)
Particulate Matter

Il. PURPOSES OF THIS WORK

The purposes of this work were as follows:

1. To produce test quantities of methyl ester (biodiesel) from waste CSO.

2. To determine the fuel properties of the biodiesel fuel.

3. To compare the performances of a diesel engine using neat diesel fuel and biodiesel mixtures separately.
Lots of research works on biodiesel production have been carried out so far, but data on the effect of reaction
temperature, effect of catalyst, influence of alcohol on biodiesel production form CSO have not been
investigated so far. The authors have an academic interest to investigate different parameters, like reaction
temperature, catalyst percentage and alcohol percentage for optimum biodiesel production and the influence of
biodiesel on engine Performance.

I1l. MEASUREMENT OF PROPERTIES OF THE BIODIESEL
Fuel properties of biodiesel such as density, viscosity, flash point and ester etc. of waste cottonseed oil
content were determined using the standard test methods. After producing the biodiesel the properties of the
biodiesel were determined by using various methods. The following properties were tested:-
Table 0-1 Apparatus used for calculating the properties

Property Apparatus used

Density Weighing balance

Kinematic viscosity Redwood viscometer

Flash point Flash and fire point apparatus
Fire point Flash and fire point apparatus
Cloud point Cloud and pour point apparatus
Pour point Cloud and pour point apparatus

The observations measured by above methods of bio-diesel B100 fuel properties are compared with the standard
petro-diesel fuel properties in the following table.
Table 0-2 Comparative properties of the petro-diesel and biodiesel

Property of oil ASTM Diesel Standard glsog;esel B100 (from Waste
Density (30°C), kg/m’ - 850 910

Kinematic viscosity, cSt <5 2.049 3.6

FFA, % <2.5 - 3.6

Cloud point, °C -3TO 12 <10 -3

Pour Point, °C -15T0 10 -6 -8

Flash point, °C >130 78 160

Fire point, °C >53 83 165
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IV. EXPERIMENTAL SETUP AND PROCEDURE OF EXPERIMENTATION

4.1 Testing of biodiesel in engine

A four stroke, single cylinder variable compression ratio diesel engine is employed for the present
study. The detail specification of the engine used is given in table 4.1 below and experimental set up as shown
below. The performance tests are carried out on the C.I. engine using various blends of biodiesel and diesel as
fuels. The tests are conducted at the constant speed of 1500 rpm at various loads. The experimental data
generated are documented and presented here using appropriate graphs. These tests are aimed at optimizing the
concentration of ester to be used in the biodiesel-diesel mixture for 1 hr. engine test operation. In each
experiment, engine parameters related to thermal performance of engine such as brake power, brake thermal
efficiency, break specific fuel consumption.

4.2 Specifications of the engine
The performance characteristics were carried out on variable compression diesel engine. The
specifications of the engine are as stated as below.
Table 4-1 Specifications of the engine

Engine 4 stroke, Variable compression diesel engine
No. of cylinders Single cylinder

Cooling media Water cooled

Rated capacity 3.5 kW @ 1500 RPM
Cylinder diameter 87.5 mm

Stroke length 110 mm

Connecting rod length 234 mm

Compression ratio 12:1-18:1

Orifice diameter 20 mm

Dynamometer Eddy current dynamometer
Dynamometer arm length | 145 mm

4.3 Experimentation Methodology

First the experimentation is performed with diesel (for getting the base line data of the engine) and then
cotton seed oil methyl ester and also its different blends. The performance of the engine is evaluated in terms of
brake thermal efficiency, brake specific energy consumption. It also found out economic viability. An eddy
current dynamometer, a piezoelectric transducer and digital PT-100 type temperature sensor was calibrated and
used in the setup by Apex Innovations. Following parameters were measured from the experimental Cl engine
setup.
Brake power (BP)
Brake specific fuel consumption (BSFC)
Cooling water temperature (inlet and outlet)
brake thermal efficiency
Speed of the engine

apwdPE

V. RESULTS AND DISCUSSION
5.1 Performance Parameters
Worldwide, biodiesel is largely produced by methyl transesterification of oils. The recovery of ester as
well as its kinematic viscosity is affected by the transesterification process parameters such as catalyst
concentration, reaction temperature and reaction time. The above parameters were standardized to obtain methyl
ester of waste cotton seed oil with lowest possible kinematic viscosity and highest level of recovery. The engine
performance parameters and exhaust gas emission characteristics of B10, B20, B30 and diesel were compared.

5.1.1 Brake Power (BP)

Graph of the brake power (BP) as a function of load obtained during engine operation on different
blends of biodiesel i.e. B10, B20 and B30 with diesel (petro diesel) at compression ratio of 18:1 has been shown
in Figure 5.1. Brake power of the engine increases with increase in the load on the engine. Brake power is the
function of calorific value and the torque applied. Diesel has more calorific value than the biodiesel, so diesel
has the highest brake power among the different blends of biodiesel. Due to the more calorific value of B10
blend of biodiesel than B20 and B30, it has the more brake power as shown in figure 5.1.
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Fig 5-1 Variation in brake power with change in load

It can also be seen that as we increases the load, torque increases and thus there is an increase in brake power
with the load.

5.1.2 Brake specific fuel consumption (BSFC)

Graph of the brake specific fuel consumption (BSFC) as a function of load obtained during engine
operation on different blends of biodiesel i.e. B10, B20 and B30 with diesel (Petro-diesel) at compression ratio
of 18:1 has been shown in Figure 5.2.

250

—+—B10
150 —8-820
B30

=== DIESEL

0 2 4 6 8 10 12

Fig.5-2 Variation in brake specific fuel consumption with change in load

For all blends and petro diesel tested, BSFC decreased with increase in load. One possible explanation for this
reduction is the higher percentage of increase in brake power with load as compared to fuel consumption. It can
be seen from the figure 5.2 that in case of biodiesel mixtures, the BSFC values were determined to be higher
than those of neat diesel fuel. This trend was observed owing to the fact that biodiesel mixtures have a lower
heating value than does neat diesel fuel, and thus more biodiesel mixtures was required for the maintenance of a
constant power output. It is well known that brake specific fuel consumption is inversely proportional to the
brake thermal efficiency. So diesel has the lowest brake specific fuel consumption. Among the three different
blends of biodiesel B10 has the lowest value of brake specific fuel consumption.

5.1.3 Brake thermal efficiency (BTE)

Graph of the brake thermal efficiency as a function of load obtained during engine operation on
different blends of biodiesel i.e. B10, B20 and B30 with diesel (petro diesel) at compression ratio of 18:1 have
been shown in Fig 5.3. In all cases, brake thermal efficiency increases with an increase in load. This can be
attributed to reduction in heat loss and increase in power with increase in load. It is also observed that diesel
exhibits slightly higher thermal efficiency at most of the loads than CSOME and its blends. The molecules of
bio-diesel (i.e. methyl ester of the oil) contain some amount of oxygen, which takes part in the combustion
process. Test results indicate that when the mass percent of fuel oxygen exceeds beyond some limit, the oxygen
loses its positive influence on the fuel energy conversion efficiency in this particular engine. So the brake

]
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thermal efficiency of diesel is more than that of biodiesel blends. Among the three different blends of biodiesel,
B10 has higher brake thermal efficiency than B20 and B30.

60

50 -

40 -
——B10

30 =—-B20

B30
20

===DIESEL

10

0 T T T T T |
0 2 4 6 8 10 12

Fig 5-3 Variation in brake thermal efficiency with change in load

V1. CONCLUSION AND FUTURE SCOPE OF WORK

6.1 Conclusions

The overall studies based on the production, fuel characterization, engine performance and exhaust

emission of different biodiesel blends of waste cotton seed oil methyl esters were carried out. The following
conclusions can be drawn:

1.

2.

4.

5.

The recovery of ester by transesterification of waste cotton seed oil with methanol is affected by process
parameters such as catalyst concentration and reaction temperature.

The graphical results show that diesel has better performance characteristics than biodiesel and biodiesel
blends. Among the three different blends of biodiesel, B10 and B20 have the better performance
characteristics than B30 blend of biodiesel when fuelled in an internal combustion engine.so we can fuel
safely B10 and B20 in internal combustion engine without any modification.

The kinematic viscosity of diesel, waste cotton seed oil biodiesel were found as 2.049, 3.6 centistokes
respectively at 40°C. The results indicated that the waste cotton seed oil biodiesel had the kinematic
viscosity 75.69 percent more than that of diesel.

The calorific value of diesel is 42000 KJ/kg and that of waste cotton seed oil is 40000KJ/kg. So the calorific
value of waste cotton seed biodiesel is 4.76% less than that of mineral diesel.

Waste cotton seed oil biodiesel is non-toxic, biodegradable, environment-friendly, renewable fuels and do
not add to global warming.

6.2 Scope of future Work

Biodiesel has distinct advantage as an automotive fuel. Initial cost may be higher but feedstock

diversity and multi-feedstock production technologies will play a .2critical role in reductions in production cost
and making the fuel economically viable.
The following points may be considered before introducing the fuel in India:

1.

2.

3.

Biodiesel may be introduced as a diesel fuel extender or blends (B10, B20 and B30) and not as a sole diesel
engine fuel (B100).

Government may consider providing support to the activities related to collection of seeds, production of oil
from non-edible sources, production of bio-fuels and its utilization for cleaner environment.

Legal framework should be there to enforce regulations on bio-fuels.

The blends prepared for this project work were utilized within short time span. Thus, long term stability of
blends was not studied. So there is scope for study of long term stability of blends.

Long-term performance and endurance test evaluate the durability of the engine with prolonged operation on
these blends.

Energy education on biodiesel program and storing information and database for wider information
dissemination among the public at large should be taken up at a larger scale.

Further studies can also be carried out on material compatibility, storage and utilization of by-product from
biodiesel.
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Abstract: MANET is a type of wireless ad-hoc network that usually has a routable networking
environment. Mobile Ad Hoc Networks use unidentified routing protocols that hide node identities and
routes from outside observers to provide anonymity protection. Our existing anonymous routing
protocols depending on either hop-by-hop encryption, redundant traffic either produce high cost or it
cannot provide privacy protection to data sources, destinations, and routes. We propose a new location
based routing protocol which offers high privacy protection at low cost to sources, destinations, and
routes. It also has approaches to effectively counter intersection and timing attacks. The proposed plan
ensures the privacy of both route and nodes which westudy and simulate the result. This existing
protocol achieves better route privacy protection and its lower cost compared to other unidentified
routing protocols, and also improving the routing efficiency compared to other geographical routing
protocol.

Index Terms: Manets, privacy, routing protocol, oeoaraphical routing.

I. Introduction

A "mobile ad hoc network™ (MANET) is an autonomous system of mobile routers (an associated hosts)
connected by wireless links - the union of which forms an arbitrary graph Mobile Ad Hoc Networks feature self-
organizing and independent infrastructures, which make them an ideal choice for military uses such as
communication and information sharing in battlefields.However, the innate on-air nature of MANETS makes
them vulnerable to malicious entities that aim to tamper and analyze data and traffic analysis by communication
eavesdropping or attacking routing protocols. MANET routing focused on security issues, less attention has been
devoted to privacy. Privacy doesnot mean confidentiality of communication (i.e., datajamong MANET nodes.

Anonymous routing protocols are crucial in MANETS to provide secure communications by hiding
node identities and preventing traffic analysis attacks from outside observers. Anonymity in MANETS includes
identity and location anonymity of data sources (i.e., senders) and destinations (i.e., recipients), as well as route
anonymity. Identity and location anonymity of sources and destinations means it is hard if possible for other
nodes to obtain the real identities and exact locations of the sources and destinations. For route anonymity, it is
important to form an anonymous path between the two endpoints and ensure that nodes en route do not know
where the endpoints are, especially in MANETS where location devices may be equipped.

Existing anonymity routing protocols in MANETS can be mainly classified into two categories: hop-
by-hop encryption and redundant traffic. Most of the current approaches are limited by focusing on enforcing
privacy at a high cost to existing resources because public-key-based encryption and high traffic generate
significantly high cost. In addition, many approaches cannot provide all of the aforementioned privacy
protections. For example, existing ALARM cannot protect the location privacy of source and destination. SDDR
protocol cannot provide route privacy, and ZAP protocol only focuses on destination privacy. Many privacy
routing algorithms are based on the geographic routing protocol.

To provide high privacy protection for sources, destination, and route with low cost .We propose an
Anonymous Location-based Routing protocol. These routing protocol dynamically partitions a network field
into zones and randomly chooses nodes in zones as intermediate relay nodes, which form a non traceable
unknown route. Specifically, in each routing step, a data sender partitions the network field in order to separate
itself and the destination into two zones. It then randomly chooses a node in the other zone as the next relay
node and uses the GPSR [15] algorithm to send the data to the relay node. In the last step, the data is
broadcasted to k nodes in the destination zone, providing k-privacy to the destination. It also has a strategy to
hide the data sender among a number of senders to strengthen the privacy protection of the source. The proposed
routing protocol is also resilient to intersection attacks and timing attacks . We theoretically analyzed proposed
system in terms of privacy and efficiency. We also try to do experiments to evaluate the performance of
proposed system in comparison with other privacy and geographic routing protocols.
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Il. RELATED WORK

K.E. Defrawy ,G. Tsudik [2] proposes on privacy aspects of mobility. Unlike most networks, where
communication is based on long-term identities (addresses), we argue that the location centric communication
paradigm is better-suited for privacy in suspicious MANETS.

Karim EI Defrawy and Gene Tsudik [3] proposes the ALARM framework which supports anonymous
location-based routing in certain types of suspicious MANETS ALARM relies on group signatures to construct
one-time pseudonyms used to identify nodes at certain locations.They show through simulation that node
privacy under this framework is preserved even if a portion of the nodes are stationary, or if the speed of
movement is not very high.

V. Pathak, D. Yao, and L. Iftode [4] proposes the design of the GSPR secure geographic routing
protocol. The overhead of location authentication is investigated under various scenarios through network
simulation. Results show that although the presence of malicious nodes increases the routing path length, a data
delivery rate of larger than 80% is sustained even if 40% of the nodes are malicious.

Sk.Md.M. Rahman, M. Mambo [5] proposes a new position-based routing protocol which keeps
routing nodes anonymous, thereby preventing possible traffic analysis. Time variant Temporary Identifier Temp
ID is computed from time and position of a node and used for keeping the node anonymous. Only the position
of a destination node is required for the route discovery, and Temp ID is used for establishing the route for
sending data: a receiver hand shake scheme is designed for determining the next hop on-demand with use of the
Temp ID. hey evaluate the level of anonymity and performance of proposed scheme.Also they clarified the
achievement of anonymity and security.

Z. Zhi and Y.K. Choong [6] proposes to preserve location privacy based on the idea of dissociating
user’s location information with its identity.They also propose an anonymous geographic routing algorithm
which includes three components to avoid the explicit exposure of identity and location in communication
without compromising the efficiency guaranteed by geographic routing.

I11. PROPOSED METHODOLOGY
A. Network Models:

We use two different network models, random way point model and group mobility model. With the
random way point model as the default setting, we also compare the performance of anonymous based routing
protocol in the group mobility model. In the group mobility model, we set the movement range of each group to
150 m with 10 groups and to 200 m with five groups.

B. Dynamic Pseudonym and Parameter Testing:

The tests were carried out on network simulator using 802.11 as the MAC protocol with a standard
wireless transmission range of 250 m and UDP/CBR traffic with a packet size of 512 bytes. The test field in our
experiment was set to a1000 m1000 m area with 200 nodes moving at a speed of 2 m/s, unless otherwise
specified. The density was set to 50, 100, 150, and 200 nodes per square meters. The duration of each simulation
was set to 100 s unless otherwise indicated.

C. Actual Participating Nodes:

The cumulated actual participating nodes in proposed anonymous location based routing protocol,
GPSR, ALARM, and AO2P, with 100 and 200 nodes moving at a speed of 2 m/s, respectively. Since ALARM
and AOZ2P are similar to GPSR in the routing scheme and thus have similar number of actual participating
nodes, we use GPSR to also represent ALARM and AO2P in discussing the performance difference between
them and proposed routing protocol.

D. The Destination Anonymity Protection:

The number of remaining nodes with partitions and a 2 m/s node moving speed when the node density
equals 100, 150, and 200, respectively. The figure shows that the number of remaining nodes increases as node
density grows while it decreases as time goes on.
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Figure. 1 Routing among the zones.

E. Routing Performance:

The routing performance of Anonymous location based routing protocol compared with GPSR, AO2P,
and ALARM in terms of latency, number of hops per packet, and delivery rate. We also conducted tests with
and without destination update in location service to show the routing performance of different methods as
shown in fig below which shows the actual packet delivery ratio in %. We are trying to improve the packet
delivery ratio to 98% to 100%.

Packet_Delivery_Ratio
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Fig. 2 Packet Delivery Ratio

IV. CONCLUSION
Existing anonymous routing protocols, depending on either hop-by-hop encryption or redundant traffic,
it produces high cost. And also, some routing protocols are unable to provide complete source, destination, and
route privacy protection. Proposed anonymous location based routing protocol is distinguished by its low cost
and privacy protection for sources, destinations, and routes. Also we will try to improve the packet loss ratio to
98%.
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Abstract: Presenting the new definition of self-selection in Architectural Design Process (ADP) needs to
clarify the edges of this new concept versus the others, which exist in design area. Referring to conducting
content analysis in previous published studies, the general meaning of self-selection is a situation in which
user decide to do something for themselves rather than do something that has chosen for them. On the
other hand, different users’ and designers’ vision of self-selection make a connection with End User’s
Personalization (EUP) and User Centered Design (UCD). Both self-selection and user participation
indicate the user decision-making power. Consequently, for earning a high level of user satisfaction, users
should allow to contribute partially or totally, in certain decision-making processes, which have normally
considered as the typical responsibility of architects. This paper by gathering a close group dissection and
using brainstorming method, has attempted to argue the levels and stages of user participation in order to
discover and establish the level and stages of self-selection in ADP.

Keywords: Architectural Design Process (ADP), End User’s Personalization (EUP), Self-selection, User
Centered Design (UCD), User Participation

I. Introduction

Researchers typically try to find a new spot for themselves. All of them know only by studying old
concepts and arguing them, the new meaning and definition may come up. After that, the main responsibility of
researcher is to clarify similarities and differences of this new concept with the other definitions that already
existed. In our case, several design definitions have been taken as the base plate of introducing the entire
structure of self-selection in Architectural Design Process (ADP). End users always want to contribute and
personalize their own place. Based on this kind of need and desire, End User’s Personalization (EUP) is the
closest concept of self-selection in ADP [1], [2].

Nevertheless, all design processes have another side too, which wants to control the whole process.
Although responsibility of architects should come first in each projects, founded on designer’s side, by using the
methods of User Centred Design (UCD) as nearest conception of self-selection in ADP, user’s values and ideas
also can catch [3], [4], and this leads this study to investigate the same pattern of satisfaction in ADP. At last, for
explaining the level of contribution of users and the power of architects in ADP, the idea of user participation’s
stages and levels has been reviewed and argued. Ultimately, in conclusion section, self-selection’s stages and
level will be presented.

Il. Self-Selection

Conferring to primarily studies, the self-selection as self-respect’s sub-criteria of human values guide
behaviors, meaning that values can guide the people selection or evaluation of behaviors and events [5].
Therefore, normal decision-making is a vital part of what characterizes humans throughout history [6].

Hence, self-selection is selecting of self. It means self-selection is defined as a choice that you make by
yourself [7]. Without a doubt, behavioral decisions of people play a fundamental role in better understanding of
self-selection. In this area, self-selection is a term used to indicate any situation in which individuals select
themselves into a group [8]. Otherwise, self-selection is the best way to describe the decision-making power.

I11. User Participation
Participation is a general concept covering different forms [9]. Within the field of design, there is a
growing concern with user satisfaction, which benefits from technological innovation in order to identify users’
needs and facilitate user participation in the design process [10].
Furthermore, although direct contact between users and designers can be risky if it is not properly
structured, user participation is necessary for reaching out diverse ideas for the final decisions that are made
during the ADP. However, involving users or stakeholders early and often in the ADP is a key part of delivering
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a successful project and so clients need to ensure that this happens [11]. On the other hand, if users take part in
the decision-making process of design, they also stand some of the responsibility for the success or the failures.
At the end of the day, they cannot turn around and blame the architects for design faults [12]. This participation
improves by user needs, values and wants through designer’s guidance. In the meantime, designer plays
significant part of a controller of what the user thinks. Architect can extend the mental faculties and the
imagination of the user by whatever he/she owns of artistic background and experience, which others lack.

3.1 Stages of Participation

Grounded on user participation idea, each ADP has four stages: Planning, Designing, Construction and
Evaluation. Although over the recent years these stages have been divided to several parts depending on their
time or parts, user participation comes into different levels of them. Description of these stages have mentioned
in literature [13], [14], [15], [16] as follows:

3.1.1 Planning

This stage means the stage of policy preparation or the stage of knowing what the user thinks of doing.
Therefore, this is the architect’s responsibility to know how to allow the user to be participated in the planning
process.

3.1.2 Designing

The vital factor in this stage of participation is that the design has to express the user needs and values.
Consequently, architect ought to choose and supervise the level of user participation carefully in designing
which decisions are the most important ones for ADP to take place in this stage.

3.1.3 Construction

Although numerous users ignore this stage, it is a very important one, as it appears in the self-help project.
Regularly, the main purpose is to decrease the cost of the building. Indeed, participation in this stage helps
architect manage the budget. Therefore, financial decisions prove that this stage have value position in each
projects.

3.1.4 Evaluation

Several researchers do not consider this stage as one of the user participation stages; however, we claim in this
paper that Evaluation is one of the significant stages in participation. The aim of this stage is to evaluate the
building by User experience (UX) after passing an enough period of living in the building. The architect would
ask them the advantages and disadvantages of the building by various questions. The result of this participation
would benefit architects to have a better understanding of developing user needs and values in ADP. Ultimately,
they will find out how to improve their design in similar future projects.

3.2 Levels of Participation

In any design process, level of participation depends on many factors. According to numerous studies,
the most important keys are User, Architect, Project, and Culture of the Community and Democracy in the
Community. All of these features make level of participation divides into several portions as to control the
architect or the user in ADP. These portions are discussed in [13], [17], [18], which are:

3.2.1 Non-Participating level

The level of participation could be zero. In this level, the architect controls every move in ADP while user
participates in none of the four stages. In other words, in this architecture there is no user point, as the diagram
below shows.

Architect —  Requirements

. Design

Fig. 1 Non-participating Level

3.2.2 Low Level of Participation

This level means the user participation is small and hence insignificant. The architect takes in his consideration
the principle requirements of the project. In this level, architect sets the priorities according to the user ideas and
decides which one is helping to improve the ADP.

e
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Architect Requirements ———==  Design.
t User

Fig. 2 Low level of Participating

3.2.3 Equally Balanced Level of Participation

In this case, the opinion of the user is equal to the opinion of the architect. The only thing, which they demand is
the requirements. Architect and the user cooperate with each other to conduct a project, which expresses the
culture of the user and community.

Architect —7— Requirements ~.  Design.

User. |

Fig. 3 Equally Balanced Level of Participating

3.2.4 High level of Participation

This level of participation appears when the user has a big power to enables him to administer the stages of the
project. It means that user is able to direct the project to the concept of their participation in taking the serious
decisions.

User - Requurements = Design.

— Architect

Fig. 4 High Level of Participating

3.2.5 Top level of Participation
In this level, the part of the architect does not exist. The user, who is the chief controller in the project, considers
the requirements of ADP. In another manning architecture is without architect.

— Design

User —— Requirements °

Fig. 5 Top Level of Participating

IVV. Discussion
While in concept of participation, user can decide to participate in only one or in all the ADP stages
together, there are several doubts in accuracy of self-selection present in these stages. On the other hand, there
are five levels of user participation, which can help the architect and user decide the level of contributing in
ADP of each unique project. However, by considering whole concept of self-selection from both sides of ADP,
which means users’ and designers’ view, there are a few suspicion to accept these user participation’s levels as
levels of self-selection in ADP.

4.1 Stages of Self-selection

Recalling the new concept of self-selection in ADP shows that Planning and Designing stages of this
process have high potential as the area of User Centered design (UCD). Without any doubt, UCD methods are
one of the best ways of user contribution in order to receiving user’s values and wants. Nevertheless, from the
self-selection point of view, this paper is arguing the possibility of self-selection in Construction stage, which
normally has been fixed in the first and second stages of ADP. The only case of an acceptable participation for
Construction stage is to admit that these four stages are not dependent on each other.

However, in the last stage of this process, User experience (UX), which is important part of Evaluation
stages, helps architects at first, to earn End User’s Personalization (EUP) in their own place, and secondly to use
this knowledge to the same future ADP with similar users or stakeholders.
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4.2 Level of Self-selection

Certainly, it is possible to divide the level of self-selection in different parts such as five levels of user
participation, but based on the scientific nature of ADP, without any doubt, architect must take the big role
during the design process. This is the merely safe road to earning user’s value and needs and using them in
ADP.

In the first level of participation, there are no users to choose anything for themselves. Although by
absence of user views, most of architects may happily want to follow only their scientific and artistic expression
of architecture, for earning best results, user should be encouraged in contributing in, at least, the first stages of
participation. Logically, zero participation means no level of self-selection.

In the second level of participation, a bold power of architect exists while contribution of users is weak.
In the meantime, responsibility of architect to courage user for expressing their feels and desires is obvious.
However, using UCD methods makes this level correct choice for getting high level of satisfaction from both
sides in ADP.

In the third level of participation, absence of guidance because of equally balanced level of
participation between user and designer leads the project to uncomfortable zone for both sides. It means the only
solution is the capability of architects for managing various situations that ought to be considered.
Consequently, this level would not right choice as level of self-selection in ADP.

In high levels of participation, user has the power to control every requirements and movements in
ADP. It means that user claims that | have enough knowledge to make critical choices in the whole process of
design and | do not need to have an architect beside myself. In other words, this level is the same as fifth level of
user participation, in which architect does not exist. Subsequently, these last two levels mean Planning,
Designing, Construction and Evaluation without any expert.

The only hope of receiving a desired result is that the user must be capable of taking the architect’s
responsibility. It means user has to be an architect. Finally, this assumption makes these levels as the first level
of participation, which does not have an acceptable level of self-selection.

V. Conclusion

In previous studies, the concept of self-selection in ADP that has a strong connection with behavioral
decision is guided by people values, needs and desires. Self-selection is a position in which users are allowed to
choose and decide something for themselves. In finding of similarities with other existing definitions in design
process, grounded on user wills, End User’s Personalization (EUP) and based on scientific version of architect’s
obligations, User Centered Design (UCD) have the best characteristics to explain the unique position of self-
selection in ADP.

Both self-selection and user participation are highlighting the user decision-making power and more
importantly, the necessity of this contribute in ADP for earning the desirable process and product. Furthermore,
several participation studies have emphasized that users have authority to play a part partially or totally in four
stages of decisions making process in ADP, which is generally called as common duty of an architect.

Although rereading the main reason of introducing a new concept of self-selection in first place, which
wants to highlight the lack of user selection in ADP, has nearest concern to user participation’s idea, this paper
argues to accept some stages and levels of user contribution in ADP as stages and level of self-selection.
Founded on levels of participation some levels let user control all stages of ADP or at least have a significant
role or an equal position versus the architect position. Logically, the absence of architect may influence the
professional process, as ADP cannot ensure a correct result of user’s desires. As result, the only suitable level of
self-selection in ADP is the same level as low level of participation.

Besides, in Construction stage of user participation even with mentioning the main purpose of
participation, which is to decrease the cost of building, self-selection of user ought to happen in Planning and
Designing stages and to be fixed before starting Construction stage. Therefore, this paper discussed that all of
the decision-making stages including the financial decisions, which effect the project cost have to takes place
during the two early stages of ADP. In other words, no one should allow anyone to change any activities like
user self-selection during Construction stage of the project.

Finally, this paper indicates the acceptable stages of ADP for happening self-selection are Planning,
Designing and Construction stages. By using User Centered Design (UCD) methods in two early stages and
collecting feedback from the end user of building in Evaluation stage by User experience (UX) methods or
Usability methods in order to earn End User’s Personalization (EUP), architect can use this knowledge in the
same future ADP with the same users or stakeholders.
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Abstract: In present scenario Automatic Dispense Machine is commonly used in different countries
(Like Japan, Germany, U.S. and Singapore e.t.c.) because nowadays everybody wants fast response. In
this paper we design and implement Automatic Dispense Machine with expiry date feature. We are using
FSM (Finite State Machine) modeling for implement our work. In this paper process of states i.e start,
product selection, check expiry date, insert money, dispense product, extra amount returned by machine
and feedback are designed by Melay Machine Model. We implement our design for coin as well as
currency note. The proposed algorithm is implemented in VHDL. For designing purpose we are using
Xilinx ISE 14.2 tool that is also used for synthesis and for verifying results (Simulation) we are using
Modelsim 10.2a student addition.

Keywords: VHDL, FSM, Xilinx ISE 14.2, Modelsim 10.2a, Automatic Dispense Machine.

. INTRODUCTION

Automatic Dispense Machines are used to dispense various products like Cold drink Bottle, Coffee,
Chips, and Chocolate etc. when money is inserted into it. Automatic Dispense Machines have been in
existence since 1880s. The first commercial coin operated machine was introduced in London and England
used for selling post cards. The Automatic Dispense machines are more accessible and practical than the
convention purchasing method. Nowadays, these can be found everywhere like at railway stations selling train
tickets, in schools and offices Automatic Dispense drinks and snacks , in banks as ATM machine and provides
even diamonds and platinum jewellers to customers [4]. This paper proposed approach to design an Automatic
Dispense Machine with expiry date features using FSM model by VHDL. The expiry date feature is very useful
for user if any product is expire than that product will not dispense and return back the money to the user. We
are using FSM (Finite State Machine) modeling to implement our work.

1.1 Fs™m (FINITE STATE MACHINE)

In a Finite State Machine the circuit’s output is defined in a different set of states i.e. each output is a
state. A State Register to hold the state of the machine and a next state logic to decode the next state. An
output register defines the output of the machine. In FSM based machines the hardware gets reduced as in this
the whole algorithm can be explained in one process.

Two types of State machines are:
1. Mealy Machine.
2. Moore Machine.

1.1.1 MEALY MACHINE
In this machine model, the output depends on the present state as well as on the input. The MEALY
machine model is shown in fig 1.
In the theory of computation, a Mealy machine is a finite-state machine whose output values are determined
both by its current state and the current inputs. A Mealy machine is a deterministic finite state transducer: for
each state and input, at most one transition is possible. The Mealy machine is named after George H. Mealy,
who presented the concept in a 1955 paper, “A Method for Synthesizing Sequential Circuits”.
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Fig. 1: MEALY Machine Model

1.1.2 Moore MACHINE

In Moore machine model the output only depends on the present state. The MOORE machine model
is shown in fig 2.
In the theory of computation, a Moore machine is a finite-state machine whose output values are determined
solely by its current state. This is in contrast to a Mealy machine, whose output values are determined both by
its current state and by the values of its inputs. The Moore machine is named after Edward F. Moore, who
presented the concept in a 1956 paper, “Gedanken-experiments on Sequential Machines.
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Fig. 2. MOORE Machine Model

Il. RELATED WORK

The various researches have been carried out in order to design the Automatic Dispense Machines. A
few of them are discussed here as: Fauziah Zainuddin [1] proposes a Automatic Dispense machine for
steaming frozen food using conceptual modelling. In which the process of three main states (user selection
state, freezer state and steaming state) has been modelled using process approach, which emphasized on the
process flow or control logic to construct the model for steamed buns Automatic Dispense machine application.
Conceptual modelling is described in [6]. In [7] the concept of automatic mobile payment is discussed. This
concept is based on the short message payment with the main control module M68HC11 and GPRS module
MC35. Thee various methods of designing VHDL based machines are discussed in [2], [3] and [8]. Also in [5]
the passenger’s requirements for ticketing system are given. In [4] a coffee Automatic Dispense machine is
designed using single electron encoded logic (SEEL). The designed circuit is tested and its power and
switching time is compared with the CMOS technology.

The Cedrone patent (US. Pat. No. 4,776,548) discloses a system for monitoring a vending machine
and periodically transmitting information relating to machine conditions, sales and product inventory to a
central computer. The Girouard patent (US. Pat. No. 4,982,346) discloses. An automated system for point-of-
sale-type advertising and promotional campaigns, having a computer which can display advertisements on a
monitor, manage promotional sweepstakes, display product or store locator maps, dispense coupons, accept
orders, manage customer surveys, and communicate With a remote host computer.

The Gorog patent (US. Pat. No. 4,947,028) discloses a vending machine that can accept voice
commands via a voice recognition system (and communicate with the customer via a voice synthesizer) to
accommodate those per sons who are unable to perform manual data entry tasks. In addition, the Gorog patent
discloses a vending machine that can remotely verify a customer’s credit Worthiness prior to permitting a sale
on credit to the customer.

I1l. METHODOLOGY

The In this paper a state diagram is constructed for the proposed Automatic Machine which can vend
four products that is cold drink, coffee, chips and chocolate. Four inputs are taken for selection of products. We
select the product and input money 8 Rs. for cold drink, 10 Rs for coffee, 20 Rs for chips and 30 Rs for
Chocolate. We took 1, 2, 5 as a coin for input as well as 10, 20 as a currency note for respective products. An
Expiry date feature is also available in our machine which is used for if any product is out of date then machine
will not dispense that product and two output change and ret (Return) are available in our machine for provide
the change money to the user and if there is no product available in our machine then return full money. The
products with their prices are shown by table 1. There are also two input signal clk and reset. The machine will
work on the positive edge of clock and will return to its initial state when reset button is pressed. The proposed
vending machine is designed using FSM modeling and is coded in VHDL language.

S. NO. PRODUCTS PRICE
1 Cold Drink 8
2 Coffee 10
3 Chips 20
4 Chocolate 30

]
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Table 1: Products with their prices

The state diagram mainly consists of states (Reset, Selection Products, Product available, Expiry date,
Insert money, Dispense Product, change and exit). Initially when the reset button is pressed, the machine will
be ready for the users to select the product and cold storage has 10 quantities of all products. This state is the
initial state of the design. After this the user will select the product to be dispensed. The machine can accept 1,
2, 5 amount of coin and two types of notes i.e. rupees 10/- and 20/-. Let us suppose that the user selects coffee.
The machine will firstly check that whether the products are available in the machine or not. After this the
control unit will move to check whether product is expire or not, if product is not expiry then insert the
sufficient money. Then if rupees 10/- note is inserted then the machine will go to next state and dispense the
product. If products are not available in the machine then the control unit will demand for servicing and after
service the machine will get reset. This methodology is explained using a flow diagram shown in figure 3.

i EXIT l

Fig 3: Flow Chart for Automatic Machine

IV. SIMULATION RESULTS
In case of bottle dispense we take reset is ‘0’, input rupees as 8 INR and expiry date (bexpirydate) is
‘0’ then bottle will dispense. We took expiry date as a feedback of product if our product (cold drink bottle) is
expire then there is no dispense. If machine has no product then empty signal will be high and return full
money. These all operation will perform on positive edge clock. If reset is high then machine will not any do
any performance and 10 cold drinks will be stored in cold storage. Fig 4 shows the cold drink dispense.
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Fig. 4: Simulation result for Cold drink bottle dispance
In case of coffee dispense we take reset is ‘0’, input rupees as 10 INR and expiry date (cexpirydate) is
‘0’ then coffee will dispense. We took expiry date as a feedback of product if our product (coffee) is expire then
there is no dispense. If machine has no product then empty signal will be high and return full money. These all
operation will perform on positive edge clock. If reset is high then machine will not any do any performance
and 10 coffee will be stored in cold storage. Fig 5 shows the coffee dispense.
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Simulation result for Coffee dispense

In case of chips dispense we take reset is ‘0’, input rupees as 20 INR and expiry date (chexpirydate) is
‘0’ then chips will dispense. We took expiry date as a feedback of product if our product (chips) is expire then
there is no dispense. If machine has no product then empty signal will be high and return full money. These all
operation will perform on positive edge clock. If reset is high then machine will not any do any performance
and 10 chips will be stored in cold storage. Fig 6 shows the coffee dispense.
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g.: Simulation result for Chips dispense.

In case of chocolate dispense we take reset is ‘0°, input rupees as 30 INR and expiry date
(clexpirydate) is ‘0’ then chocolate will dispense. We took expiry date as a feedback of product if our product
(chocolate) is expire then there is no dispense. If machine has no product then empty signal will be high and
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return full money. These all operation will perform on positive edge clock. If reset is high then machine will
not any do any performance and 10 chocolate will be stored in cold storage. Fig 7 shows the coffee dispense.
o e T - - -
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Fi 7: Simulation result for Chocolate dispense

V. CONCLUSION
We Implement the FSM based automatic dispense machine using Xilinx ISE 14.2. For verification

(Simulation) we used Modelsim 10.2a student addition tool from Mentor Graphics Company. We conclude that
our design is cost effective and dispense multi products. We also added an expiry date feature that is very
useful for common man if any product is out of date or expire machine will not dispense that product and if
any person have inserted money for the same product machine will return full amount. At present scenario it is
very use full in malls, shopping Complexes, PVRs, railway stations and airports etc.

(1]

(2]
(3]
(4]

(5]

(6]

[7]
(8]
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Abstract: In this paper, we propose principle line based Palmprint Identification method. In this method
to detect principle lines of palm print is with consecutive filtering operations. Smoothing operation is used
to remove image noise. Edge detector operation and closing operation are merged to extract the principle
lines. Binarization yields the binary principle line. The lines detected with the developed scheme are used
to extract textural information using Gray Level Co-occurrence Matrix and Statistical Property Features.
Euclidean distance is used for matching to identify the genuine person and the powerful supervised
classification techniques namely Support Vector classification Machine and Extreme Learning Machine
with kernels like linear, radial basis function is applied to classification. The experimental results on the
PolyU palmprint database demonstrate the feasibility and effectiveness of the higher accuracy and
reduced execution speed shows that our proposed approach.

Kevwords: Biometrics. balmorint extraction. palmorint identification. Princinle lines. Machine learnina.

I. Introduction
The security of a system has three main components of authentication, authorization, and

accountability. Authentication is the most important of these three elements. In the information technology
domain, authentication means either the process of verifying the identities of communicating equipment, or
verifying the identities of the equipment’s users, which are primarily humans. Security plays a very important
role in one’s life. The accurate identification of the person to access secured application is static challenging due
to the limitations imposed by real time applications. Samples of such applications include access to ATM,
nuclear facilities, boarding a commercial flight or performing a remote financial transactions etc. The main goal
of accurate identification is to prevent the imposter accessing the safe application. There are three methods in
which users can be identified such as:
1. Something the user knows—Password, PIN

2. Something the user has—Key, Cards and Tokens
3. Something the user is—Unique Biological properties

Easily lost, stolen, shared or manipulated and there by undermining the intended security. The third
way of identifying the person appears to be more secure, so designing a security system based on biological
properties cannot be lost, manipulated or stolen. Biometric system can be defined as a pattern recognition
scheme, which is capable of finding a Person based on their biological properties. These biological properties
can be physical characteristics like face, finger print, hand geometry, palm print, retina, and DNA, ear, iris and
hand vein .Behavioral properties like speech, gait and signature.

A biometric is a physicalor behavioural feature or attribute that can be measured. It can be used as a
means of proving that you are who you claim to be, its means of proving without revealing your identity that
you have a definite right.

Apalm print refers to an image acquired of the palm region of the hand. It can be either an online image
(i.e. taken by a scanner, or CCD) or offline image where the image is taken with ink and paper. The palm itself
consists of principal lines, wrinkles and ridges. It differs to a fingerprint in that it also contains other information
such as texture, hollows and marks which can be used when comparing one palm to another.

Palm has unique distinguishing line patterns which can be used to identify people uniquely. It is a
physiological biometric. A user is asked to put his/her hand in an surrounded unit having fixed illumination and
a platform that restricts hand motion. It may have pegs to further fix the position of the hand. Scanners or
cameras can then be used to capture the image. Palm print has high user acceptability with few hygiene based
concerns characteristic of all contact based biometric. But there has been a move towards developing contactless
recognition systems.
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Palmprint Identification Based On Principle Line Using Machine Learning

There are two types of palm print recognition research,
1. high resolution
2. low resolution

The high resolution approach employs high resolution images, and is suitable for forensic applications,
such as criminal detection. In general, high resolution refers to 400 dpi [1].In high resolution images,
researchers can extract ridges, singular points and minutia points as features can be detected. The low resolution
approach employs low resolution images, and is more suitable for civil and commercial applications such as
access control. Palm print images can be acquired with low resolution cameras and scanners and still have
enough information to achieve good recognition rates. Low resolution refers to 150 dpi or less. The Low
resolution images are generally use principle lines, wrinkles and texture.

e
Singular points
¥

Vs

Z

Minutiae points -

Fig.1 Palm print features in (a) a high resolution image and (b) a low resolution image.

Recognition by iris or retina brings very good results but tolerate very expensive devices of images
capture in one hand and on the other hand the possibility of intrusions among the users .Recently, many
researchers used verification by face or voice, unfortunately their performance is again far from being
satisfactory.

Another technology is based on the geometry of the hand. It uses the geometric information to identify
a person, unfortunately these informance are very limited with low accurate results. To face the problems
encountered in the biometry based on the hand, David Zhang and shuproposed, in 1996, another biometric
always based on the hand that is palm prints.

The palmprint, this very large and internal surface of the hand, contains several characteristic features
as principle lines, wrinkles, creases and textures. Thanks to this large surface and the abundance of characteristic
features, it seems that palm prints are very robust to noise and unique to every individual. Compare to other
physical characteristics.

Palmprints identification has several advantages
1. Treatments of low resolution images
2. Few intrusion risks
3. The features of lines are stable
4. High level of acceptance by users.

The Physical characteristics can be fingerprint, palmprint [2,3], face, iris, signature, voice, and gait.
Palmprint is an efficient characteristic because of its uniqueness and stableness. In addition, this characteristic
gives a lot of biometric information, e.g., principle lines, wrinkles, ridges and datum points which are the unique
features of human.

Palmprint-based biometric technology is composed of two steps: feature extraction and recognition.
Image features are extracted and collected as input vector while the remaining step is to recognize or classify
that vector into the suitable class to identify people.

In recent survey, Sakdanupab et al. [4] have proposed and implemented a palmprint classification
method based on principle lines. The phase of principle line extraction is based on profiles of gray values within
a window of size 3x3 in four directions (0, 45, 90, and 135 degrees). The principle lines consisting of heart line,
head line and life line are extracted and used for recognizing people afterwards. The drawback of this method is
that noise is not completely eliminated by the proposed noise reduction process. In addition, their algorithms
take too much processing time. The accuracy was achieved 85.49%.

Huang et al. [5] have proposed a palmprint verification approach based on principle lines. In the
process of principle line extraction, the lines are extracted by using the modified finite Radon transform. When
the transformation is applied, lines in Cartesian coordinate are converted to lines in energy and direction. The
energies and directions are used to detect the differences between principle lines and wrinkles. After that, those
differences are finally used to verify people. The accuracy was achieved 95%.
________________________________________________________________________________________________________________________________|
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Wong et al. [6] have described the palmprint identification based on features from lines in palmprint. In
this work, Sobel mask of two sizes (3x3 and 5x5) in four directions together with an appropriate threshold are
mainly used to extract feature vectors. Proceedings of the Second International Conference on Knowledge and
Smart Technologies 2010 (July, 24-25, 2010)

In 2009, Zhu et al. [7] have applied an approach for major line extraction of palmprint using gradient
images in 4 directions which are overlapped, and then merged with canny edge image. To obtain better results,
palmprint image will be dilated and blurred with the probable template to get the major lines. The disadvantage
of this method is that their algorithm is somewhat complicated to generate the principle palmprints. From our
recent survey mentioned, the methods belonging to Huang and Wong are not used the principle lines as main
features. The methods attempt to extract features from the whole image instead. The accuracy was achieved
87.04%.

However, the methods from Sakdanupab and Zhu focus on extracting the principle lines directly. This
causes the problem because of their complexity and high processing time.In this work, the compact method to
detect principle lines of palmprint is proposed with consecutive filtering operations. Smoothing operation is
used to remove image noise. Edge detector operation and closing operation are merged to extract the principle
lines. Binarization yields the binary principle line.Finally, the postprocessing, removing the connected
components with small region, is applied to discard noise.

The Leging Zhu and RuiXing, proposed a new hierarchical palmprint recognition method [8]. First the
gradient images along the four directions are computed. Then these four gradient images are overlapped and de-
noised. Edges are detected with canny detector and merged with the de-noised gradient image with and
operation. The result is then dilated and blurred with a probable template to get the major line features. The
bidirectional method is used for matching.

The Wei Jia, Yi-Hai Zhu, Ling-Feng Liu and De-Shuang Huang, proposed the palmprint retrieval
based on principal lines for palmprint recognition [9]. In this principal lines are extracted using modified finite
radon transform method. Then key points of principal lines are detected. And direction, position and energy of
these are stored in the table. During matching palmprint is retrieved using the table.

The Wei Li, Lei Zhang, David Zhang and Jingqi Yan, proposed the principal line based ICP Alignment
for Palmprint Verification [10]. First the modified finite Radon transform (MFRAT) is used to extract principal
line. The iterative closest point (ICP) alignment algorithm is used to compute the shifting, rotation and scaling
between the ROI images, and then presented an efficient way to combine the alignment result with the
competitive code for palmprint recognition.

The Cong Li, Fu Liu and Yongzhongzhang, proposed a method to extract the principal lines based on
their cartelistic of roof edges [11].In this at first gray adjustment and median filtering are used to enhance
contrast and weaken noise. Then, palm-lines are detected based on diversity and contrast. And an improved
Hilditch algorithm is used to do thinning, an edge tracking approach is applied to get rid of twigs and short lines,
and then, the broken lines are connected. Finally, the single pixel principal palm-line image is obtained.

The PatprapaTunkpien, SasipaPanduwadeethorn and SuphakantPhimoltares, proposed a simple and fast
method to extract the principle lines of palmprint by using consecutive filtering operations related to gradient
and morphological operators [12]. A gradient masks and closing operator are used to detect the lines. The results
are acceptable with 86.18 % accuracy.

The FengYue, WangmengZuo and David Zhang, proposed the iterative closest point (ICP) algorithm [13]
for palmprint alignment before matching. The palm-lines are extracted using steerable filter. However, due to
nonlinear deformation and inconsistency of extracted palm line feature, the ICP algorithm using only position
information would fail to obtain optimal alignment parameters. To improve its accuracy orientation feature is
used, which is more consistent than palm line, to make ICP registration more robust against noise.

I1. The Proposed Framework

The proposed method consists of four steps
1. Image Acquisition
2. Image Preprocessing
3. Feature Extraction
4. Matching
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Image Acquisition

Image Pre-processing

Feature Extraction

Matching Data

base

Genuine / Imposture

Fig.2 Proposed Architecture

2.1 Image Acquisition

The Poly U Palm print Database [14] is selected for experiment because it is widely used in palm print
biometric area.Poly U is the most widely used low-resolution palm print database for algorithmic research
considering recognition purposes. It is contained of 7752 images from 386 different persons. Persons provide
either the left or the right hand, but then not both. There are 20 samples for each in bitmap file format. Visually,
it is possible to identify more variability between images. The ROI of size 150x150 is cropped from each
original image to be initially used for extracting the principle lines with filtering procedures based on image
processing technique. Those image processing methods filtering algorithms that related to principle lines by
employing gradient masks and closing operator to detect the lines and the pre-processing including smoothing,
merging with binarization. It will display the principle lines and strong wrinkles.

Z\ vl - !

Fig.3 Original imageFig.4 Regionofinterest (ROI)of palmprint

2.2Image Pre-Processing
2.2.1 Smoothing

To blur an image, smoothing filter is applied to eliminate small object in the image for noise reduction
purpose. It can also be used to get objects of interest which makes the image easy to detect. The smoothed
image can be implemented by applying the mask of standard size, 3x3, with the correlation function as shown in
Fig.6

1 1 1
1 1 1
1 1 1

Fig.5 3x3 smoothing filter mask
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i .
Fig.6Applying smoothing filter into an ROI

2.2.2 Edge detection

In our research, edge detection is implemented by gradient operator as the second filter in the whole
process. Firstly, masks of size 2x2 in two directions (0° and 90°) are used as illustrated in Fig.7. With this small
size, edge can be easily detected with simply computation and less processing time. Subsequently, the smoothed
image is convolved with the masks in 0° and 90° respectively to enhance the edge in both directions. These
results are shown as Fig.7 and Fig.8 Finally, the magnitude of gradient is obtained by taking the root sum square

[15] of Gand Gy:
Magnitude of gradient =/ Gx? + Gy?
WhereG,andGyare image gradients in two directions.
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Fig.7 First derivative mask in horizontal directions
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Fig.8 First derivative mask in vertical directions
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Bt ¥ 42 @/tle € ™|l =P |
Fig.9 The magnitude gradient obtained from Fig.7 and Fig.8

2.2.3 Closing
Closing [16], the third operator, is the one of morphological operations which uses the basic operations
of dilation followed by erosion. The closing of image G by structuring element S is denoted by G «S as follows

GeS=(G®S)OS

Where®and Oare basic mathematical morphology techniques called dilation and erosion .The edge
image is performed by closing operator with disk-shape structuring element as demonstrated in Fig.10

0 1 0
Strel = 1 1 1
0 1 0

To smooth contours and fill small holes. After applying closing, the result of image is shown as Fig.11

B Figure s SaoT <]

closure Image.
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Fig.11 After closing applying result image
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Fig.12 Gradient of an image
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3.2.4 Merging

After the image is detected, the principle lines and closing operation is used. Gradient image and
closing image are combined by merging with OR [17] operation as shown in Fig.13

This merged image obviously represents the contrast between object and background, so the
binarization technique with an automatically pre-defined threshold is employed for enhancing the object from
the background.

) ¥ (42 @l € 2 (W]m] =) A
Fig.13 Binarization an image (ie) principle line and strong wrinkles will appear

2.3 Feature Extraction

Features play a significant role in image processing. The transformation of an image into set of features
known as Feature Extraction. Features, characteristics of the objects of interest, if selected carefully are
representative of the maximum relevant information that the image has to offer for a complete characterization
of a region. Feature extraction methodologies analyse objects and images to extract the most prominent features
that are representative of the various objects. Features are used as inputs to identify that assign them to the
person that they represent. In this work Gray Level Co-Occurrence Matrix (GLCM) features and Statistical
Property features are extracted from principal line extracted image.

2.3.1 GLCM (Gray Level Co-Occurrence Matrix) features

The GLCM features extracted in our research work are autocorrelation, contrast, correlation,
dissimilarity, homogeneity, entropy, maximum probability, sum of square, sum of variance, sum of entropy,
difference of entropy, and difference of variance. These features are developed by Haralick so it is also called
Haralick features .Some of the features described above can be calculated using the formula given below.

Energy
Energy returns the sum of squared elements in the Grey Level Co-Occurrence Matrix (GLCM). Energy is also
known as uniformity. The range of energy is [0 1]. Energy is 1 for a constant image. The formula for finding
energy is given in below equation:
E=7%p(@j)? 1)
Contrast
Contrast returns a measure of the intensity contrast between a pixel and its neighbour over the whole
image. The range of Contrast is [0 (size (GLCM, 1)-1) ~2]. Contrast is 0 for a constant image. Contrast is
calculated by using the equation given below:
C= Zi,jli — jIPp(i,))? 2)
Correlation
Correlation returns a measure of how correlated a pixel is to its neighbour over the whole image. The
range of correlation is [-1 1]. Correlation is 1 or -1 for a perfectly positively or negatively correlated image.
Correlation is NaN (Not a Number) for a constant image. The below equation shows the calculation of
Correlation:
CORR =3, —““““Sj’;’f" YD (3
)
Whereo;,0; ,u;andy; are the means and standard deviations of P; and P;, the partial probability density
functions.
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Homogeneity
Homogeneity returns a value that measures the closeness of the distribution of elements in the GLCM
to the GLCM diagonal. The range of homogeneity is [0 1]. Homogeneity is 1 for a diagonal GLCM. The
homogeneity is evaluated using the equation:
H - Z P(lrj) (4)

W 1+]i~j)

2.3.2 Statistical Properties of a palm image Features

The proposed work discusses about to measure properties of image regions. There are various
statistical measurements out of which part of our study and experiment are basic statistical properties of a palm
image and are Area, Bounding box and centric.

The description is for the measurement of a set of properties for each connected component (object) in
the binary image, BW. The image BW is a logical array; it can have any dimension
Area:

e The Scalar can say an actual number of pixels in the region.

Bounding Box:

e The smallest rectangle containing the region,

e al-by-Q *2 vector, where Q is the number of image dimensions: ndims(L),
ndims(BW)

Centric:

e Itis 1-by-Q vector that specifies the center of mass of the region. Note that the first element of Centric
is the horizontal coordinate (or x-coordinate) of the center of mass, and the second element is the
vertical coordinate (or y-coordinate). All other elements of Centric are in order of dimension.

These basic statistical properties can be used to measure the statistical property of image region. The

calculated values of palm lines extracted image can be useful for palm matching technique. The matching can be
done by using basic statistical properties of palm and mostly useful on extracted palm lines image [18].

2.4 MATCHING
2.4.1 Euclidian Distance

One of the most popular similarity distance functions is the Euclidian distance. It is just the sum of the
squared distances of two vector values (xi,yi),

dy = Il'li (x, — v, )2
V= ©

It is variant to both adding and multiplying all elements of a vector by a constant factor. It is also variant to the
dimensionality of the vectors, for example if missing values reduce the dimension of certain vectors produced
output will change. Given two data sets of features corresponding to the training and testing samples, a matching
algorithm ascertains the degree of similarity between them.

I11. Experimental Results

The experiments were implemented in MATLAB 2012 software with Image Processing Toolbox and
on a machine with an Intel® Core™ i3-2350M CPU@2.30GHz and 2.00 GB of RAM configured with
Microsoft Windows 7.The proposed model of this paper is tested on palmprint database collected by the Poly U
from 1000samples for100 different person left hand palm image (10 images for each person). Among them,
eight samples are used for training and remaining two samples are used for testing. For identification, each of
the palmprint images was matched with all of the other palmprint images in the database.

The performance of the proposed approach is evaluated using performance metrics i.e. FAR, FRR are
shown in Table | and comparative results of Accuracy and execution time using machine learning techniques are
shown in Table II.

Number of rejected verification attempts for a qualified person

FRR =
Number of all verification attempts for a qualified person
(6)
Number of successful independent fraud attempts against a person
FAR =

Number of all independent fraud attempts against a person

)
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Table I. Comparative results of the FAR and FRR

P Support vector Support vector Extreme Extreme
e machine machine Learning Learning
r Linear RBF kernel Machine Machine
S Linear RBF kernel
0 FAR FRR FAR FRR FAR F FAR F
n R R
R R
1 1.98 15 1.97 0.96 5 0.02 9
2 9
2 1.9 1 1.98 0.97 5 0.05 9
2 9
Table 11. Comparative results of the SVM and ELM classifiers
Classifiers Kernels Execution Time
(seconds) Accuracy (%)
Linear 1.772 88
SVM Radial basis function(RBF) 1.825 98.1
ELM Linear 0.0082 99
Radial basis function(RBF) 0.0103 99

The comparative result shows that the predictive accuracy of Extreme Learning Machine linear is better
compared to Support Vector Machine with the kernels like linear and radial basis function. The execution time
taken by Extreme Learning Machine Linear is also less than the time taken by the different kernels of Support
Vector Machine.

IV. Conclusion

The proposed method to detect principle lines of palm print is with consecutive filtering operations.
Smoothing operation is used to remove image noise. Edge detector operation and closing operation are merged
to extract the principle lines. Binarization yields the binary principle line. The lines detected with the developed
scheme are used to extract textural information using Gray Level Co-occurrence Matrix and Statistical Property
Features. Euclidean distance is used for matching to identify the genuine person. The result shows that the
accuracy of Extreme Learning Machine linear is better compared to Support Vector Machine with the kernels
like linear and radial basis function. The execution time taken by Extreme Learning Machine Linear is also less
than the time taken by the different kernels of Support Vector Machine. In future, itwill improve the accuracy;
reduce the execution time for using other classification techniques.
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Abstract: Morphological & Averaging filter is proposed in this paper. A comparison between adaptive
generalized morphological filter is proposed in this paper. With respect to the interference possibly
encountered in image processing power system signal, detailed investigations are carried out through
comparison which one is better than other. Morphological filtering are important methods to process and
analvze imaaes.

I. Introduction to Morphological Filtering
Morphological filtering theory was created by French mathematicians G.Matheron ,J.Sarra and others
in the early 80s. As a form of nonlinear filter, morphological filters have been widely applied in the field of
digital signal processing. Based on geometric characteristics of signal, filter uses the pre-defined structuring
element to match the signal and then achieves the purposes of extracting signal and suppressing noise. There are
various forms of morphological filters that have evolved:

Il. Morphological open — closing and close -opening filters
In order to suppress the positive and negative impulse noise in images simultaneously, P. Maragos has
constructed a morphological open-closing and close-opening filters by using the structuring elements of same
size and cascading opening and closing operations in different order [6]. Their definitions are:
Let f (X) denote the input discrete signal and g(x) denote the structuring element. The morphological open-
closing (OC) and close-opening (CO) filters are defined respectively as:

Oc(f)=(feogeg)x)
Co(f)=(f*g-g)x)

Morphological open - closing and close — opening filters have all natures of opening and closing operations.
Although the morphological open — closing and close — opening filters can filter the positive and negative
impulse noise in signal, the output range of open — closing filter will be small for the contractility of opening
operation and the output range of close—opening filter will be large for the expansionary of closing operation.
The two basic filters all have statistical bias phenomenon.

2.1 Generalized open - closing and close — opening filters

At present, the morphological filters adopted are mainly the morphological opening and closing
operations and the cascade forms of them. Although these filters can suppress the positive and negative impulse
noise synchronously, the statistical bias phenomenon will exist during the signal filtering process for the anti-
expansion of morphological opening and the expansion of morphological closing. The bias phenomenon will go
against the suppression of impulse noise and the filters cannot suppress the white noise effectively.

In order to overcome this drawback, literature [12] has constructed a sort of generalized open-closing
and close-opening filters by using the structuring elements of different size and cascading opening and closing
operations. Their definitions are:

Let f (x) denote the input discrete signal and g;, g, denote the structuring elements. It is further assumed
that g, =g, ; The generalized open-closing and close-opening filters are defined respectively as:

GOC(f)=(f-g°2,)x)
GCO(f)=(f*g ~g,)x)

2.2 Spatial Domain Filtering

Filtering operation that is performed directly on the pixels of the image is called spatial domain
filtering. The process consists of simply moving the filter mask from point to point in an image. At each point
(x,y) the response of the filter at that point is calculated using a predefined relationship.
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In smoothing linear filters the output of a smoothing linear spatial filter is simply the average of the
pixels contained in the neighborhood of the filter mask. These filters are sometimes called the averaging filters
and also the low pass filters. Spatial averaging filter in which all the coefficients are equal are sometimes called
a box filter.

Weighted average, in which pixels are multiplied by different coefficients, thus giving more importance to
some pixels at the expense of others.

Order statistics filters are the nonlinear spatial filters whose response is based on the ordering the pixels
contained in the image area encompassed by the filter and then replacing the value of the center pixel by the
value determined by ranking result e.g. median filter.

Median filter replaces the value of pixel by the median of the gray levels in the neighborhood of that pixel.
Median filters are quite popular for their effectiveness in case of impulse noise (salt or pepper noise) because of
its appearance as black and white dots superimposed on an image.

Guassian noise:-

Gaussian noise is statistical noise that has a probability density function (abbreviated pdf) of the normal
distribution (also known as Gaussian distribution). In other words, the values that the noise can take on are
Gaussian-distributed. It is most commonly used as additive white noise to yield additive white Gaussian
noise (AWGN). White means its power spectral density is independent of the operating frequency. White is
used in the sense that white light contain all the frequency components.

BW=(0.75*BW30c)+(0.3*BW3co);

I11. Comparison of morphological, median and averaging filter
For an image containing noise i.e. ‘gaussian’, the results are obtained by using morphological, median
and Awveraging filters. These have different quality and also, their mean errors are different. This comparison is
shown in Figure 4.10.

using adaptive morphological filter me=8 3366

Fig 4.10 Comparison of results of morphological, median and averaging filters

IVV. Conclusion
We have proposed filtering using mathematical morphology to improve the performance of detection
of various noises in highly corrupted images. The proposed method is based on mathematical morphology. The
morphological residue detector powerfully determinates the noises with a low percentage error. The simulation
results indicate that the proposed filter performances better than median and averaging filtering techniques.
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Abstract: Forging is a metal forming process commonly used in industry. Forging process is strongly
affected by the process parameters. In a progressive press forging process, an initial block of metal
(billet) is compressed between two dies halves in each stage to produce a complex part. The shape of
the initial billet is crucial in achieving the desired characteristics in the final forged part. The
metallurgical property as well as the geometry of the final product are strongly dependent on the shape
of initial work piece as well as on the perform shapes at each of the subsequent forming stages. The
major issue, which restricts imparting large deformation to the billet are the tensile stress, which later
results in cracking. Bulge is also undesirable from near net shape manufacturing point of view, as it
will require secondary processing like trimming Traditionally, an experienced designer uses his or her
expertise and design data handbooks for optimizing the initial billet shape. Design of the optimum
preform for near net shape forging is a crucial step in the design of many forging products In this study,
the same is arrived at using profile map, which is generated using the results of FE simulations of
varying geometrical and processing parameters.It is shown that preform map offers a powerful tool for
near net shape forging

Keyword: finite element ,preform, press forging; profile map; near net shape

I.  Introduction

1.1 In metal forming process, Net shape forging can be defined as the process of forging components to final
dimensions with no post forging machining necessary. Near-net shape forged components, on the other hand, are
forged as close as possible to the final dimensions of the desired part, with little machining or only grinding [1]
after forging and heat treatment. Automotive industry is the main customer of near net shape forging
components. Today's market is characterized by requirements for short delivery times, low costs and high
quality. The supplier is confronted with smaller production and delivery batch sizes and an increasing type
variation of part types. Automobile producers are more and more interested in parts which need minimal
machining or are ready to assemble. Near Net shape forging parts can fulfill these requirements. The preform
design used in near net shape forging processes is an important aspect for improving product quality and
decreasing production cost. In the past, preform design was accomplished by empirical design, approximate
analysis and trial-and-error. This task is now supported by the finite-element method and the backward tracing
scheme [2]. Preform is material part that has undergone preliminary shaping but is not yet in its final form. In
preform all process parameter and part geometry is defined in advance by which near net shape is easily found.
through the use of simulation technique. This computer- aided simulation will reduce number of expensive die
tryouts[3]

1.2 Background: This product is the main part in propeller shaft's universal joint as shown in PHOTO 1. In
PHOTO 1(a) the final product full yoke is presented. The product is forged in 4 multistage [4] operation steps.
Each operation consists of a stroke between a male and female die. The 4 multi stage-operation method is based
on the flashless die technology, developed in the press forge [4]. Flashless forging technology means that the
external material during production is as less as possible. Earlier the part is manufactured by drop forging
process in three stages (fullering, blocker and finisher) as shown in Fig 2 . Design is provided with minimum of
15% flash margin and 1.5mm minimum machining allowances per side which can be controlled to 3% flash and
0.5mm machining margins per side by flashless/near net shape forging concept .Fig. 2a and Fig. 2b shows the
old hammer dies and produced forging part.
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Photo 1 1, Photo 1 2
Fig 1a Prop. Shaft Omni
Photo (1) Prop. Shaft Omni

Fig (2a) Old Drop forging die design

F

e

Fig (2b) Drop forged part
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Fig (3a) STAGE -1 (Blank)
Figures showing the Drop forging process stages

Fig (3b) STAGE -2 (Fullering)

Fig. (3c) STAGE -3 (Blocker)

Fig. (3d) STAGE -4 (Finished)

Comparison Table 1

Parameters Drop Hammer FE Model
Material C-45 C-45
Blank weight (kg) 1.450 0.993
Blank size (mm) D50 X 84 D 48X70
Temperatu(°c) 1250 950
Max Load (N) 2000 340
Allowances 15% 3%
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1.3 Design Research
1.3.1  Design Research — 1

To achieve near net shape / flash less forging, the design was changed to vertical forging where the
contact area between the top punch, bottom die and the work piece was minimized so that minimum flash could
be achieved [5}.To achieve this Preform Design it was conceptualized that the stem portion will be in one cavity
only and there would be no contact of the other half of the die.The other half which would be in contact and
where there will be flash formation will only be in the yoke portion. So the conceptualized photo is as shown in
the Fig.(4a) & (4b)

1.3.1.1 Operation 1
Gathering or upsetting is done in the top head keeping the stem diameter same which is as per the
volume required for making yokes with 3% (Burning and Flash) allowance as shown in Fig (4a)

1

Fig (4a) STAGE -1
1.3.1.2 Operation 2
Turning the vertical piece at right angle and slight upset so that the sufficient material is achieved for
yoke filling up.

Fig (4b) STAGE -2)
1.3.1.3 Operation 3

Again turning the piece to right angle and forging it to final shape.
Result: - The yoke found unfilled and huge flash formed unevenly as shown in the Fig (4c)

Fig. (4c) STAGE -3

| JMER | ISSN: 2249-6645 | www.ijmer.com | Vol. 4 | Iss. 4 | Apr. 2014 | 49 |



A Case study for near net Shape — Flashless forging for full yoke (Sleeve Yoke omni)

1.3.2 Design Research — 2
To overcome the problem of underfilling and excess flash in design research 1, design research 2 was
coceptualised as shown below from Fig (5a) to (5e)

1.3.2.1Design and development approach

Fig (5a) Stage -0 (billet) Fig (5b) Stage -1 (forward extrusion- FE model)

Fig (5c¢) stage2 T- formation (FE model)

Fig(5¢c) T —formed
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Fig (5d) Stage -3 Bending of T (FE model)

Fig (5e) Stage 4 (Finished yoke)

I1.  Methodology
Methodology followed during the tenure of this study is given in the form of flowchart as followed-

‘ Selection of material, geometrical and frictional parameter ‘

|

| Finite element modeling and simulation ‘

|

Generation of profile map

l

Experimentation using samplewith preform generated through
Profile map

|

If nearnet shapeis
achieved

Map validated

Flow chart 1
|
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I11.  Production Flow Diagram

Material Inspection

Billet Cut
Weight 0.997-0.998 gm
Billet dia 49mm

Graphitisation

Heating
Temp. 950 + 50°C

l

Forward Extrusion
(1> stage)

|

T- Shape (2" stage)

Bend shape (3" stage)

Final near net shape ( 4thstage)

Flow Chart 2

(,
-

.
Fig. 6 a (Near net shape Forged Part) Fig. 6 b (FE Model)

]
| JMER | ISSN: 2249-6645 | www.ijmer.com | Vol. 4 | Iss. 4 | Apr. 2014 | 52 |



A Case study for near net Shape — Flashless forging for full yoke (Sleeve Yoke omni)

1 STAGE 2 STAGE 3 STAGE

i
Fig 7a (Four stages die design)

IV. Deform Simulation / FE Models
The FE model for all four stages consist of three parts i.e. top, bottom and partgeometry
. Part geometry [6] used in each operation is the outpui of previous operation. The top and
bottom dies are selected as rigid bodies while the part is in plastic form. Because the die
blocks have to retain their shape.

In Table 2 the friction parameters [7] in all stages are presented:

Stage 1 Stage 2
Friction Heat Transfer Friction Heat Transfer
Contact Coefficient  |Coefficient Contact Coefficient  |Coefficient
Lower die 0.3|11(N/sec/mm/C) Lower die 0.3[11(N/sec/mm/C)
Upper die 0.3|11(N/sec/mm/C) Upper die 0.3[11(N/sec/mm/C)
Piece 0.3|11(N/sec/mm/C) Piece 0.3[11(N/sec/mm/C)
Stage 3 Stage 4
Friction Heat Transfer Friction Heat Transfer
Contact Coefficient Coefficient Contact Coefficient Coefficient
Lower die 0.3|11(N/sec/mm/C) Lower die 0.3|11(N/sec/mm/C)
Upper die 0.3|11(N/sec/mm/C) Upper die 0.3[11(N/sec/mm/C)
Piece 0.3|11(N/sec/mm/C) Piece 0.3[11(N/sec/mm/C)

Table 2

V. Production explanation
In this chapter, the complete production of product (full yoke) will be explained. All the possible
problems that appear in the production will be described. Each operation is defined clearly so a good idea about
the main problem of this subject can be made

5.1 Preparation: The starting product consist of a steel alloy cylinder with a diameter of 48 [mm] and a height
of 70 [mm]. The cylinder will be called in the future piece. The piece is preheated in an induction furnace till it
has the temperature of 950°C. This means also that the volume of the epiece changes because of the big
temperature difference. With the formula the new volume can be calculated. (1) With expansion coefficient o=
0.000012 [1/K] and AT = 950 [K], the diameter increases to 48.633 [mm] and the height increases to 70.924
[mm]. So these lengths have to be used in the FE model well as in first operation die, After heating the cylinder
cools for 18 seconds, because in that time the cylinder is transported from the induction heater to the first
operation place, After that the piece has to be placed in the center of the die of the first operation, this is very
important for the good centering of the product. This takes atleast 1.5 secs. The 19.5 secs of transportation and
cooling has to be simulated as well in the numerical simulation
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5.2 operarationl: After positioning of the piece, the first stroke takes place. This operation is the forward
extrusion operation [8] and has a couple of aims. First of all it removes the scale and redistribute the material to
the shape of the end product. Next to that, it also rejects the piece if the weight tolerance is exceeded. Because if
the weight tolerance is exceeded, the piece will not fit in the die of the second operation. Further it ensures the
exact positioning in the die of the second operation

The final distance between the upper and lower die is 24.435 [mm]. In figure7(a), the upper and lower
dies of operation 1 are presented. The parameters, which can be changed for the research, are given in Fig( 7a)
,Only the height can be changed, because by changing the height, also the angle shall change. This will ensure to
keep the same volume between the two dies
In Fig ( 8a) the filling of the original geometry after operation 1 is presented. After the stroke, the upper die will
go up and the piece will be transported to the lower die of operation 2. This takes 1.5 seconds and in this time,
the piece will cool again.

Ist Stage Die & Punch

H.\‘HH'.\IM‘

i

Fig. 8a (FE Model of the die in closed
condition and companert
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Table 3 State variable parameters for Stage 1

Stagel
Sr. No contents minimum value [ maximum value
1 Effective Strain (mm/mm) 0.01120 3.20000
2 Effective Stress (Mpa) 39.5 440.0
3 Effective Strain rate (mm/mm/sec) 0.06490 769.00000
4 Temperature (°C) 725 1016
5 Volume (mm3) 135773.43
6 Displacement (mm) 48.95130 98.30460
7 Velocity (mm/sec) 18.66 2492.72
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Fig. 8b State variable & graph for operation 1
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5.3 operation 2: After the transportation of the operationl , the piece will be placed in the lower die of
operation 2, which also takes 1.5 seconds. The second operation is the preforming operation in T shape and
has also a couple of aims. First of all it creates arms equal to calculated length of forks the side walls of
the die would restrict the flow of material and control the width of forks without any flash. Thickness of forks
can be adjusted by adjusting the stroke length

In Fig( 9a), the upper and lower dies of operation 2 are presented. In this operation a lot of parameters can be
changed. This is also the reason that the solution first has to be found in the second operation.

Now the second stroke takes place. The final distance between the upper and lower die depends on the filling
of the point where the upper and lower die comes together. See the  arrow at Fig ( 9a ) The filling of the
corner has to be approximately the same as the filling in Fig( 5¢). A shape in the corner like that, gives a

good filling in the top of the die and also a good flashless filling at the end of operation 4.
2- STAGE DIE & PUNCH

PR LA
M\U (I

Z2- STAGE COMPOMNEMNMNT

=

SSuTSS e ey

;:' oy i

A FE

Fig. 9a FE Madel of the die in closed
condiion and preform in T Shape

Table 4 State Variable parameters for Stage 2

SR.NO CONTENTS MINIMUM VALUE MAXIMUM VALUE

1 Effective strain(mm/mm) 0.35200 5.33000

2 Effective stress(mpa ) 3.34 439.0

3 Effectivestarin rate(mm/mm/sec) 0.01570 2356.0000

4 Temeperature(°c) 796.38 1042.58

5 Volume (mm3) 131827.26

6 Displacment(mm) 127.2800 | 177.48000

7 Velocity(mm/sec) 0.0463 | 3950.0
Load Prediction State Variable

Z Load (tons-English) Step 80 Temperturei(©) Effective Stress (MPa)
78 T———— T ——— e 901

i 721
H 541

361

CRZINETN
-— BILLETDIA499°69.8
Object4

227

P57 |- 180 1
5| Min / w ' I
o0 Do e s ol s g £ lSHIERTNER o I S (S S 1?40 e ] [--"M-théip S 3 351
0.000 0249 0.487 0:748 Dems; g 02 0.000 0249 0497 0746 0995 1.24
Time (sec) x)"’ v Tlme (SeC)

]
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State Variable State Variable
Temperature (C) Displacement {mm)
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Fig. (9b) State variable graph for operation 2

5.4 Operation 3

After the operation 2, the piece will be transported in the lower die of operation 3, which also takes 1.5
seconds. In Fig ( 10a), the upper and lower dies of operation 3 are presented. In this operation only one
parameter can be changed. This because of the fact that the shape of the end product is prescribed. Now the third
stroke takes place. The final distance between the upper and lower die depends upon the proper bending of piece
in the die. Ifthe whole  die is filled, it isn't necessary to press further. In DEFORM [9] this is easily seen with
the graphical function of the normal pressure.
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3rd Stage Die And Punch

Volume
Volume (mm*3) ! [ |
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Fig 10a FE Model of die in closed condition and perform after bending of T
STAGE 3
SR .NO CONTENTS MINIMUM VALUE MAXIMUM VALUE
1 Effective strain(mm/mm) 0.37700 6.0200
2 Effective stress(mpa ) 0.17 282.0
3 Effectivestarin rate(mm/mm/sec) | 1.87000 62.27000
4 Temeperature(°c) 589.00 1020.00
5 Volume (mms3) 131704.50
6 Displacment(mm) 117.35000 217.58000.
7 Velocity(mm/sec) 490.1200 680.43
Table 5 : Stage Variable Parameters for Stage 3
State Variable State Variable
Effective Strain (mm/mm) Effective Stress (MPa)
134 a01
10.7 7oA | R < L= L (-
8.04 st | el ¢ 1]
536 s [ a | TR\
268 180 . gl TG . ouREELRE .
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0000 0243 0497 0746 0995 124 0000 0249 0497 0746 0895 124
Time (sec) Time (sec)
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State Variable State Variable
Effective Strain Rate ((mmimm)fsec) Temperature (C)
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Fig. 10b State variable graph for operation 3
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5.4 operations 4 After the Operation 3, the piece will be transported in the lower die of operation 4, which
also takes 1.5 seconds. In figure 7, the upper and lower dies of operation 4 are presented. In this operation only
one parameter can be changed. This because of the fact that the shape of the end product is prescribed.

AW En Stamgges Trie awrncl oo

Now the fourth stroke takes place. The final distance between the upper and lower die depends on the
filling of the top of the die. If the whole die is filled,and the total length is achieved it isn't necessary to press
further. In DEFORM 3D this is easily to see with the graphical function of the normal pressure.

Load Prediction

ZLoad (tons-English) Temperature (C)

Step 128
323 1060
-7
& :
ENENEE, |
— BILLETDIA9.9%69.8 1
259 |4 —— Object8 al|
60,
198 [ N .
- 324
19 | 4
sa1 [ i
4951
697| Min
7 1020] Max
0 i I I LAY 05"
0.000 0248 0497 0.746 0835 ;124

Time (sec)

Table 6 State variable parameters for stage 4

SR .NO CONTENTS MINIMUM VALUE MAXIMUM VALUE
1 Effective strain(mm/mm) 0.52800 7.99400
2 Effective stress(mpa ) 3.3638 305.1160
3 Effectivestarin 0.00094 62.27000
rate(mm/mm/sec)
4 Temeperature(°c) 589.00 12874.00000
5 \Volume (mm?3) 131035.59
6 Displacment(mm) 190.01100 282.54000.
7 \elocity(mm/sec) 0.0100 348.26
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State Variable
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Fig. (11 b) State variable Graph for operation 4

VI. Result & Comparison

Sr Dimensions Obtained Through( hammer Dimensions Obtained Throughflashless forging
No forging route) (mm) route (Press forging)(mm)
1 69.5 67.91
2 40.00 41.00
3 70.50 67.60
4 58.00 58.00
5 52.20 52.75
6 5.00 5.50
7 43.00 40.90
8 58.40 57.00
9 40.73 42.36
10 2.30 2.50
11 44.2 46.98
12 47.00 47.00
13 19.80 19.96
14 29.80 29.64
15 57.00 56.90
16 29.50 29.00
17 116.00 114.00
18 135.00 131.00
19 11.80 10.70
Table 7

Dimensional Comparison
Full Yoke (Omni)

160
140
120

100 B Drop Hammer
B Flass less Forging

Observation

123456 7 8 91011121314151617 1819

Dimension No.

]
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Graph 1
6.1 Metallurgical Test Reports and Comparison
DATE METALLURGICAL HAMMER PRESS (1500 TON)
PROPERTIES
17/9/2012 HARDNESS 197 BHN 229 BHN
TENSILE (DATA AS PER |68 kgf/mm? 79 kgf/mm?
HARDNESS VALUE)
IMPACT 22 Joule 44 Joule
GRAIN SIZE 6-8 ASTM 5-8 ASTM
GRAIN FLOW oK oK
Table 8

SLEEVE YOKE-CARRY-FORGING (HOT)

100X

MICRO :FERRITE GRAIN BOUNDARY OF
PEARLITE. ,
CHARPY IMPACT VALUE :22 J

Photo 2 (Micro Structure of Hot Forging on Hammer)

S_LEEV YOKE -WORM FORGE

JOX

HARDNESS : 207-201 BHN

MICRO : PEARLITE & FERRITE.
( GRAIN SIZE 6-8 ASTM )

CHARPY IMPACT VALUE : 44 J

Photo 3 (Micro Structure of Near Net Shape forging on 1500MT Multi Station Press)
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6.2 Weight saving Economics Reports and comparison
WEIGHT SAVING ECONOMICS
SR.NO Description Drop Forging Flashless Forging Wt. Saving %
(kg) (kg) Saving
1 Input Weight. 1.47 0.945 0.525 35.71
2 Forged (wt. With flash) 141 0.938 0.472
3 Net wt. 1.05 0.937 0.113 7.69
4 Flash wt. 0.36 0.001 0.359
5 Buming Loss 0.06 0.007 0.053
6 % Flash 24.49 0.11 24.38
7 % Buming 4.08 0.74 3.34
8 % Yield 714 99.2 27.7
Table 9
Graph 2

Weight Saving Economics

= Drop Forging
-Flashless Forging

Value
'_\
o
|

o Et——————7=

Input Weight.

Net wt.

Flash wt.

Burning Loss
% Flash ¢

% Burning

% Yield

Forged (wt. With flash)

Description

VII. Conclusion
The aim of this project is reached at GNA Udyog Ltd.. It will be used as a prototype for all other Yoke

flashless or Near Net shape forging.In this case a study has been carried out for near net shape — flashless
forgingfor full yoke omni, a child part to be fixed in propelleor shaft of omni vehicle (a LCV) made by Maruti
Suzuki Itd (India ). In this study the preform die design changes required for flashless forging of sleeve yoke
through warm forging route is carried out. It has been concluded that preform design plays a very important role
to achieve near net shape — flashless forging, the yield improved from 71.4 % ( closed die hot forging through
hammaer route ) to 99.2% flashless/near net shape warm forging through press forging route. Finite element
analysis is carried out for different stages of preform & finisher forging for the elements — effective strainn rate
, effective stress, temperature, volume displacement & velocity. Such application of preforms & simulation
techniques will help achieve optimum utlisation of material resulting in economical utilsation of components
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Abstract: Fuzzy soft set is one of the recent topics developed for dealing with the uncertainties present
in most of our real life situations. The parameterization tool of soft set theory enhances the flexibility of
its application. In this paper, we have studied membership grade, power set, < -cut set, strong fuzzy o -
cut set ,some standard operation fuzzy soft set, degree of subset hood and proposed some results with
examples.
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I. Introduction

In many complicated problems arising in the fields of engineering, social science, economics,
environment, medical science etc. have various uncertainties. Fuzzy soft sets are very useful structures arising in
many areas of mathematics and computer science. The theory soft sets was initiated by Molodtsov[4] in 1999
for modeling uncertainty present in real life. Roughly speaking a soft set is a parameterized classification of the
objects of the universe. He has shown several applications of soft sets in different areas like integration, decision
making etc. In 2003, Maji, Biswas and Ray [5] studied the theory of soft sets initiated by Molodtsov. They
defined equality of two soft sets, subset and super set of a set, complement of a soft set , null soft set and
absolute soft set with examples. Soft binary operations like AND, OR and also the operations of union,
intersection were also defined. In 2005, Pie and Miao [10] and Chen et al [2] improved the work of Maji et al
[5]. In 2012, Borah, Neog and Sut [9] studied the theory of soft sets initiated by Molodtsov [4] and put
forwarded some more propositions regarding fuzzy soft set. In this paper, an analysis has been made to discuss
about some properties related to fuzzy soft sets along with examples and proofs of certain results.

Il. Preliminaries

Definition 2.1[1]

Let U be an initial universal set and E be a set of parameters. Let P (U) denote the power set of U. A
pair (F, A) is called a soft set over U if F is a mapping given by F: A= F (U) Where A & E
Definition 2.2[6]

Let U be a universe and E a set of attributes. Then the pair (U, E) denotes the collection of all fuzzy
soft sets on U with attributes from E and is called a fuzzy soft class.
Definition 2.3[6]

For two fuzzy soft sets (F, A) and (G,B) over a common universe U , we say that (F,A) is a fuzzy soft
subset of (G,B) if

i) ACB

i) For all € € A, F(¢) isa subset G(g) and is written as F(A) < (G,B)
Definition 2.4[6]

For two fuzzy soft sets (F, A) and (G, B) over a common universe U are said to be soft set equal if
(F,A) is a soft subset of (G,B) and (G,B) is a soft subset of (F,A)
Definition 2.6[6]

Intersection of two fuzzy soft sets (F,A) and (G,B) over a common universe U is a fuzzy soft set (H,C),
Where C=AnN Band g€ C, H(e )= F(¢) N G(g) and is written as (F,A)" (G,B) = (H,C)

1. Main Result
Definition3.1
let X={x} be a collection of objects denoted by x than a fuzzy soft set A in X is a set of ordered pairs A
= {X, Ha(X):x € X}, where pa(x) is called the membership grade of x in A.
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Example 3.1
Let X={p, q.r, s} and A:X —> | defined A(p)=0.1 A(q)=0.2 ,A(r)= 0.3 A(s)=0.4. Then fuzzy soft set A
can be written as A= {(p, 0.1),(9,0.2),(r,0.3)(s,0.4)}
Definition3.2
Let X be a domain. Then set of all fuzzy soft subsets of X is called the fuzzy soft power set.
Example 3.2 Let X= {a, b} be a fuzzy soft set Then fuzzy soft power set is { ¢ ,[a],[b].[a, b]}
Definition 3.3
A fuzzy soft set a is defined on X .The « -cut set “A is made up of members X. Whose members

grade is not less than o ,therefore “A ={xex, A(X) > a } Where o €[0,1]

09 10 02 01
Example3.3 Let x={p, q, r, s} and fuzzy soft set A=——+—+—+— and o« -cut set for

p g r s

@ =0.1,0.2,0.9,1.0 than “°A={q},**A=[p, q}, “*A={p, q, r},"*A={p, q, 1, s}=X
Definition 3.4

Let A be a fuzzy soft set on X. Then strong fuzzy soft « -cut set “* A is made up of member of X.

whose membership grade is greater than ¢ i.e “" A={xe X, A(X) >« } where
a €][0,1]

Example 3.4 In Examle3.3 the strong ¢ -cut set is “* A={q], *** A={q], *** A=[p.q}, """ A={p.qr}
Definition3.5

The set of all levels @ € [0,1] that represents distinct ¢ -cut set of a given fuzzy soft set A is called a
fuzzy soft level set of A then A(A) ={« : A(X)=  forall xe X}

01 04 03 05 03
Example3.5 Let X={a, b, ¢, d} and fuzzy soft set A= —+—+—+ T + — then fuzzy soft level set
e

a b ¢

of A={0.1, 0.3, 0.4, 0.5}
Definition3.6

The support of a fuzzy soft set A over the universal set X is the crisp set that contains all the elements
that have non-zero membership grades in A and is denoted by Supp(A) i.e. Supp(A)={ x€ X, A(x) >0}
Definition3.7

Let A be a fuzzy soft set over universal set X. than the set of all those elements of X whose
membership grade is 1 called core of fuzzy soft set A and is denoted by core(A) i. e core(A) ={ xe X, A(x) =1}
Definition3.8

Let A be a fuzzy soft set over a universal set X. Then the height of A is the largest membership grade
obtained by any element in that set and is denoted by h(A) i.e h(A) =suppx e xA(X)
Example3.6 If A= {0,0.2,0.8} than h(A)=0.8

Definition3.9

A fuzzy soft set A of a classical set X is called fuzzy soft normal if there exists an x € X such that A(X)
=1
Example3.7 If a= {0, 0.1, 0.2, 1.0} than A(x) =1

IV. Standard Operation Of Fuzzy Soft Set

Definition4.1

Let A be a fuzzy soft subset of a nonempty set X. Then the complement of A is denoted by A and is
denoted by A=1-A(x) V xe X
Definition4.2

Let A and B are two fuzzy soft subset over nonempty set X. Then the standard union of A and B are
denoted by (AU B)(x) = max[A(x), B(x)]Vx € X
Definition4.3

Let A and B are two fuzzy soft subset over nonempty set X. Then the standard intersection of A and B
are denoted by (A B)(X) = min[A(x), B(x)]Vx € X

Proposition 4.1 Let A, B be fuzzy soft sets over a universal set X then |A| + | B| = ‘AL_J B‘ +‘Aﬂ B‘
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Proof :| Al JB|= " max[A(x), B(x)]

xeX
|AN\B|=>"min[A(x), B(x)]
xeX
|ALJB|+|AMB|= > max[A(x), B(x)]+ > min[A(X), B(x)]
xeX xeX
= > [AX) +B)] or > [B(X)+A(X)]
xeX xeX
=> A(X)+ D B(x)
xeX xeX
=|Al+|B|
Definition4.4
Let A be a fuzzy soft subset over a finite set X then scalar cardinality is denoted by |A| = Z A(X)
xeX
Example4.4 If A= {0.1, 0.2, 0.3} be a fuzzy soft set then |A| =0.1+0.2+0.3+0.6
Definition4.5
Let A be a fuzzy soft set over a finite set X is obtained by computing the magnitude of fuzzy soft set A
A
with the universal set X and is denoted by ||A|| = %
Exampled.4 If A= {0.1, 0.2, 0.8, 0.3} be a fuzzy soft set then | A| =0.1+0.2+0.8+0.3=1.4
Al 14
|X| =4, therefore ||A|| = u =—=.35
x| 4

V. Degree Of Subset Hood

Definition5.1

The support of a fuzzy soft set A over a finite universal set X is the crisp set that contains all elements
of X that have non zero membership grades in A i.e. supp(A) ={ xe X, A(x) >0}
Definition5.2

The height of a fuzzy soft set A is the largest membership grades obtained by any element in that set
and is denoted by h(A)=sup(A)
Definition5.3

Let A and B are two fuzzy soft sets of universal set X. Then degree of subset hood denoted by S(A,B)

is defined as S(A, B) = ﬁﬂ Al— > max[0, A(x) - B(x)]

Preposition 5.13 Let A and B are two fuzzy soft sets of universal set X . Then degree of subset hood denoted by

S(A\B) is defined as S(A, B) = ﬁﬂ A-" max[0, A(x) ~B(x)] or S(A,B)= |A|(;|B|
proof: S(A,B) = = [1A|~ 3 max[0, AG) = B oo (1)

|A| xeX
We have [| A| — z max[0, A(x) — B(x)]]

xeX

=[2 A(x)~ > max[0, A(X) ~ B(x)]]

xeX xeX

= > [A(X)—max[0, A(x) — B(x)]]

xeX

=" min[A(x) -0, A(x) —{A(X) - B(x)}]

xeX
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=" min[A(x), B(x)]

xeX

V1. Conclusion
In this paper, we have given definitions of power soft set, core of fuzzy soft set, strong fuzzy « -cut

set, standard operations of fuzzy soft set and illustrate with some examples. We have introduced the concept
fuzzy soft set, degree of subset hood. It is hoped that our findings will help enhancing this study on fuzzy soft
sets for the researchers.

(1]
[2]
[3]
[4]
(5]
(6]
[7]
(8]
(9]
[10]

[11]

REFERENCES
Borah M.J, Neog. T.J, Sut. D.K. ‘Fuzzy Soft Matrix Theory and its Decision Making’ International Journal of
Modern Engineering Research. Vol.-2 Issue.2 March-April, pp121-127,2012
Chen,D. Tsang,E.C.C, Yeung.D.S, Wang.X “The parameterization reduction of soft sets and its Applications”Vol.49,
No.-5-6,pp757-763,2005
Chetia.B, Das.P.K “On Fuzzy Soft Matrix Theory” JAAM, Vol.2 pp 71-83,July-2010
Molodstov. D.A soft set theory ‘First Result” Computers and Mathematics with Applications Vol.37, pp 19-31, 1999
Maji. P.K, Biswas.R, and Roy A.R, ‘Soft set Theory’ Computers and Mathematics with Applications. Vol.45 pp-555-
562, 2003
M.LAlj,Feng.F, LiU.X.Y,Min.W.K, ShabirM “ On Some New operations in soft set theory” Computers and
Mathematics with Applications,57,pp1547-1553,2009
Majumdar P ‘Soft Multisets’ Journal of Mathematics and Computer ScienceVol.2 pp1700-1711,2012
Majumder P. & Samanta, ‘Generalized Fuzzy soft Set” Comput. Math. With Application Vol.59, pp 1425-1432,2010
Neoga T.J and Sut. D.K ¢ A new Approach to the theory of soft sets’ International Journal of computer Applications.
Vol-32, pp1-6, 2011
Pie .P and Miao. D, “From Soft Sets to International Systems” In proceeding of the IEEE, International Conference
on Granular Computing. Vol.2 pp 617-621, 2005
Ray. S.R , Saradha. M. ‘Properties of Fuzzy Soft Set’ International Journal for Basic Science and Social
Science.pp112-118,2013.

| JMER | ISSN: 2249-6645 | www.ijmer.com | Vol. 4 | Iss. 4 | Apr. 2014 | 68 |



International

OPEN @ ACCESS Journal
Of Modern Engineering Research (IJIMER)
)

Measurements Of Dielectric Constant Of Solid Material (Leather
Belt) At X-Band And Proposed Wearable Antenna

Ambika Singh', Dr. Sudhakar Sahu?

tambikasingh1991@gmail.com, 2ssahufet.kiit.ac.in
(*M.Tech, *Associate Professor, School of Electronics Engineering, KIIT University, Bhubaneswar, India )

Abstract: This article discusses the experimental measurement technique for dielectric constant (i.e.
permittivity ) of leather belt at X-band. This measurement play selection of dielectric constant for
antenna substrate. This leather can be used as flexible substrate of wearable microstrip antenna. This
measurement system consist of solid state klystron power supply, isolator, VSWR meter, frequency meter,
solid dielectric cell (XC-501). This data may be interested in flexibility wearable microstrip antenna
studies and design.

Keywords: Solis dielectric cell; leather belt; Ansoft HFSS

I. INTRODUCTION

Recently, as the number of system using high frequency electromagnetic wave has increased , serious
electromagnetic compatibility (EMC) problem have become apparent. This has lead to search for
electromagnetic wave absorbing material useful in microwave frequencies.

The permeability and permittivity of a Leather belt plays an important role to determine reflection
properties. It is very essential to determine accurately the dielectric constant of Leather material. Such type of
absorbing materials have varied application such as construction of wearable microstrip antenna , improvement
of antenna pattern and improvement in wearable antenna performance[13].

In this paper we determine dielectric constant of Leather and used as wearable antenna substrate.
Emerging trends in monitoring people (patients, soldiers, athletes, etc.) have led to numerous recent advances in
body area communication networks (BAN). Wireless sensor communication opens up tremendous potential for
wireless patient monitoring. Body centric wireless networks use RF sensor nodes in close proximity to the
human body. Body networks include on body, body to body and off body communication. Antenna design and
analysis plays an important part in the development of sensors for BAN. Antennas for on-body communication
include the inverted F antenna, wearable (fabric) antennas [9]-[12] . In this paper we discuss a low cost, nearly
circularly polarized truncated patch antenna design on Zelt [8] fabric and Felt substrate for performing off body
communication centered at 0.8344 GHz for Leather and 0.9029 GHz for Felt for monitoring patients after
operation. This low cost antenna provides good return loss comparable to the fabric antennas.

Il. MEASUREMENT USING RECTANGULAR WAVEGUIDES X- BAND
A representative study was carried on leather belt . In this work the thickness of dielectric sample of
leather 2.2 cm. [1]. The accuracy of sample largely depends upon smoothness of the sample in waveguide and
care which has been taken to ensure that its surface are properly squared with respect to each other.[2]. The
machine sample has taken very carefully for smoothness, the size and squared surfaces.

The figure 1(a) shows an empty short circuited waveguide with probe located at voltage minimum Lg
Figure 1(b) the sample waveguide containing sample of length Ls with a probe located at new voltage
minimum L[13].

Factor affecting Dielectric Constant of Leather

Electromagnetically a leather is, in general a three component dielectric mixture consisting of air ,
rawhide, bound water. Due to forces acting upon it the bound water molecule interacts with an incident
electromagnetic wave in a manner dissimilar to that free water molecule, thereby exhibiting a dielectric
dispersion spectrum, very different from that of free water molecule. Therefore, the dielectric constant of leather
mixture is greatly influenced by a number of factors such as total water content due to humidity of environment
,frequency, temperature etc.[6].

Many of the studies on dielectric properties of leather have been carried out in laboratory conditions.
In general, it has been observed that dielectric constant of leather primarily related to leather moisture content
[7]. Dielectric constant of water is 80, hence variation in leather moisture content makes significant in dielectric
properties of leather[13].
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PROCEDURE

— [t lg—>

Short
circuit

(a) Empty short circuited waveguide

— Lz »le Ls —»

(b) Wave guide containing sample

Where
Lr = empty cavity length
Ls = sample (i.e. dielectric material) length
Figl. Figure shows waveguide with dielectricand  without dielectric sample
The basic arrangement of equipment were connected as shown in Fig. 2.
1. Connect the equipment as shown in Fig. 2
2. With no sample dielectric in the short circuited line, measure Lg position of the minimum in the slotted
line with respect to arbitrary chosen reference plane (L = 0), was find out.
3. The guide wavelength (Ag) was obtained by measuring distance between alternate in the slotted line.
4. The dielectric, i.e. the leather sample in this case was inserted in the short circuit in such a manner that
it touches the end of the sample.
5. Measure D, the position of minima in the slotted with respect to the reference plane.

6

L=0

v
N
v
w
v
S
v
o

Short Circuit

Fig. 2 Experimental Set Up for Dielectric Constant measurement
Microwave Source (Klystron power supply)
Isolator
Frequency meter
Variable attenuator
Wave containing sample
Detector

SoarwNE

I11. Waveguide inside a Dielectric
The wavelength in a dielectric medium is always smaller than free space wavelength. The wavelength
in any unbounded dielectric medium A4 is

A
Ay = ———

Jk'u'
Where

k' = dielectric constant of the medium (i.e. leather belt)
K = permeability of the medium
A = cut-off wavelength of the waveguide
o = wavelength in vacuum
For most of the dielectric materials p' = 1 and therefore
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2o
VK

The wavelength Ag in the air field rectangular waveguide is given by

Ao
Ay = —/1 -
Ao
/[1 -(@) ]
Where

A = cut-off wavelength of the waveguide.
If the waveguide is filled with a medium of dielectric constant k' the new wavelength Ay in the

waveguide is given by
: o
S
(4
/[" -(#) ]

2 _A_g

"TVK
A= JkA,

after solving these equation we obtain dielectric constant of leather belt (i.e. k") of leather sample is 1.6587[13].

Where,

IV. Antenna Design and Geometry

Fig. 3 illustrates the geometry of the proposed printed antenna with rectangular radiator and a finite -
size system ground plane. One of the main criteria for choosing material for fabric antenna design is the ease
with which it can be incorporated. the second criteria is that the fabric material for antenna and the ground
plane must have good conductivity. The third criteria is that the fabric material substrate must have constant
thickness and stable permittivity. Based on the basic properties required for textile antenna, Felt and Leather
were chosen for the antenna substrate, where as Zelt is used as antenna material. The material properties of the
fabrics and Leather are given in Table 1.

Table 1: Properties of Zelt, Felt and Leather materials

Properties Leather Zelt [8] Felt
Conductivity (S/m) 1x10°

Resistivity 0.01

(ohm/sq)
Loss Tangent 0.023
Permittivity 1.6587 1.38

Substrate 2.2 2.2

Thickness (mm)

This is based on a simple microstrip patch design (Zelt is also used as a ground plane) and backing
behind the blue Felt in Figure 3. The corners were truncated to provide circular polarization. Commercially
available electromagnetic solver Ansoft HFSS was used during design . As the design criterion, we look at
return loss characteristics. Truncation and feed optimization were performed for obtaining a well matched, left
hand circular polarization (LHCP) truncated patch design.
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la 40.5cm |

»

40.5cm

Zelt /

i 4

Fig3: Truncated patch antenna using Zelt fabrioc for antenna a Felt and leather substrate.

V. Simulation Result
In this section we compare simulated antenna characteristics for two different dielectric materials Felt
(h= 2.2 mm and ¢, = 1.38) and Leather (h = 2.2 mm and & = 1.6587 ) which is used as antenna substrate. The
Simulated return loss (Sy;) is compared in figure 4 and shows excellent agreement. The simulated antenna has
return loss of about -32.7696 dB at 0.8244GHz for Leather and -38.9001dB at 0.9029 GHz for Felt substrate.
The simulated antenna has a 10 dB-bandwidth of 0.0353GHz for Leather substrate and 0.0413 GHz for Felt
substrate.

o \ /\ / —— Leather Bel

[

-20

$11(dB)

-25

-30

-35

-40

0.4 0.6 0.8 1.0 12 1.4
Frequency [GHz]
Fig 4: Simulated return loss (S;;) dB comparison between two material
The measured normalized co-polarized and cross polarized E-plane and H-plane radiations of the patch antenna
at 0.8244GHz are shown in Fig. 5
1. For Leather Belt Gain Theta and Phi at Phi=0°

2. For Leather Belt Gain Theta and Phi at Phi=90°

0

o] 30
-104
201 300 60
-30]
-40
-50 4
5P
S\
=30 4
20] 240 120
-10 4
04

Fig. 5 Simulated E-plane (Co-pol(solid line)) and Cross pol(dotted line)) radiation pattern is at 0.8244 GHz for
Leather.
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IVV. Conclusion
In this paper measurement of dielectric constant of leather belt determined. From the computed result
it is conclude that dielectric constant depends on thickness of the sample and at lower frequency dielectric
constant are high. This paper also simulates an inexpensive fabric antenna for performing communications from
sensors on the human body to a near by receiver. The antenna well matched at 0.8244 GHz for leather and at
0.9029GHz for Felt substrate. It is nearly LHCP in the frequency band of nearest. The effect of antenna flexing
as well as the presence of human body along with designs with improved antenna efficiency.
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Abstract: In this paper performance of Single Phase Inverter is discussed. In this case IGBT & GTO switches are
used with Sinusoidal Pulse Width Modulation technique. First of all two models are developed using SIMULINK
toolbox of MATLAB software and SIMULATE both models. After the simulation performance of both Inverter is
compared. Finally it indicates that IGBT based Inverter is more suitable.

Kevwords: DC Source. GTO. IGBT. PWM. RLC Load. SIMULINK. SIMULATION.

I. Introduction
The process of conversion of a DC power into AC power at a desired output voltage and frequency is called

inversion. This can be done by a fully controlled converter (using thrusters) connected to ac mains. When a thruster based
inverter supplies an ac power to an isolated load forced commutation techniques are required. This makes the inverter
bulkier and costlier. Therefore thruster based inverter are used only in high power applications. For low and medium power
inverter gate controlled turn OFF device such as Power BJT, Power MOSFET, IGBT, GTO and SIT etc. are used. In
addition to being fully controlled these have high switching frequencies. Therefore these devices may be very efficiently
employed in inverters. Where the output voltage is to be controlled using the pulse width modulation (PWM) technique.
Inverter can be broadly classified into two types based on their operation.

1. Voltage Source Inverter (VSI)

2. Current Source Inverter (CSI)

1. Voltage Source Inverter (VSI)

Type of inverter is fed by a dc source of small internal impedance. Looking from the ac side terminal voltage
remains almost constant irrespective of the load current drawn. Depending on the circuit configurations VSI may be
classified as half bridge and full bridge inverters. VSI may further be classified as square wave inverter and pulse width
modulation inverter.

2. Insulated Gate Bipolar Transistor (IGBT)

It is used for medium power application. It is developed to remove drawbacks of power BJT and power MOSFET.
It is a minority carrier device its switching speed is slightly inferior to that of a power MOSFET. It has many appealing
features of both power BJT and MOSFET e.g. low conduction voltage drop ease of drive wide SOA, peak current
capability, no turn off saturation time, no second breakdown and ruggedness. It has a high impedance gate (like a
MOSFET), low on state voltage drop (like a BJT), and bipolar voltage blocking capability(like a thruster/SCR) .

3. Gate Turn OFF Thruster (GTO)

It is also used for medium power application. It is a member of thruster family. It can turned ON by a positive
gate pulse (like a SCR) and turned OFF by a high power negative gate pulse. Since no separate forced commutation circuit
is required (as in case of SCR), cost size and weight of controllers reduce where as the efficiency improves. It has high
efficiency and high power handling capability. But requires a large gate power source (negative) to turn it OFF
Ic = 1A/3.

4. Pulse Width Modulation (PWM)

To achieve voltage control with in inverter and to reduce the harmonic contents in the output voltage pulse width
modulation techniques are used. In PWM technique width of output pulses are modulated to achieve the voltage control.
Among the large number of modulated technique simple modulation techniques are-

a. Single Pulse Width Modulation

b. Multiple or Uniform Pulse Width Modulation

c. Sinusoidal Pulse Width modulation
______________________________________________________________________________________________________________________________________________|
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5. Sinusoidal Pulse Width Modulation
Sinusoidal PWM pulse can be achieved by comparison of high frequency triangular signal with required
frequency sinusoidal signal .In this modulation technique width of pulses varies in proportion to the magnitude of a sine

wave.

Triangular

Wave

Wave

Triangular wave
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[— 2
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Fig. 1
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6. Total Harmonic Distortion (THD)
A total harmonic distortion is a measure of closeness in a shape between the output voltage waveform and its

fundamental component.

180°

Fig. 2

Simulation

In this section basic SIMULINK blocks which are used to make Inverter models are shown. And both IGBT and
GTO based SIMULINK models are also shown. Load voltage and load current waveform which are obtained after
SIMULATION are also given.
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Fig. 3 Simulink Blocks
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Block Details
Name
DC 400 Volt
Voltage
Source
Series RLC Nominal Voltage Vn (Vrms) 230V, Nominal frequency fn 50Hz,
Load Active power (P) 1000W, Inductive Reactive Power (QL) 750Var,

Capacitive Reactive power (Qc) 150Var, Capacitor Initial VVoltage 0V,
Inductor Initial Current 0 A.

Internal Resistance (Ron) 0.009 ohms, Snubber Resistance (Rs)
IGBT 900000hms, Snubber Capacitance (Cs) 10micro F
Resistance (Ron) 0.001ohms, Inductance (Lon) OH, Forward Voltage
GTO (V1) 1V, Current 10% fall time(T) 10 micro Sec., Current tail time (Tt)
20micro sec., Snubber Resistance (Rs) 120ohms, Snubber Capacitance

(Cs) 10micro F, Initial Current (Ic) OA.

Discrete Carrier Frequency 1080Hz, Frequency of Output voltage 50Hz,
PWM Sample time 5 micro sec., Modulation index 0.4 to 1, Phase of output
Generator voltage(degrees) 0

1GET/Diode4|—|

Fig. 4(B) Waveform of PWM Pulses
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Fig. 4(E) Waveform of IGBT 3 &IGBT 4
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Fig. 5(C) Waveform of GTO1 & GTO 2
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Fig. 5(D) Waveform of GTO 3 & GTO 4

I11. Tables
By increasing modulation index (0.4 to 1) we find various value of load voltage and load current with the help of
simulation. Here power factor in all these case becomes 0.8.

DC Source | Modulation Load Voltage THD Vo Load Current THD lo Power

Voltage Index Vo Volt % lo Amp % Factor
Vs Volt m
0.4 203 147 2.494 4.347
0.5 228 122.4 3.117 3.793
0.523 229.8 121.3 3.26 3.67
0.55 234.9 115.3 3.428 3.53
0.6 244.9 105.8 3.74 3.279 0.8
400 0.7 266.8 89.57 4.363 2.774
0.8 283.5 76.03 4.985 2.28
0.9 299.9 63.96 5.607 1.848
1 3155 50.15 6.235 1.511

Table 1. for IGBT

DC Modulation Load THD Vo Load THD lo Power
Source Index Voltage % Current % Factor
Voltage m Vo Volt lo Amp
Vs Volt

0.4 202 147 2.483 4.345
0.5 226.9 122.3 3.102 3.792
0.523 228.6 121.3 3.245 3.67
0.55 233.8 115.4 3.41 3.533
0.6 243.7 106.9 3.7 3.337 0.8
400 0.7 265.8 94.2 4.244 3.136
0.8 282.9 83.57 4.797 2.936
0.9 299.8 72.58 5.386 2.783
1 315.9 58.73 6.021 2.84

Table 2. for GTO
______________________________________________________________________________________________________________________________________________|
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IV. Conclusion
From the tables we see that value of Load voltage and Load current in case of IGBT based inverter is more as

comparison to GTO based inverter and also value of Total Harmonic Distortion (both Load voltage and current) in case of
IGBT based inverter is less as comparison to GTO based inverter. After these comparison we can say that IGBT is more
suitable for inverter as compared to GTO. This paper will help to select proper switch for designing inverter. In future
many other switch’s performance may be discussed.
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Abstract: In this paper we design the High-level Data Link Control to permit synchronous, code
transparent data transmission. The control information is always in the same position and specific bit
patterns which used for control differ dramatically from those representing data that reduces the errors
chances. The transmission rate and data stream are controlled by the network node. This eliminates
additional synchronization and buffering of the data at the network interface. Some common
applications include terminal-to-terminal, terminal to CPU, satellite communication, packet switching
and other high-speed data links. In system, which require expensive cabling, and interconnection
hardware. So this core can be used to simplify interfacing by going serially, thereby reducing
interconnects hardware cost. The HDLC Controller MEGACELL is a high performance module for the
bit oriented, switched, non-switched packet transmission module. It supports half duplex and full duplex
communication lines, point-to-point and multipoint channels.

Keywords: HDLC Controller, VHDL, CRC, OSI Model and Bit stuffing.

I. INTRODUCTION

HDLC [High-level Data Link Control] is a group of protocols for transmitting [synchronous] data
[Packets] between [Point-to-Point] nodes. In HDLC, data is organized into a frame. HDLC protocol resides
with Layer 2 of the OSI model, the data link layer. It is an efficient layer2 protocol standardized by I1SO for
point-to-point and multipoint data links. HDLC provides minimal overhead to ensure flow control, error
control, detection and recovery for serial transmission.

The HDLC frame is synchronous and therefore relies on the physical layer to provide method of
clocking and synchronizing the transmission and reception of frames. The frames are separated by HDLC flag
sequences that are transmitted between each frame and whenever there is no data to be transmitted. To inform
the receiving station that a new packet is arriving and synchronizes the receive clock with the transmitted
clock a specific bit pattern is added at the front and the back of the packet. The header of the packet contains
an HDLC address and an HDLC control field. The specific bit pattern is used to affix with the packet in the
case of HDLC Controller is 01111110. The length of the address field is normally 0, 8 or 16 bits in length. In
many cases the address field is typically just a single byte, but an Extended Address [EA] bit may be used
allowing for multi-byte addresses. A one residing in the LSB bit indicates [the end of the field] that the length
of the address field will be 8 bits long. A zero in this bit location [now the first byte of a multi-byte field]
indicates the continuation of the field [adding 8 additional bits].

The Control field is 8 or 16 bits and defines the frame type; Control or Data To guarantee that a flag
does not appear inadvertently anywhere else in the frame, HDLC uses a process called bit stuffing. Every time
the user wants to send a bit sequence having more than 5 consecutive 1s, it inserts (stuffs) one redundant Oafter
the fifth 1. The trailer is found at the end of the frame, and contains a Cyclic Redundancy Check (CRC), which
detects any errors that may occur during transmission. A CRC value is generated by a calculation that is
performed at the source device. The destination device compares this value to its own calculation to determine
whether errors occurred during transmission. First, the source device performs a predetermined set of
calculations over the contents of the packet to be sent. Then, the source places the calculated value in the
packet and sends the packet to the destination. The destination performs the same predetermined set of
Calculations over the contents of the packet and then compares its computed value with that contained in the
packet. If the values are equal, the packet is considered valid. If the values are unequal, the packet contains
errors and is discarded. The receiver can be configured into transparent mode, effectively disabling the HDLC
protocol functions [2]. In normal HDLC protocol made, all received frames are presented to the host on the
output register. A status register is provided which can be used to monitor the status of the receiver channel,
and indicates if the packet currently being received includes any errors.
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Il. RELATED WORK
The layered concept of networking was developed to accommodate changes in technology. Each layer
of a specific network model may be responsible for a different function of the network. Each layer will pass
information up and down to the next subsequent layer as data is processed. [1]

2.1 OSI 7 LAYERS REFERENCE MODEL FOR NETWORK COMMUNICATION
Open Systems Interconnection (OSI) model is a reference model developed by 1SO (International

Organization for Standardization) in 1984, as a conceptual framework of standards for communication in the
network across different equipment and applications by different vendors. It is now considered the primary
architectural model for inter-computing and internetworking communications. Most of the network
communication protocols used today have a structure based on the OSI model. The OSI model defines the
communications process into 7 layers, which divides the tasks involved with moving information between
networked computers into seven smaller, more manageable task groups. A task or group of tasks is then
assigned to each of the seven OSI layers. Each layer is reasonably self-contained so that the tasks assigned to
each layer can be implemented independently. This enables the solutions offered by one layer to be updated
without adversely affecting the other layers. [1]
The following list details the seven layers of the Open System Interconnection (OSI) reference model:

1. Layer 7—Application
Layer 6—Presentation
Layer 5—Session
Layer 4—Transport
Layer 3—Network
Layer 2—Data link
Layer 1—Physical

Nogaprwd

2.2 NETWORK PROTOCOL AND STANDARD

A protocol in the context of networking is essentially a system of rules which define how data is
transferred from a source to a destination, at different levels of abstraction from the physical level of electrical
pulses carried via cables or wireless, or fiber-optical signals, to the more abstract level of messages sent by an
application such as email. In order for computers with different hardware and operating systems to be able to
communicate effectively over a network or an internet, it is clearly important for there to be a uniform set of
protocols and standards which the communicating systems and applications will conform to. This in turn
suggests a need for organizations with commonly recognized authority that will develop, define and publish
standards in different domains [3].

2.3 DATA LINT LAYER SPECIFICATIONS

The physical layer takes care of getting data on the wire and off of it again. At the data link layer, we
must take this incoming stream of data from higher or lower layers and create frames from it. Handling the
data requires a solid protocol that can perform better error checking and more efficient throughputs. The first
to really address these needs was the Synchronous Data Link Control (SDLC) protocol from IBM. Developed
for their Systems Network Architecture (SNA) systems, IBM created what is known as a bit-oriented protocol.
This meant that specific bits themselves had meaning. Information wasn't formed just on the byte level. [4]

Fla Contro || Dat || Frame Check | | Fla
Address
g | a Sequence g

Fig. 2: SDLC Data Frame

2.4 ETHERNET SYSTEM

Ethernet was originally conceived of in the early 70s by Xerox designers. Its successful use in the
Xerox Alto PC led two a consortium of three companies who wanted to be able to interlink various
minicomputers. The companies were Digital Equipment Company (DEC), Intel Corporation and Xerox
Corporation. Intel took on the task of providing the chips for NICs. Xerox wrote the software to operate it and
DEC stepped in to make use of the technology for its minicomputers. The result was a high-speed connection
that provided an alternative to IBM's networking architectures. In 1980 these companies released a
__________________________________________________________________________________________________________________________________|
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specification for Ethernet Version 1. This version was followed by a second version in 1982. These early
versions comprise the standard we should refer to as "Ethernet"” today. [5]

2.5 STANDARD ORGANIZATION

A wide variety of organizations contribute to internetworking standards by providing forums for
discussion, turning informal discussion into formal specifications, and proliferating specifications after they
are standardized. Most standards organizations create formal standards by using specific processes: organizing
ideas, discussing the approach, developing draft standards, voting on all or certain aspects of the standards,
and then formally releasing the completed standard to the public.
Some of the best-known standards organizations that contribute to internetworking standards include these [1]:

1. International Organization for Standardization (ISO)—ISO is an international standards organization
responsible for a wide range of standards, including many that are relevant to networking. Its best-known
contribution is the development of the OSI reference model and the OSI protocol suite.

2. American National Standards Institute (ANSI)—ANSI, which is also a member of

3. the ISO, is the coordinating body for voluntary standards groups within the United States. ANSI developed
the Fiber Distributed Data Interface (FDDI) and other communications standards.

4. Electronic Industries Association (EIA)—EIA specifies electrical transmission standards, including those
used in networking. The EIA developed the widely used EIA/TIA-232 standard (formerly known as RS-
232).

5. Institute of Electrical and Electronic Engineers (IEEE)—IEEE is a professional organization that defines
networking and other standards. The IEEE developed the widely used LAN standards IEEE 802.3 and
IEEE 802.5.

6. International Telecommunication Union Telecommunication Standardization Sector (ITU-T)—formerly
called the Committee for International Telegraph and Telephone (CCITT), ITU-T is now an international
organization that develops communication standards. The ITU-T developed X.25 and other
communications standards.

7. Internet Activities Board (IAB)—IAB is a group of internetwork researchers who discuss issues pertinent
to the Internet and set Internet policies through decisions and task forces. The IAB designates some
Request For Comments (RFC) documents as Internet standards, including Transmission Control
Protocol/Internet Protocol (TCP/IP) and the Simple Network Management Protocol (SNMP).

I1l. METHODOLOGY
The whole design is organized as a collection of 2 sections that work together to efficiently perform
the operation as shown in fig. 3. These units are:

1. Transmitter section

The Transmit Data Interface provides a byte wide interface between the transmission host and the
HDLC Protocol core. Transmit data is loaded into the core on the rising edge of clk when the write strobe input
asserted. The start and end bytes of a transmitted HDLC frame are indicated by asserting the appropriate
signals with the same timing as the data bytes. The HDLC core will, on receipt of the first byte of a new
packet, issue the appropriate flag sequence and transmit the frame data calculating the FCS. When the last byte
of the frame is seen, the FCS is transmitted along the closing flag. Extra zeroes are inserted into the Bit stream
to avoid transmission of the control flag sequence within the frame data. The transmit data is available on the
TxD pin with appropriate setup to be sampled be clk. If TXEN is reasserted, the transmit pipeline is stalled,
and the TxD pin is tristated. A transmit control register is provided which can enable or disable the channel,
select transparent mode where the HDLC protocol is disabled, and specify the HDLC core action on transmit
FIFO under runs. In addition, it is possible to force the transmission of the HDLC Abort sequence. This will
cause the currently transmitted frame to be discarded. The transmit core can be configured to automatically
restart after an abort, with the next frame, or to remain stalled until the host microprocessor cleared the abort
or transmit FIFO under run condition.

2. Receiver section

Receiver accepts a bit stream on port RxD. The data is latched on the rising edge of clk under the
control of the enable input RXEN. The flag detection block stream for the flag sequence in order to determine
the frame boundaries. Any stuffed zeroes are detected and removed and the FCS is calculated and checked.
Frame data is placed on the receiver data interface and made available to the host. In addition, flag information
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is passed over indicating the start and end bytes of the HDLC frame as well as showing any error condition
which may have been detected during receipt of the frame. The receiver can be configured into transparent
mode, effectively disabling the HDLC protocol functions. In normal HDLC protocol made, all received frames
are presented to the host on the output register. A status register is provided which can be used to monitor the
status of the receiver channel, and indicates if the packet currently being received includes any errors.

Dataln —»
CTRL TRANSMIT ADDRESS FC8 ZERO Hag
RxCTRL ’ imum | | INSERT |y GENERATION | ‘I\ll\ISERTIO || GENERATION | Txd
STATUS )
T— [
TRANSMIT CONTROL
l— TxEN
READ/WRIT
E
PORTS e REN
RECEIVE CONTROL
Dataout 4——— RECEIVER ADDRESS FCS ZERO Hag
CTRL < REGUSTE Ww— DETECT & CALCULATOR W DELETION |4— DETECTION — By
TaCTRL |} D
STATUS +—

EITOrs.

Fig 3: Basic block diagram of HDLC Controller

V. SIMULATION RESULTS
After the design and implementation of the HDLC Controller, we found simulation result for 8-bit
data, 8 bit address and 16 bit CRC Check for the data <=00001110and 8 bit address <=11110000,we make
clock=1, reset=0, wrtaddresshi =0 and wrtaddresslo =1. After the address and the data are attached together,
we divide them with a constant polynomial and append the remainder of the division along the data and
address. The simulation result for the generation of crcl is highlighted below-

C
Joombined_HlockAdt forcl

Fig. 4: Simulation result for 8-bit data, 8 bit address and 16 bit CRC Check

And at the receiver the data input, address and the appendedcrc is again divided with the same constant
polynomial and if the crc2 comes out be zero, it shows an error free reception of the packet. The receiver O/P
i.e. rxdataout<=00001110

e
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out

VI. CONCLUSION
Finally we conclude that HDLC Controller has been developed has the capability to operate in full

duplex and half duplex mode. Controller can automatically check frame sequence generation using cyclic
redundancy check i.e. CRC-16 and CRC-32 to ensure error free transmission. It is compatible with all the
protocols present at the physical layer i.e.X.25 protocol and network layer i.e. Internet protocol (IP protocol). It
has the capability to work in normal mode and asynchronous response mode. HDLC uses a process called bit
stuffing where it stuffs a zero whenever it finds 5 consecutive 1’s. VHDL model for the HDLC Controller has
also been developed.
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(5]

REFERENCES
Guozheng Li Nanlin Tan State Key Lab. of Rail Traffic Control & Safety, Beijing Jiaotong Univ., Beijing, China
“Design and Implementation of HDLC Protocol and Manchester Encoding Based on FPGA in Train Communication
Network”, Information and Computing (ICIC), 2010 Third International Conference.
Arshak, K. Jafer, E. McDonagh, D. Ibala, C.S. Univ. of Limerick, Limerick, “Modelling and simulation of wireless
sensor system for health monitoring using HDL and Simulink mixed environment” Computers & Digital Techniques,
IET Sept. 2007
Gheorghiu, V., S. Kameda, T. Takagi, K. Tsubouchi and F. Adachi, 2008. "Implementation of frequency domain
equalizer for single carrier transmission,” In Proceedings of the 4th International Conference on Wireless
Communications, Networking and Mobile Computing, WiCOM '08.
Jun Wang; Wenhao Zhang; Yuxi Zhang; Wei Wu; Weiguang Chang; Sch. of Electron. & Inf. Eng., Beihang Univ.
(BUAA), Beijing, China “Design and implementation of HDLC procedures based on FPGA” , Anti- ounterfeiting,
Security, and Identification in Communication, 2009. ASID 2009. 3rd International Conference, 20-22 Aug. 2009
Meng, X. and V. Chaudary, 2009. "Boosting data throughput for sequence database similarity searches on FPGAs
using an adaptive buffering scheme," Parallel Computing, 35(1): 1-11.

e
| JMER | ISSN: 2249-6645 | www.ijmer.com | Vol. 4 | Iss. 4 | April. 2014 | 12 |



International

OPEN @ ACCESS Journal
Of Modern Engineering Research (IJIMER)
)

An Enhanced Security System for Web Authentication
Rajnish Kumar', Akash Rana®, Aditya Mukundwar®

123,(Department of Computer Engineering, Sir Visvesvaraya Institute of Technology, Nashik, India)
Abstract:Web authentication has low security in these days. Todays, For Authentication purpose,
Textual passwords are commonly used; however, users do not follow their requirements. Users tend to
choose meaningful words from dictionaries, which make textual passwords easy tobreak and vulnerable
to dictionary or brute force attacks. Also, Textual passwords can be identified by 3™ party software’s.
Many available graphicalpasswords have a password space that is less than or equal to the textual
passwordspace. Smart cards or tokens can be stolen.There are so many biometric authentications have
been proposed; however, users tend to resistusing biometrics because of their intrusiveness and the effect
on their privacy. Moreover,biometrics cannot be evoked.In this paper, we present and evaluate our
contribution,i.e., the OTP and 3-D password. A one-time password (OTP) is a password that isvalid for
only one login session or transaction. OTPs avoid a number of shortcomingsthat are associated with
traditional (static) passwords. The most important shortcoming that is addressed by OTPs is that, in
contrast to static passwords, they are not vulnerable to replay attacks. It means that a potential intruder
who manages to record an OTPthat was already used to log into a service or to conduct a transaction
will not be able toabuse it, since it will be no longer valid. The 3-D password is a multifactor
authenticationscheme. To be authenticated, we present a 3-D virtual environment where the
usernavigates and interacts with various objects. The sequence of actions and interactionstoward the
objects inside the 3-D environment constructs the user’s 3-D password.

Kevwords:OTP. FTP. AES. 3D Virtual Environment.

I. INTRODUCTION

Due to fast technology and evaluation in internet, all type of organization such as business, educational,
medical and engineering and even all are having a website. User registers on that website and create an account.
They Use textual passwords to login but this textual passwords can be easily hacked by many ways such as
using 3" party software’s, by guessing so for Authentication purpose, An OTP password should be required for
only one session and this OTP password should come on User’s registered Mobile Number or Email Id. This
type of security system can enhance the Web Authentication.

In this paper, we present and evaluate our contribution, i.e., the OTPS and 3-D password.A proposed
system combines the 3 different password authentication systems.First is Normal and old textual password
system, after successfully login to textualpassword system, server will send Password in decrypted form through
SMS to valid User. Once the user enter correct password which he had received from server user
willsuccessfully pass through OTPS (i.e. One Time Password System) phase, and user will enter to 3D
authentication phase.

One-time password systems provide a mechanism for logging on to a networkor service using a unique
password which can only be used once, as the name suggests this prevents some forms of identity theft by
making sure that a captured username/password pair cannot be used a second time. Typically the user’s login
name stays the same, and the one-time password changes with each login. One-time passwords area form of so-
called strong authentication, providing much better protection to on-linebank accounts, corporate networks and
other systems containing sensitive data. The3-D password is a multifactor authentication scheme. To be
authenticated, we presenta 3-D virtual environment where the user navigates and interacts with various objects.
The sequence of actions and interactions toward the objects inside the 3-D environmentconstructs the user’s 3-D
password. The design of the 3-D virtual environment and thetype of objects selected determine the 3-D
password key space.The proposed system is multilevel authentication system for Web which is a combinationof
three authentication systems and in turn provides more powerful authenticationthan existing authentication
system.

Il. LITERATURE SURVEY
For any project, Literature Survey is considered as the backbone. Hence it is neededto be well aware of
the current technology and systems in market which is similar withthe system to be developed. The dramatic
increase of computer usage has given rise to many security concerns.One major security concern is

authentication, which is the process of validating who you are to whom you claimed to be. In general, human
________________________________________________________________________________________________________________________________|
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authentication techniques canbe classified as knowledge based (what you know), token based (what you have),
andbiometrics (what you are). Knowledge-based authentication can be further divided intotwo categories as
follows: 1) recall based and 2) recognition based. Recall-based techniquesrequire the user to repeat or reproduce
a secret that the user created before.Recognition based techniques require the user to identify and recognize the
secret, orpart of it, that the user selected before.

Existing System
These are the following Existing System:
1. Textual Password System
2. Token Based System
3. Graphical Based Password System
4. Biometric System

1. Textual Password System

Textual passwords are commonly used. One major drawback of the textualpassword is its two
conflicting requirements: the selection of passwords that areeasy to remember and, at the same time, are hard to
guess. Even though the fulltextual password space for eight-character passwords consisting of letters
andNumbers is almost 2 * 1014 possible passwords; it is easy to crack 25 percentof the passwords by using only
a small subset of the full password space. Many authentication systems, particularly in banking, require not only
what the userknows but also what the user possesses (token-based systems). However, manyreports have shown
that tokens are vulnerable to fraud, loss, or Theft by usingsimple techniques.

2. Token Based System

A token is a physical device that an authorized user of computer services is given to ease
authentication. The term may also refer to software tokens. Securitytokens are used to prove one’s identity
electronically (as in the case of a customertrying to access their bank account). The token is used in addition to
or in placeof a password to prove that the customer is who they claim to be. The token actslike an electronic key
to access something.

3. Graphical Based Password System
Graphical passwords can be divided into two categories as follows:

»  Recognition based

»  Recall based.
Various graphical password schemes have been proposed .Graphical passwords are based on the idea that users
can recall and recognize pictures betterthan words. However, some of the graphical password schemes require a
longtime to be performed. Moreover, most of the graphical passwords can be easilyobserved or recorded while
the legitimate user is performing the graphical password;thus, it is vulnerable to shoulder surfing attacks.
Currently, most graphicalpasswords are still in their research phase and require more enhancements andusability
studies to deploy them in the market.

4. Biometric System

Many biometric schemes have been proposed; fingerprints, palm prints, handgeometry, face
recognition, voice recognition, iris recognition, and retina recognition are all different biometric schemes. Each
biometric recognition scheme hasits advantages and disadvantages based on several factors such as
consistency,uniqueness, and acceptability. One of the main drawbacks of applying biometricsis its intrusiveness
upon a user’s personal characteristic. Moreover, retinabiometric recognition schemes require the user to
willingly subject their eyes toa low-intensity infrared light. In addition, most biometric systems require a
specialscanning device to authenticate users, which is not applicable for remote andinternet users.

Proposed System

A proposed system is multilevel authentication system in which we combine the 3 different password
authentication systems that are textual, OTPS and 3D password authentication system. Following are the
proposed system:

1.  OTPS (One Time Password System)
2. 3D Password System

]
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1. OTPS (One Time Password System)

One-time password systems provide a mechanism for logging on to a networkor service using a unique
password which can only be used once, as the namesuggests. There are two entities in the operation of the OTP
one-time passwordsystem. The generator must produce the appropriate one-time password from theuser’s secret
pass-phrase and from information provided in the challenge fromthe server. The server must send a challenge
that includes the appropriate generationparameters to the generator, must verify the one-time password
received,must store the last valid one-time password it received, and must store the correspondingone-time
password sequence number. The server must also facilitatethe changing of the user’s secret pass-phrase in a
secure manner.

The OTP system generator passes the user’s secret pass-phrase, along with aseed received from the
server as part of the challenge, through multiple iterationsof a secure hash function to produce a one-time
password. After each successfulauthentication, the number of secure hash function iterations is reduced by
one.Thus, a unique sequence of passwords is generated. The server verifies the onetimepassword received from
the generator by computing the secure hash functiononce and comparing the result with the previously accepted
one-time password. This technique was first suggested by Leslie Lamport.

2.3D Password System

It is the user’s choice to select which type of authentication techniques will be part of their 3D
password. This is achieved through interacting only withthe objects that acquire information that the user is
comfortable in providing andignoring the objects that request information that the user prefers not to provide.
For example, if an item requests an iris scan and the user is not comfortable inproviding such information, the
user simply avoids interacting with that item.Moreover, giving the user the freedom of choice as to what type of
authenticationschemes will be part of their 3-D password and given the large number ofobjects and items in the
environment, the number of possible 3-D passwords willincrease. Thus, it becomes much more difficult for the
attacker to guess the user’s3-D password.

It is easier to answer multiple-choice questions than essay questions becausethe correct answer may be
recognized. To be authenticated in 3D password authenticationstage, we present a 3-D virtual environment
where the user navigatesand interacts with various objects. The sequence of actions and interactions towardthe
objects inside the 3-D environment constructs the user’s 3-D password.

The design of the 3-D virtual environment and the type of objects selected determinethe 3-D password key
space.

I11. SYSTEM ARCHITECTURE

Client 1 Client 2 Clientn

Server

/ \
GSM Modem
h

FTP

Figure 3.1: System Architecture

There are two modules in the System Architecture:
1. Client Module

When user wants to interact with system or user wants to use the services ofthe system first time, he
has to register himself. During registration phase, userneeds to provide his or her basic information including
personal mobile numberand at the time of login user needs to provide his valid username which is stringof
alphanumeric characters and special symbols in order to get access to the resources.

During login phase user needs to pass successfully through Textual, OTPand 3D password phases. On
which user can receive OTP passwords on his/hermobile. Also he has to select one unique username. And at the

same time userhas to create 3D password, which user will use at the time of login.
________________________________________________________________________________________________________________________________|
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2. Server Module

At the time of login when user login successfully to the textual passwordphase, user will enter into
second stage i.e. OTP. In this phase server will generateOTP password which will be stored in encrypted form in
database using AESalgorithm and at the same time it will be displayed on user’s mobile in decryptedform. And
at the time of verification password entered by user will be encryptedfirst and then will be matched with the
password stored in database, if it matchesthen server will remove the OTP password from database as it is valid
only forone session. Now the last stage is 3D password. In this phase at the time ofregistration 3D chess board
virtual environment will be provided to user fromwhich user will select his 3D password which will be stored in
encrypted formin database and at the time of login user needs to recall his previously recordedpassword which is
encrypted and matched with the stored encrypted passwordand if it matches with the stored password then the
user will get access to thesystem. And after that user can perform transaction and can use the serviceswhich
particular bank will provide.

IV. MODULES & ALGORITHM

Modules

Proposed system contains different modules such as:
Registration module

Textual Login module

OTP Login module

3D Login module

FTP Access module

Setting modules

Service module

NogarcwdE

1. Registration Module:

When user wants to access the system first time, then registration moduleis used for registering himself. And it
also stores the details of user like name,address, mobile no., email id etc. in database.

2. Textual Login Module:

This module is used for accepting the username from end user and sends it toserver module for validating
purpose.

3. OTP Login Module:

This module is used for accepting the OTP password which he/she had receivedon his/her mobile from the
system after providing valid username to textuallogin module. And that password is send to server side for
matching withpassword stored in the database.

4. 3D Login Module:

After providing valid information in textual as well as OTP login module, in3D login module the 3D chessboard
environment will be provided to the end user.In this, user will perform different actions and interactions towards
3D objects which will creates user’s 3D password that will be stored in database in encryptedform.

5. FTP Access Module:

Thismodule will be available to the user if and only if user successfully passesthrough login phases. In
thismodule FTP services will be provided to the end userwhere user can upload or download to or from server.
6. Setting Module:

Setting module allows user to update contact details, reset 3D password aswell as notification settings according
to end users choice.

7. Service Module:

This module is implemented at server side which is used for providing theservices to user. And also maintains
the log of requested users. This module willlisten the request from the client side and will provide response
accordingly.

Algorithms

1. Proposed System Algorithm

This System contains the combinationof textual, OTP and 3D Password Authentication Techniques. User can
use thissystem if and only if he has registered himself. If not then user has to registerhimself before using
system first time.

]
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Steps:

1. Registration Process:

In this step, user needs to provide following four types of information.

(a) Users Personal Information:

In this, user will provide his/her personal info like Full Name, Address,State, and City.

(b) Users Contact Details:

In this, user will provide his/her contact no.,mobile no. and emailid.

(c) Credential Details:

At this section, user will provide his/her username and also create3D password from the 3D virtual environment
which is provided in theGUI.

(d) Notification Details:

In this final section, user will select notification options such as login notification,update notification, and reset
notification according to user’schoice.

2. Login Process:

When user is already registered then for login into system he/she has topass successfully from several stages.

(a) Textual Login:

In this, user will providehis/her valid username, after that server system will verify that username.And if it is
valid then system will allow user to enter into nextstage.

(b) OTP Login:

After successfully passed through textual login stage user will getOTP password on his/her mobile and if user
enter valid OTP passwordthen he/she will enter into last stage.

(c) 3D Password Login:

Here user has to interact with the 3D chesshoard environment andneeds to repeat same movements which he/she
had done at the time ofregistration. After doing valid movements user will login successfully.

3. FTP Services:
User login successfully into the system then he/she can access the FTPservices where user can upload or
download files.

1

| Fegistration I

¥ v
I Connect to Server

]

Enter Usarname -If
Enter UTser Information,
Centact Details

1

I Create 31 Password I

Enter OTF Received
On dMobile

Enter 3D Password
by recalling mowes

File Download

File TToload h 4 Disconnect

User Logged In
Succes sfully

| S |

Figure 4.1: System Flow

4. AES Algorithm

In cryptography, the Advanced Encryption Standard (AES) is an encryptionstandard adopted by the
U.S. government. The standard comprises three blockciphers, AES-128, AES-192 and AES-256, adopted from a
larger collection originallypublished as Rijndael. The Rijndael cipher was developed by two
Belgiancryptographers, Joan Daemen and Vincent Rijmen, and submitted by them to theAES selection process.
Each AES cipher has a 128-bit block size, with key sizesof 128, 192 and 256 bits, respectively. The AES ciphers
have been analysed extensivelyand are now used worldwide, as was the case with its predecessor, theData
Encryption Standard (DES).
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Steps of AES Algorithm:

1. Key Expansion:

Round keys are derived from the cipher key using Rijndael’s key schedule(to expand a short key into a number
of separate round keys).

2. Initial Round - AddRoundKey:

Each byte of the state is combined with the round key using bitwiseXOR.

3. Rounds

(a) SubBytes:

SubBytes is used at the encryption site. To substitute a byte, weinterpret the byte as two hexadecimal digits.The
SubBytes operationinvolves 16 independent byte-to-byte transformations using lookup table.

(b) ShiftRows:

The ShiftRows step operates on the rows of the state; it cyclicallyshifts the bytes in each row by a certain offset.
For AES, the first rowis left unchanged. Each byte of the second row is shifted one to theleft. Similarly, the third
and fourth rows are shifted by offsets of twoand three respectively. For blocks of sizes 128 bits and 192 bits,
theshifting pattern is the same. Row n is shifted left circular by n-1 bytes.

(c) MixColumns:

In the MixColumns step, the four bytes of each column of the stateare combined using an invertible linear
transformation. TheMixColumnsfunction takes four bytes as input and outputs four bytes, where eachinput byte
affects all four output bytes. Together with ShiftRows, Mix-Columns provides diffusion in the cipher.

(d) AddRoundKey:

In the AddRoundKey step, the subkey is combined with the state.For each round, a subkey is derived from the
main key using Rijndael’skey schedule. The subkey is added by combining each byte of the statewith the
corresponding byte of the subkey using bitwise XOR.

4. Final Round (no MixColumns):
(a) SubBytes

(b) ShiftRows

(c) AddRoundKey

V. SCREEN SHOTS

5.1 Server Side Home page

He Hep

]

Figure 5.1: Server Side Home Page

5.2 Client Side Main Form
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Figure 5.2: Client Side Main Form
5.3 Textual Login Window

Enter [Login Name :

5.4 OTP Login Form
7

Enter OTP Password :

Figure 5.4: OTP Login Form

5.5 3D Login Form

3Ll B E Wl WPAWNIh2|h4|BPAWNIg71g5]

Figure 5.5: 3D Login Form
VI. TECHNICAL SPECIFICATION

Hardware Requirement

1. Processor: Intel Dual Core.

2. Hard Disk: 40 GB. (Client System), 60 GB. (Server System).
3. RAM: 512 MB. (Client System), 2 GB. (Server System).

Software Requirement
1. Database: Oracle 10g
2. Coding language: Java

Advantages
1. Not easy to write down on paper
2. Difficult to crack and Avoid Attacks
3. Large password space

]
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Disadvantages
1. Not feasible for blind people
2. Shoulder surfing attack is possible

Applications

1. Critical server

2. Nuclear and military facilities
3. Air-planes and jetfighters

4. E-Banking& ATMs

VII. CONCLUSION

In Market, there are so many authentication schemes available.Some techniques are based on user’s
physical characteristics as well as behavioral properties, and some other techniques are based on user’s
knowledge such as textual and graphical passwords. However, as mentioned before, both authentication
schemes are vulnerable to certain attacks. This system is multilevel authentication system for Web because it
combines three different authentication system i.e. textual password, one time password and 3D password. So it
is difficult to break the system and also provides large password space over alphanumeric password. The
proposed system avoids different types of attacks like brute force attack, dictionary attack and well-studied
attack. One-time password systems provide a mechanism for logging on to a network or service using a unique
password which can only be used once, as the name suggests.

VIIl. FUTURE SCOPE
These are the possible future scopes:
1. Enhancing and Improving the User Experience for the 3-D Password
2. Gathering Attackers from different backgrounds to break the system
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Abstract: The main objective of this paper is the systematic description of the current research and
development of small or miniature unmanned aerial vehicles and micro aerial vehicles, with a focus on
rotary wing vehicles. In recent times, unmanned/Micro aerial vehicles have been operated across the
world; they have also been the subject of considerable research. In particular, UAVS/MAVs with rotary
wings have been expected to perform various tasks such as monitoring at fixed points and surveillance
from the sky since they can perform not only perform static flights by hovering but also achieve vertical
takeoffs and landing. Helicopters have been used for personnel transport, carrying goods, spreading
information, and performing monitoring duties for long periods. A manned helicopter has to be used for
all these duties. On the other hand, unmanned helicopters that can be operated by radio control have
been developed as a hobby. Since unmanned helicopters are often superior to manned helicopters in
terms of cost and safety, in recent years, accomplishing tasks using unmanned helicopters has become
popular. Considerable expertise is required to operate unmanned helicopters by radio control, and
hence, vast labor resources are employed to train operators. Moreover, it is impossible to operate
unmanned helicopters outside visual areas because of lack of radio control, and the working area is
hence limited remarkably. For solving the above problems, it is necessary to realize autonomous
control of unmanned helicopters. However, no general method for designing the small unmanned
helicopters has been developed yet — today, various design techniques by different study groups using
different helicopters exist. In this paper the conceptual design process is explained.

Kevwords: Micro air vehicle. coaxial rotor. vertical takeoff & landina (VTOL)

. INTRODUCTION

Autonomous unmanned aircraft equipped with autonomous control devices called unmanned aerial
vehicles & micro aerial vehicles. This is generally called as autonomous flying robots. Micro- and nano air
vehicles are defined as “extremely small and ultra-lightweight air vehicle systems” with a maximum wingspan
length of 15 cm and a weight less than 20 grams. In 1997, DARPA started a program called “MAYV -project”
where they presented some minimal requirements. In particular, they set the maximum dimension to be around
15 cm long, and the weight, including payload, to be less than 100 g. Furthermore, flight duration should be 20
to 60 minutes.

Many research institutions are actively studying and developing new air vehicles, reducing size and
weight while improving performance, and adding more functionality.

Examples here are Harvard Micro-robotics Laboratory in the USA, Department of Aeromechanics
and Flying Engineering from Moscow Institute of Physics and Technology in Russia, Aircraft Aerodynamics
and Design Group at Stanford University (USA), the Autonomous Systems Laboratory at ETH Zurich
(Switzerland), and Department of Precision Instrument and Mechanology at Tsinghua University in China.
Several companies and agencies also play an important role in the manufacturing and development of AVS.
Examples here are DARPA from USA, Prox Dynamics from Norway, and Syma from USA. AVS applications
span a wide range, and the majority of them are military. AVS are capable to perform both indoor missions
and outdoor missions in very challenging environments. The main applications are intelligence, surveillance,
and reconnaissance (ISR) missions.

These systems can provide a rapid overview in the area around the personnel, without exposing them
to danger. Infrared (IR) cameras can give detailed images even in the darkness. Furthermore, NAVSs, thanks to
their reduced dimensions, are perfect for reconnaissance inside buildings, providing a very useful tactical
advantage. As reported in, such small vehicles are currently the only way to remotely “look™ inside buildings
in the battlefield.
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1. History of Unmanned Aerial Vehicles

The first UAV was manufactured by the Americans Lawrence and Sperry in 1916. It is shown in
Fig.1. They developed a gyroscope to stabilize the body, in order to manufacture an auto pilot. This is known
as the beginning of “attitude control,” which came to be used for the automatic steering of an aircraft. They
called their device the “aviation torpedo” and Lawrence and Sperry actually flew it a distance that exceeded 30
miles. However, because of their practical technical immaturity, it seems that UAVs were not used in World
War | or World War I1. The development of UAVs began in earnest at the end of the 1950s, taking advantage
of the Vietnam War or the cold war, with full-scale research and development continuing into the 1970s.
Figure 2 shows a UAV called Fire bee. After the Vietham War, the U.S. and Israel began to develop smaller
and cheaper UAVs. These were small aircraft that adopted small engines such as those used in motorcycles or
snow mobiles. They carried video cameras and transmitted images to the operator’s location. It seems that the
prototype of the present UAV can be found in this period.

The U.S. put UAVs into practical use in the Gulf War in 1991, and UAVs for military applications
developed quickly after this. The most famous UAV for military use is the Predator, which is shown in Fig.3.
On the other hand, NASA was at the center of the research for civil use during this period. The most typical
example from this time was the ERAST (Environmental Research Aircraft and Sensor Technology) project. It
started in the 1990s, and was a synthetic research endeavor for a UAV that included the development of the
technology needed to fly at high altitudes of up to 30,000 m, along with a prolonged flight technology, engine,
sensor, etc. The aircraft that were developed in this project included Helios, Proteus, Altus, Pathfinder, etc.,
which are shown in Figs. 4-6. These were designed to carry out environmental measurements. To take-off and
land, or catapult launching.

Tablel: Types of Unmanned Arial Vehicles

Sr No. Figure Name Sr No. Figure Name

First UAV Civil use
in the UAV by

1 world, 4 NASA
1916 (Helios)
UAVs in Civil use

the 1960s UAV by

2 and 1970s 5 NASA
(Fire bee) (Helios)
Predator in Civil use

military UAV by

3 use 6 NASA

(Altus)

I11. Configurations of UAV
Fixed-wing UAVSs, as shown in fig (7) which refer to unmanned airplanes (with wings) that require a
runway. Rotary-wing UAVS, as shown in fig (8) also called rotorcraft UAVs or vertical take-off and landing
(VTOL) UAVs, which have the advantages of hovering capability and high maneuverability. These capabilities
are useful for many robotic missions, especially in civilian applications. A rotorcraft UAV may have different
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configurations, with main and tail rotors (conventional helicopter), coaxial rotors, tandem rotors; multi-rotors,
etc.

Micro aerial vehicles (MAV): In the last few years, micro aerial vehicles, with dimensions smaller
than 15 cm, have gained a lot of attention. These include the Black Widow manufactured by AeroVironment,
the Micro Star from BAE, and many new designs and concepts presented by several universities, such as the
Entomopter (Georgia Institute of Technology), Micro Bat (California Institute of Technology), and MFI
(Berkeley University), along with other designs from European research centers fig 10.

Fig 7.Some configurations of fixed-wing UAVs Fig 8.Examples of rotary-wing UAVs

1V. Design Procedure for Micro Air Vehicle
The designer must go through a preliminary design procedure where the overall size and shape of the
vehicle will be determined. This conceptual process is the focus of this paper and it is outlined Figure 11.

4.1. Components and Take-Off Weight

One advantage of MAV design over conventional full-scale aircraft design is that the calculation of
take-off weight can be performed with relatively little use of empirical data. This is due to the fact that most of
the components to be carried, as well as their size and weight, are known. Consider here take of weight as 40
gram. (W)

4.2. Estimation of Cruise Velocity

With the take-off mass defined, the next step in the design procedure is to determine the Cruise speed
of the MAV. This step is particularly difficult because, there will be no experimental data of the thrust of the
engine selected versus airspeed.

Relation for calculating Cruise velocity is taken as

\/ Coaxial UAV — g9 5\, 0268 where V, is cruise velocity & W, is the gross weight

V Corial UAY = 99 5 (0.04)*2%8 = 0.699 m/sec

]
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4.3. Required Lift Coefficient
With the take-off weight and estimated airspeed known, it is possible to calculate the lift coefficient
required to sustain level flight. That is,

Clreq = Wo/0.5pVS
CLreq= 40/0.5x1.29x(0.699)x3.14x(0.125)°

=2.58
Where W is the weight of the aircraft, V is the estimated cruise speed, and S is the wing area.

4.4. Selection of Wing Plan form Shape:

In order to determine which wing shape is best suited for a micro aerial vehicle, wind tunnel
experimental data is to be used to develop an empirically-based design and analysis procedure.

The results obtained from the University of Notre Dame’s MAV entry to the 2000 Micro Aerial
Vehicle Student Competition was used as the best wing plan form shape for a MAV. These results were
summarized in a report written by Gabriel Torres and Thomas J. Mueller, entitled, “Micro Aerial Vehicle
development: Design, Components, Fabrication, and Flight-testing”.Torres and Mueller used wind tunnel
experiments, which were used to develop an empirically-based design and analysis procedure, to determine the
optimal wing shape for a MAV. In these experiments four different wing shapes were tested, shown in Fig. 11.
All had zero camber, a thickness-to-chord ratio of 1.96% and aspect ratios of 1 and 2 (Mueller 2000). [4]

4.5. Selection of Aspect Ratio and Wing Area:

Having determined the optimum shape the next task will be to size it: that is, to select the aspect ratio
and wing area. As is discussed earlier, this step is difficult to do accurately due to the uncertainty of the
estimated airspeed, the assumptions used in the generation of the interpolation model, and the fact that a thin
wing with zero camber will have different lift and drag characteristics than a ready-to-fly MAV with a fuselage
and wings with camber and thickness.

Relation to calculate aspect ratio AR =

v |,

As can be seen from Eq. 5 using a small aspect ratio, the MAV can maximize its wing area (Francis and
McMuichael 1997). It was found that a wing with AR=1.5 was close to the most efficient use of maximum
dimension for a wing platform, similar in shape to the inverse Zimmerman wing
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Figure 10.Shapes of the wings which were tested in the wind tunnel tests.
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Figure 11: Design Procedure for Micro Aerial Vehicle

V. Applications

Potential civil applications of UAVs are
1. Inspection of terrain, pipelines, utilities, buildings, etc.
Surveillance of coastal borders, road traffic, etc.
Disaster and crisis management search and rescue.
Environmental monitoring.
Agriculture and forestry.
Fire fighting.
Communications relay and remote sensing.
Aerial mapping and meteorology research by university laboratories

NG~ WN

VI. Conclusion
From above design method it is concluded that we can design a micro air vehicle ranging from 20
gram to 100 gram. Selecting density of air & gross weight of vehicle to be lift coefficient of lift will be
obtained, force required to lift a vehicle i.e equal to gross weight of vehicle will be calculated.
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Abstract: In the wireless multimedia applications OFDM modulation is a promising approach for
establishing a high bit rates. Modern OFDM systems uses channel estimation and tracking, instead of
differential phase-shift keying (DPSK) it provides a 3-dB SNR loss compared with normal coherent
phase-shift keying (PSK). In this article we have improved the performance of OFDM systems in
coherent PSK modulation schemes; we implemented a channel estimation technique for OFDM
communication. We designed an algorithm based on mean-square-error (MSE) channel estimator by
use of calculations based on the time and frequency-domain received signals of the frequency response
obtained after passing through time-varying dispersive Rayleigh fading channels distorted with AWGN.
We have considered the uncertainty of channel statistics that results in mismatch of the estimator-to-
channel statistics and proposed a robust channel estimator that is independent to uncertainty of channel
performance statistics. The robust channel estimator response are further used to run a modulation
decision scheme logic that can significantly improve the performance of OFDM systems in noisy
Rayleigh fading channel by minimizing BER and inter symbol interference.

Keywords: Adaptive Decision, OFDM, Fading Channel, SNR estimation, PSK/QAM.

I. Introduction

Orthogonal frequency division multiplexing (OFDM) [1]-[3] in recent years has collected high
popularity due to its performance features like its robustness to multipath delay spread and AWGN noise, it has
quality of high data transmission rate with improved bandwidth efficiency, and its application of adaptive
equalization and power allocation in between the subcarriers in accordance of the channel conditions. OFDM is
used in wire line applications like Asymmetric Digital Subscriber Line [4], broadcasting services Digital Audio
Broadcasting [5], Terrestrial Digital Video Broadcasting) [6] and (Terrestrial Integrated Services Digital
Broadcasting) [7], high rate wireless LAN standards (ETSI Hiper LAN 2 and IEEE 802.11) and multimedia
wireless services like Multimedia Mobile Access Communications [8], [9].

In the non-coherent OFDM system the system complexity is reduced at the cost of 3—4 dB performance
loss [10] but in coherent OFDM system channel estimation is a major requirement along with the pilot symbols
incorporation in channel estimation. Pilot preambles are pre inserted in all subcarriers forming an OFDM
training symbol, these training symbols are transmitted at an appropriate data rate with respect to the time
varying response of the wireless channel.

Channel estimation is a very important part in wireless communications systems. Pilot-signal-based
channel estimation as discussed above is enormously used in packet-data base communications. In single-carrier
systems, optimal periodic or a periodic sequences based channel estimation analyzed in [10]-[11] references. An
optimal training sequences for pilot symbols for orthogonal frequency division multiplexing (OFDM) channel
estimation were proposed in [12][13]. The Optimal placement location and training symbols energy allocation
for single-carrier and OFDM systems are described in [14] for frequency-selective Rayleigh block-fading
channel. The training signal placement location is such that it maximizes a lower bound on the capacity training-
based signal with the assumption that all pilot symbols have the same energy. It has been found that in OFDM
systems, in the frequency domain the optimally best placement location of pilot tones is equal spaced
positioning scheme. Optimal design and placement of pilot symbols for frequency-selective block-fading
channel estimation are addressed in [15] by considering SISO as well as MIMO single-carrier systems by
minimizing the Cramer-Rao bound. The same challenge is also addressed in [16] by maximizing a lower bound
on the average capacity.

We have implemented an adaptive decision feedback decision logic scheme for in OFDM using the
channel estimates obtained from periodic block-type pilots. We have investigated the performances of seven
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different modulation scheme by measuring bit error rate for QAM and MPSK variants in the presence of multi-
path Rayleigh fading and AWGN niose channels combination as channel models.

In this paper, we have shown the performance of schemes by applying 16QAM (16 Quadrature
Amplitude Modulation), QPSK (Quadrature Phase Shift Keying and BPSK (Binary Phase Shift Keying) etc. as
modulation schemes with Rayleigh fading. We have designed the MATLAB/Simulink model of the OFDM
system using method of pilot channel estimation. In Section 111, the estimation of the channel based on block-
type pilot arrangement is discussed. In this model the estimation of the channel at pilot frequencies is calculated
in the simulation environment and results are analyzed for determining the thresh level of SNR estimate at
which a modulation scheme starts to give minimum BER.

Il. OFDMA System Design And BER Minimization

2.1. OFDM Transceiver without Channel Estimation

In an OFDM transceiver communication design without any channel estimation there is no insertion of
pilot symbols. Hence, 200 out of 256 carriers are allocated for data, in which number of used sub-channels (FFT
size) is 256. The main parameters for this design can be shown in Table 1.

Simulation parameters parameter value

Bandwidth (MHz) 10

Fs (MHz) 11.2

FFT Size 256

Left Guard Interval 28

Right Guard Interval 27

DC Carrier Index Central

Used Carriers 201 (Including a DC carrier)
Data Carriers 200

Cyclic Prefix 1/8

In our basic OFDM simulink model, extra functional blocks are also added to form mobile system module as
shown in Fig 1. This blocks model is implemented according to IEEE 802.16-2005. To study the effect of
Doppler shift and multipath fading, a multipath channel is be added to the system shown in figure 2.

Uyl IFFT

Rearder IFFT Add Cyclic Pis
[0....Fsl Pref

Insert
Preamble

=
-

1

Add Guard
Bands

Fig 1: Simulink Model of designed OFDM system

We have used MATLAB/Simulink contains Rayleigh and AWGN Channel model. We have thus tested the data
distortion effects by multipath propagation in Non line of sight transmission, environment. In Fig 3 the OFDMA
system with modulation mapping scheme is shown with adding multipath Rayleigh and AWGN channel in
which ITU- channel models are used. The parameters of Multipath Rayleigh fading channel in our model are :
Maximum Doppler shift (Hz): A positive scalar that indicates the maximum Doppler shift.

Sample time: The period of each element of the input signal. It is set to 1/1152.

Delay vector (s): A vector that specifies the propagation delay for each path.

Gain vector (dB): A vector that specifies the gain for each path. Normalize gain vector to 0 dB overall gain:
Checking this box causes the block to scale the Gain vector parameter so that the channel's effective gain
(considering all paths) is 0 decibels.

Initial seed: The scalar seed for the Gaussian noise generator.
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Fig 2: Channel Model consist of Rayleigh fading prior to AWGN channel.

Thus, the modified OFDMA transceiver system as shown in Figure 3 has pilot symbols (on pilot subcarriers)
embedded in between the data symbols (on data subcarriers), which provides the channel information at the
receiver. However, at the receiver, the values of channel estimation are interpolated over the data subcarriers
whereas data symbols are decoded. In both time and frequency domain, the interpolation depends much on
subcarrier spacing, symbol time and pilot location. The interpolation will not be accurate if the channel
characteristics are changed significantly between pilot subcarriers. The model simulation is carried out at fixed
step discrete configuration with the SIMULINK environment using communication blocksets. The system in the
simulation is subjected to AWGN channel and Rayleigh fading with AWGN at different SNR.

Pilot Generator

Add Pilots

V%V A4 V%AV Yy
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Fig 3: Pilot insertion to the modulated data block prior to OFDM.

I11. Results And Discussion

We have developed our simulation model for investigating physical layer performance of IEEE
802.16e (WiMax communication model ) using simulink tool of MATLAB 2010.We have improved the
performance of OFDM technique by using channel SNR and response estimation. We have considered 3 cases.
In 1% case, we have considered 7 different modulation scheme related to PSK 1/0 Mapping in presence of
AWGN only and AWGN with multipath Rayleigh fading. In 2" case, we have applied OFDM methodology on
all 7 cases to check the benefit of OFDM based multi carrier system in reducing inter symbol interference to
improve multipath propagation in mobile wireless communication system. In 3" case we have develop a model
that can evaluate a model that can evaluate channel SNR and it attenuation factor along with phase delay for
every frame using the error in preamble symbol insert prior to OFDM application. This case include an adoptive
decision mechanism control block that can switch over in between different PSK modulation scheme in order to
get a final modulation scheme. For developing adoptive decision mechanism, we investigated the result of casel
case 2 for selecting the value of SNR at which each of 7 modulation scheme starts to show minimum bit
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rate(BR). We have take different modulation scheme named as BPSK ,QPSK %2,QPSK3/4,16QAM1/3,16 QAM
%,64QAM2/3,64QAM3/4 and our result consist of scatter plots, BER values at different SNR for energy
modulation scheme.

This fig 4 shows that our input data is random data source generated using Bernoulli generator block
having sample time 8.3333e-008 and sample per frame 864.The Bernoulli generator block pass to the
modulation bank. It consist of 3 main operations coding interleaving and modulation using PSK or QAM
mapping. Data generated from Bernoulli generator is padding by zero’s to construct the frame 64 prior to
encoding.
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Fig. 4 Complete OFDM simulink model for SNR channel estimation and adaptive decision mechanism

The encoder consist of the poly2trellis structure having specification (7, [171 133]).It represent that, this
encoder will generate to 2 encoded schemes as per the octal number representation of 177,133 XOR gate
connection. In this way after encoding, we get the packet of bits 1048 that is double of size of packet bits or
interleaving ,the number of subchannel are taken as 16 with Ncbps=192 and Ncpc=1.These interleaving signals
are pass through the BPSK modulation having the output packet size. For different modulation scheme the
polytrellis structure is same ,but the parameter of interleaver is changed allow with the padding data showing in
following table 1.

Modulation Scheme No. of subchannels No. of coded bits per | No. of coded bit per
and rate id subchannel (Nchps) subcarrier(Ncpc)

BPSK (0) 16 192 1

QPSK %4(1) 16 384 2

QPSK %4(2) 16 384 2

16 QAM1/2(3) 16 768 4

16 QAM3/4(4) 16 768 4

64 QAM 2/3(5) 16 1152 6

64 QAM %4(6) 16 1152 6

Table 1: Configuration for different modulation scheme

We have shown our results in tabular form for all three cases. Tablel shows the obtained in our model when no
channel estimation and OFDM is applied.

We have changed the SNR of AWGN channel in presence of noise and also in noise along with fading. Both
results for all the seven modulation schemes are shown in this table.

__________________________________________________________________________________________________________________________________|
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Case 1:
S | AWGN(BER) WITHOUT FADDING AWGN (BER)WITH FADDING
N
R
BP QPS | QPSK | 16Q 16Q 64Q 64Q | BPS | QPSK | QPS | 16Q 16Q 64Q 64
SK K Y AM AM AM AM | K 1/2 K AM AM AM QA
1/2 1/2 3/4 2/3 3/4 3/4 Yo 3/4 2/3 M
3/4
5|0 0.025 | 0.2669 | 0.487 | 0.495 | 0.499 | 0.49 | 0.49 | 0.498 | 0.49 | 0.498 | 0.499 | 0.499 | 0.4
26 9 8 39 6 7 81 6 7 8 997
10 0 0.0002 | 0.123 | 0.467 | 0.488 | 0.49 | 0.50 | 0.498 | 0.49 | 0.498 | 0.499 | 0.499 | 0.4
0 778 1 6 6 37 1 5 77 6 6 6 997
11]0 0 0 0 0.312 | 0.305 | 0.41 | 0.49 | 0.498 | 0.49 | 0.498 | 0.499 | 0.499 | 0.4
5 2 6 36 5 5 76 7 6 6 998
2 |0 0 0 0 0 0 0.01 | 049 | 0.498 | 0.49 | 0.498 | 0.499 | 0.499 | 0.4
0 69 5 8 8 7 8 7 997
2 |0 0 0 0 0 0 0 0.49 | 0.498 | 0.49 | 0.499 | 0.499 | 0.499 | 0.4
5 7 4 78 7 7 996
310 0 0 0 0 0 0 0.49 | 0.497 | 049 | 0.498 | 0.499 | 0.499 | 0.4
0 9 9 88 8 8 7 996
Table 1: Communication Model Performance without applying OFDM
Case 2:
S | AWGN(BER WITH OFDM) WITHOUT | AWGN (BER WITH OFDM)WITH FADDING
N | FADDING
R
BP | QPS | QPS | 16Q | 16Q | 64Q | 64QA |BP | QP | QP | 16Q | 16Q | 64Q | 64
SK | K K AM | AM | AM | M SK |SK |SK |AM |AM | AM | QA
12 |34 |12 3/4 2/3 3/4 12 |34 | % Ya 2/3 M
3/4
5 |0 0.08 | 034 | 049 | 049 (049 |0501 |03 (04 |04 |049 | 050 (049 |04
437 | 61 27 5 77 2 033 | 927 | 979 | 88 27 98 99
8
10 | O 0 0.00 | 021 | 043 | 049 | 0499 |04 |05 |04 |050 {049 (050 |04
066 | 74 22 21 8 371 | 062 | 977 | 04 62 05 98
4
15 |0 0 0 0.09 | 001 [037 | 0449 |05 (04 |05 |049 |050 (049 |05
633 | 348 |54 2 163 | 987 | 005 | 69 19 93 01
4
20 | O 0 0 0 0 0.00 | 0.042 {05 |05 |04 | 049 [049 |049 |05
150 | 65 428 | 003 | 977 | 76 92 98 03
3
25 |0 0 0 0 0 0 0 05 |03 |03 |050 [050 |0.49 |05
519 | 485 | 913 |5 22 98 01
8
30 |0 0 0 0 0 0 0 03 |04 |04 |049 (050 |050 |05
788 | 938 | 284 | 93 31 08 00
2
Table 2: Communication Model Performance with applying OFDM but without gain and phase
compensation
Case 3:
AWGN WITH Adaptive decision scheme
SNR Without fading With fading
BER RATId BER RATId
5 0.001249 0 0.1173 0
10 0 1 0.02536 0
15 0 3 0.03427 1
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20 0 3 0.0117 1
25 0 5 0.01081 3
30 0 6 0.01227 2

Table 3: Communication Model Performance with applying OFDM with gain and phase compensation
and adaptive modulation decision.
We can see that in table 2 we have applied OFDM using IFFT-FFT in the pilot inserted symbol. But since we
have not utilized the information obtained by channel estimation that is why there is no improvement in system
performance. On applying gain and phase compensation along with adaptive decision mechanism we can see
that the modulation rate id is changing and increases as we increase the SNR in order to maintain a modulation
scheme at which we get minimum BER.

IVV. Conclusion

In this paper, a design analysis for the pilot based channel estimation is performed for OFDM
communication system. Our model uses the channel estimation based SNR prediction from the pilot
arrangement preamble with or without adaptive modulation scheme decision mechanism. Channel estimation
based on pilot arrangement is applied by giving the channel estimation methods at the pilot frequencies and the
investigation of the Rayleigh channel with AWGN channel at data frequencies response is performed. The
simulation results are obtained for three different cases using MATLAB/SIMULINK environment. The
performance of our model gives a minimum BER of the range of 0.01 at different SNR. This was expected
because the pilot arrangement helps in the tracking of fast fading channel and adaptive decision scheme utilizes
the mean-square error between the interpolated points and their actual values to choose a modulation id that
provides minimized BER.
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Abstract: Recycled waste material has recently become of interest because of the huge amount of
natural resource consumption worldwide. It is necessary to introduce a material recycle system in
municipal and industrial waste management. Quality improvement of oily metal waste disposed from
metalworking factories as recycling materials is one of the issues. Here, the degreasing system plays an
important role. In this paper, energy consumption of a circulation-type superheated steam degreasing
system was applied to oily metal waste disposed from a metalworking factory. This system was
compared to a once-through type superheated steam degreasing system. Flow rates of materials
applicable to the degreasing system were estimated based on preliminary experiments, and heat and
energy balances from the system were theoretically evaluated and compared between once-through and
circulation type systems. As a result, a circulation-type superheated steam waste degreasing system
that can process oily metal waste provides a promising energy-saving waste metal recycle system.
Keywords: Circulation, Degreasing, Energy balance, Material recycle, Once-through, Superheated
steam

I. INTRODUCTION

An increase in the world’s population and an improvement in quality of human life cause natural
resource depletion. Fossil fuel depletion has been of particular interest globally. However, material resource
depletion has also become a serious issue. Generally, oily metal waste disposed from metalworking factories is
melted directly by an electric steelmaking furnace or blast furnace, and recycled as low grade material, which
includes impurities. Some removable methods, such as centrifugal separation or chemical dissolution, are
introduced to remove oil from metal waste. A centrifugal separation method can not remove oil well enough
from metal because metal waste has a complex shape. Oil gathering in a recess remains on a metal waste. On
the other hand, if oil is removed with chemicals, the oil dissolves into a chemical substance and becomes
difficult to separate from the chemical agent. In addition, it is also difficult to dispose of liquid waste that
includes a chemical substance into the surroundings from an environmentally-conscious standpoint.

Superheated steam has been a very popular heat source for industrial and municipal applications,
such as air conditioning and boilers. In particular, most of the electric power supply is generated by using
superheated steam turbine systems in a power plant. Superheated steam is a gas generated by heating saturated
steam until it exceeds the boiling point [1, 2]. For industrial application, the superheated steam is applied to
drying several kinds of materials, like wood, coffee beans, vegetables, and waste materials, based on special
characteristics such as inactive gas and condensation heat transfer [3-5]. A drying system using superheated
steam plays an important role in high-moisture material drying procedures due to the steam’s high thermal
efficiency. This kind of steam creates several advantages, such as inactive gas and high specific enthalpy, for
material processing systems. Accordingly, the system using superheated steam has been very useful in waste
processing [6-8]. The superheated steam was introduced to improve the quality of metal waste disposed from
metalworking factories as recycling materials [9-11]. The superheated steam evaporates waste oil and removes
it from the metal. Nonetheless, in order to obtain a superheated steam, a large amount of latent heat for water
evaporation is required. Generally, superheated steam is condensed after it passes through a processing section
where the latent heat is exhausted into the surroundings, resulting in low thermal efficiency. In this paper, a
practical circulation-type superheated steam degreasing system is proposed for oily metal waste recycling
disposed from metalworking factories, and the system’s energy consumptions are theoretically evaluated and
compared to the results from a once-through type system.

e
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Il. CHARACTERISTICS OF SUPERHEATED STEAM FOR AN INDUSTRIAL APPLICATION

Superheated steam is an atmospheric vapor heated until it reaches 100 °C or higher. Generally,
superheated steam is available in a higher efficiency at around 170 °C or more for an industrial application
compared to the efficiency of hot air at the same temperature. This temperature is called the inversion
temperature [12, 13]. The superheated steam can heat the materials by convection, radiation and condensation
heat transfers, as shown in Fig. 1. The condensation heat transfer is a special feature of superheated steam heat
transfer, especially for moisture materials, in which hot air heat transfer cannot be encouraged. When the
material’s surface temperature, which will be processed, is lower than 100 °C, superheated steam can push
large amounts of condensation heat into the material and the steam contains several prominent advantages,
especially for waste processing, since the gas is an inactive gas. When the processing chamber is filled with the
superheated steam, a chemical reaction, such as ignition, can be prevented since the steam does not contain
0,. Hence, fires or explosions cannot take place in the processing apparatus, and safety in the waste processing
is finally ensured. Similarly, this gas also presents useful features for waste disposal, including sterilization,
degreasing and deodorization.

Superheated steam I

Convection Radiation Condensation Evaporated oil

&

Oily metal waste . Degreased metal

Fig. 1 Superheated steam and material flow in an open-type processing section applied to an oily metal
degreasing system

I1l1. THEORETICAL ANALYSIS FOR HEAT AND ENERGY BALANCE
3.1. System Configuration of Superheated Steam Degreasing System

Figure 2 shows an oily metal waste degreasing system using superheated steam. Once-through type
and circulation-type degreasing systems are assumed, and their heat and energy consumptions are compared.
First, air in the processing chamber is displaced by superheated steam, which comes from the superheated
steam generator. Next, oily metal waste is transferred into a chamber, and is processed. At the low oxygen
concentration field, even in the high temperature field, the oily metal does not ignite. While the superheated
steam passes through the processing chamber, the oily metal is stirred with superheated steam by use of the
rotary kiln. Here, the induction heating is applied to heat superheated steam and waste materials. Oil is
evaporated and mixed with steam, and the gas flows out from the chamber. On the other hand, degreased
metal is discharged from the chamber. After that, superheated steam with evaporated oil passes through a
cyclone for dust extraction, and flows into an oil-steam separator. If the system is a once-through type,
evaporated oil and steam are simultaneously condensed by a cooling unit at the oil-steam separator, and these
substances are collected in a liquid state, as shown in Fig. 2(a). A blower is introduced in order to promote the
system’s gas flow.

In contrast, only the evaporated oil is condensed at an oil-steam separator, and steam passes through
the separator at the superheated steam state in a circulation type system, as shown in Fig. 2(b). The steam is
pressurized by a blower and heated by a super heater again. After that, the heated steam flows into the
processing chamber, while the steam that comes from the generator is closed in a steady state condition.
Finally, the superheated steam is circulated in the degreasing system.

Figure 3 shows a demonstration of the superheated steam degreasing system and an example of waste
material. The theoretical estimation in this paper was applied to this system. The system is composed of the
equipment shown in Fig. 2. The system configuration can be changed for a once-through or a circulation-type
system only by operation valves. The ducts and equipment were coated with a thick layer of heat-insulation
material. Typical temperatures in the system were measured by K-type thermocouples and recorded by a
multi-channel data logger.
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(a) Once-through type system
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(b) Circulation-type system

Fig. 2 System configuration of degreasing system using superheated steam

(a) Demonstration system (b) Oily metal waste

Fig. 3 Superheated steam degreasing demonstration system and example of waste material

3.2. Material Flow of Degreasing System

Material flow of this degreasing system was estimated based on the system shown in Fig. 2. Oily
metal waste flowed into the processing chamber. The volume flow rate was assumed by defining 1/5 of the
processing chamber capacity as filled by waste material, and the length of time for waste to pass through the
processing chamber was assumed to be 10 minutes. The adhesion rate of oil was assumed to be 2.5 wt% of the
metal waste. These assumptions were observed by a preliminary experiment. Oily metal waste was heated by
the high temperature superheated steam and induction heating in the processing chamber. After processing,
the degreased metal is discharged from the processing chamber, and superheated steam with evaporated oil

flows out from the chamber. The volume flow rate of metal is Q'\,'m ; thus, the mass flow rate becomes m,, =

me\,’m . The mass flow rate of oil is assumed to be m, = 0.025m,, in this estimation.

3.3. Energy Balance of Degreasing System

The heat balance and energy consumption of the once-through type and the circulation-type systems
are estimated based on Fig. 4. Electricity was supplied to each type of equipment in order to operate the
system. However, the electric consumption of the main apparatus was taken into account in this estimation.

e
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Fig. 4 Heat and energy balance of degreasing system using superheated steam

3.3.1. Once-through type system

The schematic heat and energy balance diagram of the once-through type system is presented in Fig.
4(a). Superheated steam enters the processing chamber in order to evaporate oil. Metal waste and oil
temperatures at the processing chamber inlet and exit are Tp 1, To1 and Tp 2, To2, and the superheated steam
temperature at the processing chamber inlet and exit are defined as T, ; and Ts,, respectively. Oily metal waste
must be heated to T, , when it passes through a processing chamber. Therefore, heat added to the oily metal can
be expressed as:

AQnm =M (T2 = Trn) (for metal) 1)

AQh o =My {0 (To 2 ~Tor )+ L | (for oil) ¥
where, T, =Ty, and T, ,=T5,=T;,.

On the other hand, heat supplied by the superheated steam generator is consumed to increase the
temperature of the oily metal waste as follows:

AQ.h,s =y (hs,z - hs,l) @)

If (AQym+AQ,,)<AQ, il is evaporated and separates from the metal waste. However,

additional heat Qh,pc needs to be supplied by induction heating in the processing chamber if

(AQym +AQ; o) > AQ;, ;- Steam with evaporated oil will be cooled by additional water at a temperature below

evaporation and condensed to a liquid state in the oil-steam separator. Condensed steam and oil are separated
by using the specific gravity separation method. Generally, heat loss from the equipment must not be neglected
in this system. The additional heat will be supplied by the heater to the equipment and ducts.

3.3.2. Circulation-type system
The schematic heat and energy balance of the circulation-type system is shown in Fig. 4(b). For the
circulation-type system, energy flow after the processing chamber is different from the once-through type
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system. After the waste materials pass through the processing chamber, the gas is cooled in the oil-steam
separator. Only evaporated oil is condensed and steam remains in a superheated steam condition in the
oil-steam separator. Following this, steam is pressurized by a blower and reheated by the super heater. The
additional heat from the super heater is estimated as:

Qh,sh = ms (hs,4 - hs,3) (4)

If the steam temperature is increased by the super heater upon the inlet temperature Ts;, high
enthalpy steam can perform the oily metal waste processing. The steam flow rate is kept constant by using a
high pressure blower, and the steam circulates without a superheated steam generator in a steady state
condition, as shown in Fig. 4(b).

IV. APPLICATION FOR DEMONSTRATION SYSTEM
The heat and energy flow described in Fig. 4 will be applied to the demonstration system to establish
an energy balance. The theoretical conditions of the energy balance analysis are shown in Table 1. The size of
the processing chamber in this system was 0.30 dia. x 1.0 m in length. Hence, the optimum volume and mass

flow rates of metal are estimated as Q\,Ym = 2.4x10° m¥s and m,, = 7.0x10° kg/s, respectively. Here, the
density of a waste metal is measured as p,, = 2.9x10% kg/m® by a preliminary experiment. In this case, the
mass flow rate of oil is m, = 1.7x10™ kg/s, which corresponds to 2.5 wt% of the metal flow rate.

Table 1 Theoretical conditions of energy balance analysis based on preliminary experimental results

Temperature
Metal and oil at the processing chamber inlet T, Toa 15°C
Superheated steam at the processing chamber inlet Te1 400 °C
Metal, oil and superheated steam at the processing chamber exit | T, Too2, Ts2 250 °C
Superheated steam at the super heater inlet Tsa 150 °C
Superheated steam at the super heater exit Teu 400 °C
Enthalpy of superheated steam
at the processing chamber inlet at 0.1 MPa, T hs.1 3.28 MJ/kg
at the processing chamber exit at 0.1 MPa, T, hs.2 2.97 MJ/kg
at the super heater inlet at 0.1 MPa, T3 hs.3 2.78 MJ/kg
at the super heater exit at 0.1 MPa, Ts,4 hs.4 3.28 MJ/kg
Mass flow rate
Superheated steam g 1.25x10°%kg/s
Metal M 7.0x10° kg/s
Oil Mo 1.7x10™ kg/s
Specific heat
Metal (Aluminum) Cm 0.9 kJ/(kg-K)
Oil (cutting oil) Co 2.1 kJI(kg*K)
Evaporative latent heat of oil Lo 320 kJ/(kg* K)

For the once-through type system, the energy balance is estimated based on Fig. 4(a). The
evaporation temperature of the cutting oil has an observation range between 150 - 250 °C. The exit
temperature of material from the processing chamber is assumed to be T, = To, = 250 °C. The initial
temperature of the material and the evaporation temperature of oil are assumed to be 15 °C and less than 250
°C, respectively. The heat required to heat waste material is estimated as:

For metal:

AQh,m = rhmcm (Tm2 _Tml)
=7.0x10° x 0.90x10° x(250-15) = 1,480 W (5)

For ail:
AQh,o = mo {Co (T02 _Tol)"' Lo}
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= 1.7x10™ x{2.1x10% x(250-15) + 320x10°}= 140 W (6)

Therefore, it is estimated for the waste material as:
AQp = 1,480 + 140 = 1,620 W -

The superheated steam generator employed in this demonstration system can produce 4.5 kg/h of
steam at 450 °C, 0.3 MPa, and its electric consumption is Es= 5.0 KW. Heat required to heat the waste

material is supplied by the superheated steam generated by the superheated steam generator, AQ'hYS, and the

induction heating through the processing chamber, Qh’ nc - Heat supplied by superheated steam is estimated as:

AQ.h,s = _ms (hs,2 - hs,l)
= -1.25x10% x{2.97x10° - 3.28x10°} = 390 W 8)

It was found that only 390 W is available to heat waste material, even if the superheated steam
generator consumes 5.0 kW. Residual energy, 4.6 kW, is exhausted and the superheated steam generator is
inflected to replace air with steam inside a processing system. Therefore,

Qh, pc = AQ.h,w _AQh,s
=1,620-390=1,230 W )

has to be supplied by induction heating through the processing chamber. The inverter and conversion

efficiency of induction heating are assumed to be 0.95 and 0.60 respectively. Electric consumption of the

induction heating is estimated as:

pczh= 2,160 W (10)
e

E

In addition, a blower is employed for the system. The electric consumption of the blower is measured
by a preliminary experiment. The demonstration system employs a 750 W high pressure blower. The
measured electric consumption of the blower is:

E, =600 W (11)
Consequently, the total energy consumption of the once-through type, E,;, is estimated as:

E,i = ESg + Epc +E,

=50+22+06=7.8KkW 12)
€ot :_E—Ot_ =1.1 MJ/Kkg (13)
My, + M,

For the circulation-type degreasing system at a steady state condition, only energy consumed in a
circulation area is estimated in Fig. 4(b). The required heat to increase the temperature of waste material was
determined earlier using Eq. (7). The circulation-type system also supplies heat to the processing chamber by
induction heating. Here, the steam mass flow rate is assumed to be the same as that of the once-through type
system. The discharged steam with evaporated oil from the processing chamber is cooled in the oil-steam
separator. Gas is cooled at a temperature between that of water evaporation and under that of oil condensation.
The condensing temperature of oil is assumed to be 150 °C in this estimation. Steam remains as superheated
steam at 150 °C. Therefore, the discharged steam from the oil-steam separator is superheated by the super
heater. The required heat and electric consumption are estimated as:
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Qh,sh = rhs (hs,4 - hs,B)

= 1.25x107% x(3.28x10° - 2.78x10°%) = 625 W (14)
S Y (15)
e

As a result, the total energy consumption of the circulation type, E , is estimated as:

ECi = Epc + ESh + Eb

=22+1.1+06=39kwW (16)
€ =i =0.54 MJ/kg (17)
My, + Mgy

The energy consumption estimated from the circulation-type superheated steam degreasing system is
smaller than the amount of the once-through type system.

It was also found that heat loss from the circulation-type system increases compares to the
once-through type system because the path length of steam becomes longer. These results were obtained based
on the main equipment of these systems. Therefore, additional energy, such as a duct heater or rotary kiln
operation, should be added for each of the estimations. However, these results show the advantages of
introducing a circulation-type decreasing system.

V. CONCLUSION

Energy consumption of the circulation-type superheated steam degreasing system is compared with
the results of the once-through type system. Both system configurations are assumed and the heat and energy
balance are estimated. The prototype processing system was constructed and the energy consumption with a
heat balance was estimated. For the superheated steam processing system, the once-through type system
consumes a sufficient amount of energy compared to the circulation-type system because the latent heat of
water is higher than the electric consumption of additional equipment for the circulation-type system. As a
result, the circulation-type superheated steam oily metal waste degreasing system serves as an adequate system
for industrial application.
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NOMENCLATURE
Specific heat at a constant pressure [J/(kg - K)]
Electric consumption [W]
Specific electric consumption [J/kg]
Specific enthalpy [J/kg]
Latent heat [J/kg]
Mass flow rate [kg/s]

Heat [W]

Volume flow rate [m®/s]
Temperature [°C]
Efficiency [-]

Density [kg/m?]

bqﬂéo.:,o.g.!__?_'.“?rlj.‘?

Subscripts
1:  processing chamber inlet
processing chamber exit
3:  super heater inlet

N
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(1]
[2]

(3]
(4]
(5]
(6]

[7]

(8]

(9]

[10]

[11]

[12]

[13]

Qo hk

ot:
pc:

sg:
sh:

super heater exit
blower

work coil
circulation type
inverter

waste metal

waste oil
once-through type
processing chamber
steam

superheated steam generator
super heater

waste material
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Abstract: Leaf Spring (LS) is an indispensable machine element of the automobile sector. In this
particular work we are analyzed a LS with the help of Finite Element Method when subjected to static
loads and appropriate boundary conditions. The LS taken into consideration is that of a Tractor Trolley
having a Gross Vehicle Weight of 20 ton. According to the existing dimension of simple leaf spring it
has modeled in solid works 2013.after that cad model has used to discretized in to small no of element
and nodes to perform the required finite element analysis. Initially analysis has done for three different
materials and taken the most economic and suitable material for leaf spring in the optimization stages.
Comparision of material was perform on the basis of result obtained from the analysis of leaf spring like
von mises stress, strain and deflection.

Keywords: leaf spring (LS), Finite Element Analysis (FEA), Camber, Leaf Span, Static loading,
Computer Aided Engineering (CAE)

I. Introduction

Leaf sprigs are crucial suspension elements used on light passenger vehicle, mini loader and truck
necessary to minimize the vertical vibrations impacts and bumps due to road irregularities and to create a
comfortable ride. Leaf springs are widely used for automobile and rail road suspensions. The leaf spring should
absorb the vertical vibrations and impacts due to road irregularities by means of variations in the spring
deflection so that the potential energy is stored in spring as strain energy and then released slowly so increasing
the energy storage capabilities of a leaf spring and ensures a more compliant suspension system. Three
dimensional finite element analysis of the leaf spring consists of a computer model or design that is stressed and
analyzed for specific results.

The leaf spring is analyzed for static strength and deflection using 3D finite element analysis. The
general purpose finite element analysis software ANSYS is used for present study. The variation of bending
stress and displacement values are predicted. With the Indian market becoming global and advent of
multinationals in the market, a cut throat competition has a rise between the Indian companies and the
Multinational company .thus to remain in the contest it has become necessary for the Indian industries to
improve and innovate their product.

I1. Material
The existing material of tractor trolley leaf spring is 50Cr1V23 and we had applied three different
materials for analysis of leaf spring like 55Si2Mn90, 38Si6 and 50Cr1l. The material used for the experimental
work is 55Si2Mn90.
Tab.1 Parameters of the steel leaf spring

Material Input Properties
Material Tensile Yield L_Jrlélnn;me
options | gpring Steel Strength S H
(MPa) trengt
(M6Pa)
Existing | 50Cr1Vv23 1800 2050
Option 1 50Cr1 1650 1950
Option 2 38Si6 1050 1300
Option 3 | 55Si2Mn90 1800 1950

]
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I11. Three Dimensional Solid Model

Fig. 1: Three Dimensional CAD Model

IV. Finite Element Analysis

Analysis of leaf spring is done by Finite Element Method in software ANSYS Workbench. Finite
element method (FEM) is a numerical method for solving a differential or integral equation. It has been applied
to a number of physical problems, where the governing differential equations are available. The method
essentially consists of assuming the piecewise continuous function for the solution and obtaining the parameters
of the functions in a manner that reduces the error in the solution. In this article, a brief introduction to finite
element method is provided. The method is illustrated with the help of the plane stress and plane strain
formulation

The first phase for applying the method of Finite Elements is Meshing or Discretization. Meshing is
basically the process of breaking the CAD model into very small elements. It is also known as piecewise
approximation. Meshing are of different types, it may be comprising of 1D, 2D or 3D elements. In present case
selected is shown in Table-2

Mesh Element type
S.N. Entity Size p
1 Nodes 9201 | Connectivity | Statistics
4185
2 Elements | 4185 TE10 (100%)

V. Results from FEA
The following result we obtained by applying FEA on the leaf spring assembly.

) e8
1.318608

1 1.0548e8
7.8117e7
L1 52745e7
2637307
835.66 Min

|
0.300 (M)
0150

Fig. 2 Stress Analysis (Material-50Cr1V23)

0.00027962
|| olooo1so71
0.00010179
1.2878e-5 Min

V&\T/.v
0. 1100 {m)
0.150

Fig 3 Deflection Analysis (Material-50Cr1V23)
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v
0.000 0.300 (M) Vd"

0150

Fig 4 Deflection Analysis (Material-38Si6)

v
0.000 0.300 (m) V¢'

0150

Fig 5 Stress Analysis (Material-38Si6)

V&l,o e
0.000 0.300 (m)

0150

Fig 6 Deflection Analysis (Material-50Cr1)

wl v
0.000 0.300 (m)
L S—

0150

Fig 7 Stress Analysis (Material-50Cr1)

%L~ v
0.000 0,300 (M)
)

0160

Fig 8 Deflection Analysis (Material-55Si2Mn90)
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0.300 (m)

0160

Fig 9 Stress Analysis (Material-55Si2Mn90)

After the analysis of leaf spring gives the above result for different materials.

) Material Input Properties Analysis Result
Materiel
options Spring TYS UTS | Stress | Deflection

Steel (MPa) (MPa) | (MPa) mm
Existing | 50Cr1Vv23 1800 2050 | 237.30 | 0.81312
option 1 50Cr1 1650 1950 | 235.09 | 0.76915
option 2 38Si6 1050 1300 | 233.54 | 0.75010
option 3 | 55Si2Mn90 1800 1950 | 231.38 | 0.73011
VI. Conclusion

As per the result obtained from Finite Element Analysis in ANSYS we found that leaf spring provides
good performance when it is made up of Spring Steel 55Si2Mn90 the results are-

E 23E
= 235 ~
T \\
-
B 232 “\\_,_‘__
s 230
=
no 22E T T T 1
S00rivz3i 50C0r1 3IESiIE 555i2Mne0
Spring Steel Material

0.ES
E
E o=
E
-E 075 — —
E o7
[ =
g 0LES T T T 1
o S0Crivas 50011 3ESIE  S5SiZMnE0
&

Spring Steel Material

In this work the main focus was to create a method wherein the load carrying capacity of leaf spring can be
computed, and in this context FEA turned out to be very effective. The work elucidated is completely devoted to
the conglomeration of Mechanical Engineering Design & Computer Aided Engineering.

]
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Abstract: With the increase in load demand, the Renewable Energy Sources (RES) are
increasingly connected in the distribution systems which utilizes power electronic
Converters/Inverters. Nowadays, 3-phase 4-wire distribution power system has been widely used in
residential and office buildings, manufacturing facilities, schools etc This paper presents a novel
control strategy for achieving maximum benefits from the grid-interfacing inverters when installed in
3-phase 4-wire distribution systems. The inverter can thus be utilized as: 1) power converter to inject
power to the grid, and 2) shunt APF to compensate current unbalance, load current harmonics and
load neutral current. All of these functions may be accomplished either individually or
simultaneously. This new control concept is demonstrated with extensive MATLAB/Simulink
simulation studies

Keywords: Active power filter (APF), distributed generation (DG), grid interconnection, power
aualitv(PO).renewable enerav

I. INTRODUCTION

Due to increasing air pollution, global warming concerns, diminishing fossil fuels and their increasing cost
have made it necessary to look towards Renewable Energy Sources (RES) as a future energy solution. Since the
past decade, there has been an enormous interest in many countries on renewable energy for power generation
since the past decade, there has been an enormous interest in many countries on renewable energy for power
generation. However, the extensive use of power electronics based equipment and non-linear loads at PCC
generate harmonic currents, which may deteriorate the quality of power. The widespread increase of non-linear
loads nowadays, significant amounts of harmonic currents are being injected in to power systems.

The utility is concerned due to the high penetration level of intermittent RES in distribution systems
as it may pose a threat to network in terms of stability, voltage regulation and power-quality (PQ) issues.
Therefore, the DG systems are required to comply with strict technical and regulatory frameworks to ensure
safe, reliable and efficient operation of overall network. In [8] Power quality problems associated with
distributed power (DP) inverters, implemented in large numbers onto the same distribution network, are
investigated. The general objective is to investigate the power quality problems and the interaction of the
inverters with the distribution network. However, the extensive use of power electronics based equipment and
non-linear loads at PCC generate harmonic currents, which may deteriorate the quality of power

Generally, current controlled voltage source inverters are used to interface the intermittent RES in
distributed system. Recently, a few control strategies for grid connected inverters incorporating PQ solution
have been proposed. In [11], a control method is presented which enables equal sharing of linear and nonlinear
loads in three-phase power converters connected in parallel, without communication between the converters.
But the exact calculation of network inductance in real-time is difficult and may deteriorate the control
performance

The loads based on power electronic devices generally pollute the nearby network by drawing non
sinusoidal currents from the source. The rapid switching of electronic devices creates additional problems. This
makes voltages and currents at point of common coupling (PCC) highly distorted. One of the best solutions to
compensate both current and voltage related problems, simultaneously, is the use of Unified Power Quality
Conditioner (UPQC). Reference [6] is based on a unified approach for load and source compensation using
Unified Power Quality Conditioner (UPQC).Performance of this UPQC has been evaluated with a typical
industrial load with realistic parameters supplied by a polluted distribution network.

e
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Usually, the fuel cell and photovoltaic energy sources generate power at variable low dc voltage, while
the variable speed wind turbines generate power at variable ac voltage. Thus, the power generated from these
renewable sources needs power conditioning (i.e., dc/dc or ac/dc) before connecting on dc-link [3]-[5].In [3]
an overview of the structures for the DPGS based on fuel cell, photovoltaic, and wind turbines are presented. In
addition, control structures of the grid-side converter are presented, and the possibility of compensation for
low-order harmonics is also discussed. In [5], the behavior of grid-coupled DG units during voltage dips in low
voltage distribution grids will be investigated. The impact of DG units on the retained grid voltage (the lowest
rms voltage during the event) is strongly dependent on the voltage level, and thus the grid impedance, of the
concerned grid. This will focus on small-scaled DG units connected to the low voltage distribution grid.

In [4] new trends in power-electronic technology for the integration of renewable energy sources and
energy-storage systems are presented. This describes the current technology and future trends in variable-speed
wind turbines and also present power-conditioning systems used in grid-connected photovoltaic (PV)
generation plants. The continuously decreasing prices for the PV modules lead to the increasing importance of
cost reduction of the specific PV converters. Energy storage in an electricity generation and supply system
enables the decoupling of electricity generation from demand

In this paper, a approach in which a shunt active filter acts as active conductance to damp out the
harmonics in distribution network is performed. It is shown that the grid-interfacing inverter can effectively be
utilized to perform following important functions: 1) transfer of active power harvested from the renewable
resources 2) current harmonics compensation at PCC; and 3) current unbalance and neutral current
compensation in case of 3-phase 4-wire system. The PQ constraints at the PCC can therefore be strictly
maintained within the utility standards without additional hardware cost.

Il. SYSTEM MODELING
The proposed system consists of RES connected to the dc-link of a grid-interfacing inverter as shown in Fig.
1. This topology has proved better controllability than the classical three-leg four-wire. The RES may be a DC
source or an AC source with rectifier coupled to dc-link. The dc-link capacitor decouples the dc source from
grid and also allows independent control of converters on either side of dc-link. The voltage source inverter is
a key element of a DG system as it interfaces the source to the grid and delivers the generated power.

Active power filters are power electronic devices that cancel out unwanted harmonic currents by
injecting a compensation current which cancels harmonics from the nonlinear harmonics is achieved with the
voltage source inverter in the current controlled mode and an interfacing filter. Shunt active power filters
compensate load current harmonics by injecting equal-but opposite harmonic compensating current.
Generally, four-wire APFs have been conceived using four leg converters loads. The current wave form for
canceling the PQ constraints at the PCC can be strictly maintained within the utility standards without
additional hardware cost. The desired current waveform is obtained by accurately controlling the switching of
the insulated gate bipolar transistors (IGBT’s) in the inverter. The driving voltage across the interfacing
inductance determines the maximum di/dt that can be achieved by the filter .A large inductor is better for
isolation from the power system and protection from transient disturbances. However, the larger inductor
limits the ability of the active filter to cancel higher order harmonics.

2.1 DC Link Capacitor

The dc-capacitor decouples the source from grid and also allows independent control of converters on either
side of dc-link. Here the DC link is connected between a constant DC source and three phase 4 leg grid
interfacing inverter. The switching network on the output side generates very large transients at the switching
frequency. The Ripple effects the life and reduces the energy in the DC source (Battery, Fuel Cell).The
capacitor provides a low impedance path for harmonics/transients (ripple). The DC link capacitor helps to keep
these transients from radiating back to the input.
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Fig.1. Schematic of renewable based distributed generation system.

2.2 Voltage Source Converter (VSC)

The voltage source inverter is a key element of a DG system as it interfaces the source to the grid and delivers
the generated power. In this a 3 three phase 4 leg voltage source converter is used. The fourth leg of inverter is
used to compensate the neutral current of load. If the output voltage of the VSC is greater than AC bus
terminal voltages, is said to be in capacitive mode. So, it will compensate the reactive power through AC
system. The type of power switch used is an IGBT in anti-parallel with a diode. The three phase four leg VSI is
modeled in Simulink by using IGBT.

2.3 L filter

The output filter reduces the harmonics in generated current caused by semiconductor switching. The L-filter
is the first order filter with attenuation 20 dB/decade over the whole frequency range. Therefore the application
of this filter type is suitable for converters with high switching frequency, where the attenuation is sufficient.
On the other side inductance greatly decreases dynamics of the whole system converter.

2.4 Grid

Grid energy storage refers to the methods used to store electricity on a large scale within an electrical power
system. Electrical energy is stored during times when production (from power plants) exceeds consumption
and the stores are used at times when consumption exceeds production. In this way, electricity production need
not be drastically scaled up and down to meet momentary consumption — instead, production is maintained at a
more constant level.

2.5 Non linear load

Applies to those ac loads where the current is not proportional to the voltage. The nature of non-linear loads is
to generate harmonics in the current waveform. This distortion of the current waveform leads to distortion of
the voltage waveform. Under these conditions, the voltage waveform is no longer proportional to the current

I11. PROPOSED CONTROL OF GRID INTERFACING INVERTER
The control diagram of grid- interfacing inverter for a 3-phase 4-wire system is shown in Fig. 2. The fourth leg
of inverter is used to compensate the neutral current of load. While performing the power management
operation, the inverter is actively controlled in such a way that it always draws/ supplies fundamental active
power from/ to the grid. If the load connected to the PCC is non-linear or unbalanced or the combination of
both, the given control approach also compensates the harmonics, unbalance, and neutral current.
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Fig. 2. Block diagram representation of grid-interfacing inverter control

3.1 Phase-Locked Loop
A phase-locked loop or phase lock loop (PLL) is a control system that generates an output signal whose phase
is related to the phase of an input signal. While there are several differing types, it is easy to initially visualize
as an electronic circuit consisting of a variable frequency oscillator and a phase detector. The oscillator
generates a periodic signal. The phase detector compares the phase of that signal with the phase of the input
periodic signal and adjusts the oscillator to keep the phases matched.

The grid synchronizing angle (6) obtained from phase locked loop (PLL) is used to generate unity
vector template as

Ua =Sin(0) 1)
Ub = Sin(0 -211/3) (2)
Uc =Sin(0 +2I1/3) (3)

3.2 P1 Controller

P1 controller will eliminate forced oscillations and steady state error resulting in operation of on-off controller
and P controller respectively. The difference of the filtered dc-link voltage and reference dc-link voltage Vdc*
is given to a discrete-PI regulator to maintain a constant dc-link voltage under varying generation and load
conditions. The output of the PI controller is denoted as Im. The dc-link voltage error Vdcerr(n) at

n" sampling instant is given as:
\ =Vie =V “)

dcerr(n)™
The output of discrete-PI regulator at n" sampling instant is expressed as
Im(n) = Im(n—l) + KPVdc (\/dcerr(n) _Vdcerr(n—l)) + KIVdCVdcerr(n) (5)
where vadc =10and Kl\,dc =.05are proportional and integral gains of dc-voltage regulator.

The reference current templates (la*,Ib*,and Ic*) are obtained by multiplying the peak value (Im) by
the three-unit sine vectors (Ua , Ub and Uc) in phase with the three source voltages. These unit sine vectors
are obtained from the three sensed line to neutral voltages. The reference grid neutral current (In*) is set to
zero, being the instantaneous sum of balanced grid currents. Multiplication of magnitude Im with phases (Ua
,Ub, and Uc) results in the three phase reference supply currents (la*,1b*,and Ic*).

The instantaneous values of reference three phase grid currents are compute as

la* =1Im . Ua (6)
Ib*=1m . Ub @)
Ic*=1Im. Uc (8)

The neutral current, present if any, due to the loads connected to the neutral conductor should be
compensated by forth leg of grid-interfacing inverter and thus should not be drawn from the grid. In other
words, the reference current for the grid neutral current is considered as zero and can be expressed as

e
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In*=0 ©)
The reference grid currents(la*,Ib*,Ic*and In*) are compared with actual grid currents(la, Ib, Icand
In) to compute the current errors as

laerr =la* - la (10)
Iberr =1b* - Ib (11)
Icerr =Ic* - Ic (12)
Inerr =In* - In (13)

These error signals are given to hysteresis current controller then generates the switching pulses for

six IGBTSs of the grid interfacing inverter.

3.3 Hysteresis current control

The hysteresis current control (HCC) is the simplest control method available so forth to implement the shunt
APF with three phase current controlled VSI and is connected to the AC mains for compensating the current
harmonics and the VSI gate control signals are brought out from hysteresis band current controller where a
hysteresis current controller is implemented with the closed loop control system and waveforms which are
shown in figure 3.

Here a error signal is used to control the switches in a voltage source inverter and the error is the only
difference between the desired current and the current being injected by the inverter and when the error
exceeds the upper limit of the hysteresis band the upper switch of the inverter arm is turned off and the lower
switch is turned on as a result of which the current starts decaying. When the error crosses its defined lower
limit of the hysteresis band then the lower switch of the inverter arm is turned off and the upper switch is
turned on as a result of which the current gets back into the hysteresis band and the minimum and maximum
values of the error signal are emin and emax respectively and the range of the error signal e max -emin directly
controls the amount of ripple in the output current from the VSI.

Upper Band

-

Y

cmm

Wl

e |

Figure 3Waveform of Hysteresis current controller

1IV. SIMULATION RESULTS

In order to verify the proposed control approach to achieve multi-objectives for grid interfaced DG systems
connected to a 3-phase 4-wire network, an extensive simulation study is carried out using MATLAB/Simulink.
A 4-leg current controlled voltage source inverter is actively controlled to achieve balanced sinusoidal grid
currents at unity power factor (UPF) despite of highly unbalanced nonlinear load at PCC.Here 3 cases are
simulated

Case 1: When Balanced load directly connected to grid without RES

Case2: When Unbalanced load directly connected to grid without RES

Case3 : When Unbalanced load connected to grid with grid interfacing inverter control
4.1 System Parameters

»  Grid(3 phase supply) in r.m.s Vg=170V(r.m.s),50Hz
» 3 phase load R=26.66Q2

» 1-Phase Non linear Load (A-N)  R=36.66Q ,L=10mH
» 1-Phase Non linear Load (C-N)  R=26.66Q ,L=10mH
» Dc link voltage Vdc =300V

» Coupling inductance Lsh=5 mH

» DC link capacitance Cdc=3000puF
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4.3 Unbalanced load directly connected to grid without RES

Figure 7. Simulation results: (a) Grid voltages, (b) Grid Currents (c) load currents when unbalanced load
directly connected to grid without RES

The waveforms of grid voltage, grid currents and load current when unbalanced load directly
connected to grid without inverter are shown in figure 7. It shows that the grid currents and load currents are
become unbalanced when a set of 3 phase balanced linear and 1 phase unbalanced nonlinear loads are
connected directly to the grid.
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4.4 Unbalanced load connected to grid with grid interfacing inverter control
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Figure 8. simulink model when unbalanced load connected to grid with grid interfacing inverter control
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Figure.9 simulink control model when unbalanced load connected to grid with grid interfacing inverter
control
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Figure.10 Simulation results: (a) Grid voltages, (b) Grid Currents (c) load currents and d)Inverter current
when unbalanced load directly connected to grid with inverter control

The waveforms of grid voltage , grid currents and load current when Unbalanced load directly
connected to grid with inverter control are shown in figure 10. It shows that the Grid voltage and grid currents
are get balanced when a set of 3phase balanced linear and 1 phase unbalanced nonlinear loads are connected to
the grid with grid interfacing inverter control method.. The dc-link voltage across the grid- interfacing inverter
during different operating condition is maintained at constant level. Thus from the simulation results, it is
evident that the grid-interfacing inverter can be effectively used to compensate the current unbalance and
current harmonics.

V. CONCLUSION

This thesis has presented a novel control of an existing grid interfacing inverter to improve the quality of
power at PCC for a 3-phase 4-wire DG system. It has been shown that the grid-interfacing inverter can be
effectively utilized for power conditioning without affecting its normal operation of real power transfer. The
grid-interfacing inverter with this approach can be utilized to:1)inject real power to the grid, and/or,2)Operate
as a shunt Active Power Filter (APF).This approach thus eliminates the need for additional power conditioning
equipment to improve the quality of power at PCC. Extensive MATLAB/Simulink simulation results have
validated this approach and have shown that the grid-interfacing inverter can be utilized as a multi-function
device.
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Abstract: Clustering mixed type data is one of the major research topics in the area of data mining. In
this paper, a new algorithm for clustering mixed type data is proposed where the concept of distribution
centroid is used to represent the prototype of categorical variables in a cluster which is then combined
with the mean to represent the prototype of clusters with mixed type variables. In the method, data is
observed from different views and the variables are grouped into different views. Those instances that
can be viewed differently from different viewpoints can be defined as multiview data. During clustering
process the differences among views are ignored in usual cases. Here, both views and variables weights
are computed simultaneously. The view weight is used to determine the closeness or density of view and
variable weight is used to identify the significance of each variable. With the intention of determining
the cluster of objects both these weights are used in the distance function. In the proposed method,
enhancement to the k-prototypes is done so that it automatically computes both view and variable
weights. The proposed algorithm MK-Prototypes algorithm is compared with two other clustering
algorithms.

Kevwords: clusterina. mixed data. multiview. variable weiahtina. view weiahtina. k-brototvoes.

I. Introduction

Clustering is a fundamental technique of unsupervised learning in machine learning and statistics. It is
generally used to find groups of similar items in a set of unlabeled data. The aim of clustering is to divide a set
of data objects into clusters so that those data objects that belongs to the same cluster are more similar to each
other than those in other clusters [1-4]. In real world, datasets usually contain both numeric and categorical
variables [5,6]. However, most existing clustering algorithms assume all variables are either numeric or
categorical , examples of which include the k-means [7], k-modes [8], fuzzy k-modes [9] algorithms. Here, the
data is observed from multiple outlooks and in multiple types of dimensions. For example, in a student data set,
variables can be divided into personal information view showing the information about the student’s personal
information, the academic view describing the student’s academic performance and the extra-curricular view
which gives the extra-curricular activities and achievements made by the student.

Traditional methods take multiple views as a set of flat variables and do not take into account the
differences among various views [10], [11], [12]. In the case of multiview clustering, it takes the information
from multiple views and also considers the variations among different views which produces a more precise and
efficient partitioning of data.

In this paper, a new algorithm Multi-viewpoint K-prototypes (MK-Prototypes) for clustering mixed
type data is proposed. It is an enhancement to the usual k-prototypes algorithm. In order to differentiate the
effects of different views and different variables in clustering, the view weights and individual variables are
applied to the distance function. Here while computing the view weights, the complete set of variables are
considered and while calculating the weights of variables in a view, only a part of the data that includes the
variables in the view is considered. Thus, the view weights show the significance of views in the complete data
and the variables weights in a view shows the significance of variables in a view alone.

Il. Related Works

Till date, there exist a number of algorithms and methods to directly deal with mixed type data. In [13],
Cen Li and Gautam Biswas proposed an algorithm, Similarity-based agglomerative clustering(SBAC) that
works well for data with mixed attributes. It adopts a similarity measure proposed by Goodall [14] for biological
taxonomy. In this method, while computing the similarity, higher weight is assigned to infrequent attribute value
matches. It does not make any suppositions on the underlying features of the attribute values. An agglomerative
algorithm is used to generate a dendrogram and a simple distinctness heuristic is used to extract a partition of the
data.Hsu and Chen proposed CAVE [15], a clustering algorithm based on the Variance and Entropy for
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clustering mixed data. It builds a distance hierarchy for every categorical attributes which needs domain
expertise.Hsu et al.[16] proposed an extension to the self-organizing map to analyze mixed data where the
distance hierarchy is automatically constructed by using the values of class attributes.

In [17] Chatziz propsed KL-FCM-GM algorithm in which data derived from the clusters are in the
Guassian form and is designed for the Guass-Multinomial distributed data.

Huang presented a k-prototypes algorithm [18] where k-means is integrated with k-modes to partition
mixed data. Bezdek et al. considered the fuzzy nature of the objects in his work the fuzzy k-prototypes[19] and
Zheng et al. proposed [20] an evolutionary type k-prototypes algorithm by introducing an evolutionary
algorithm framework.

I11. Proposed System
The motivation for the proposed system is on one hand to provide a better representation for the
categorical variable part in a mixed data since the numerical variables can be well represented using the mean
concept itself. On the other hand it considers the importance of view and variables weights in the process of
clustering. The concept of distribution centroid represents the cluster centroid for the categorical variable part.
Huang’s strategy of evaluation is used for the computation of both view weights and variable weights.

A. The distribution centroid

The idea of distribution centroid for a better representation of categorical variables is stimulated from
fuzzy centroid proposed by Kim et al.[ 21]. It makes use of a fuzzy scenario to represent the cluster centers for
the categorical variable part.
For Dom(V))={{v}, vZ, v}, ... v{}, the distribution centroid of a cluster o, denoted as C,, is represented as follows

Co ={Co1s Cons s Cojs e Com } (1)
where
e = {6} wh ) {67 w2, . (B whs ) b wiy ) 2)
In the above equation
n
wl = ) u(xy) ®3)
i=1
where
w
- io : ifxij — bjk
uixy)= {Z | ) @)
0 if x;; # b

Here, u;, is assigned the value 1, if the data object x; belongs to cluster o and as 0, if the data object x; do not
belong to cluster o

From the above mentioned equations it is clear that the computation of distribution centroid considers the
number of times each categorical value repeat in a cluster. Thus to denote the center of a cluster it takes into
account the distribution features of categorical variables

B. Weight calculation using Huang’s approach
Weight of a variable identifies the effect of that variable in clustering process. In 2005, Huang et al.
proposed an approach to calculate the weight of variable [22]. According to their method, the weight is
computed by minimizing the value of objective function.
The standard for assigning weight of variable is to allocate a larger value to a variable that has a
smaller sum of the within cluster distances (WCD), and vice versa. This principle is given by
w; 1 (5

"D

where w; is the significance of the variable j, « is the mathematical symbol denoting direct proportionality, and

D; is the sum of the within cluster distances for this variable.
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C. Multiview concept
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FIGURE 1 : Multiview concept

In 2013, Chen Et Al [23] proposed Tw-K-Means where the concept of multiview data was introduced.
The above figure illustrates the multiview concept. During the process of clustering, the differences among
different views are not considered. In the process of multiview clustering, in addition to variable weights, the
variables are grouped according to their characteristic properties. Each group is termed as a view and a weight is
assigned to each view. The view weight is assigned according to Huang’s approach.

D. The proposed algorithm

The proposed algorithm, MK-prototypes put together the concepts in section 3.1, section 3.2, section
3.3. The figure 2 describes the steps involved in the algorithm:
Steps in the proposed algorithm:

Compute the distribution centroid to represent the categorical variable centroid
Compute the mean for the numerical variables

Integrate the distribution centroid and mean to represent the prototype for the mixed data
Compute the view weights and variable weights.

Measure the similarity between the data objects and the prototypes

Assign the data object to that prototype to which the considered data object is the closest
Repeat steps 1-6 until an effective clustering result is obtained.

NoghkrwhE

E. The optimization model
The clustering process to partition the dataset X into k clusters that considers both view weights and
variable weights is represented according to the framework of [23] as a minimization of the following objective

function.
k n Q

PUZRV) =) > D" w01 d(his. 2,,) (©)

o=1i=1 t=1 seG;

subjectto Yk_ju;, =1, u,; €{0,1}, 1<i<n
Q

Yw=1 0sv<1 o0s<ps<1, 1sc<Q ) =1
P =

where U is an n x k partition matrix whose elements u;, are binary where u; , = 1 indicates that object i is
allocated to cluster 0.Z = {Z;,Z,,....Z, } is a set of k vectors on behalf of the centers of the k clusters.V =
V1, Vs, ...V, } are Q weights for Q views. R = {r,r,...7;} are s weights for s variables.d(x;, z, ;) is a distance
or dissimilarity measure on the st" variable between the i*" object and the center of the ot" cluster.

]
| JMER | ISSN: 2249-6645 | www.ijmer.com | Vol. 4 | Iss. 4 | Apr. 2014 | 57 |



MK-Prototypes: A Novel Algorithm for Clustering Mixed Type Data

ataset || ™ | Ba.ebisc
¥ ¥
Distriburtion gentroid for Mean for
catezorical varizbles numerical

wvariables

¥
Evaluate the view weights

v

Evaluate wariable weights

v

Similarity measure between data objects and prototypes

|

Azzizn the data object to the prototype that i the dosest

¥
Effective clustering result

FIGURE 2. Flowchart for the proposed algorithm

In order to minimize the equation, the problem is divided into four sub-problems:
1. Sub-problem 1: Fix Z=Z"R=R”" and V=V and solve the reduced problem P(U,Z",R",V").
2. Sub-problem 2: Fix U=U”, R=R”" and V=V and solve the reduced problem P(U"Z,R" V).
3. Sub-problem 3: Fix Z=Z", U=U" and V=V and solve the reduced problem P(U",Z"R,V").
4. Sub-problem 4: Fix Z=Z", R=R” and U=U" and solve the reduced problem P(U",Z",R",V).

The sub-problem 1 is solved by:
ui,o =1 (7)
if

m

m
D 0nd(x0,700) < ) 01t (100 200) (®)
s=1

s=1

where 1< e <k
u;, = Owheree # o

The sub-problem 2 is solved for the numeric variable by

| JMER | ISSN: 2249-6645 | www.ijmer.com | Vol. 4 | Iss. 4 | Apr. 2014 | 58 |



MK-Prototypes: A Novel Algorithm for Clustering Mixed Type Data

n
_ Dl UioXis

Zos = n
i=1 Uio

9

and for the categorical variables by z, ; = ¢'; ¢ which is already defined.
d(x;5,2y5) = |x:s — 2,¢| if the sth variable is a numeric variable .
d(x;5,7,5) = ¢(x;5,2, ;) if the sth variable is a categorical variable .

where ¢ (x;5,2,5) = Xhoy 6(x;5,bF) and 8(x; 5, bF) is 0 if x5 # bF and w; ifx; ¢ = bf".

The solution to the sub-problem 3 is as followed:

Let Z=7”, U=U" and V=V" be fixed . Then the reduced problem P(U",Z*R,V?) is minimized if

n=——y (10)

where

D, =

o

k n
wiowid(xi5, 2, 5) (11)
=1 1

Sub-problem 4 is solved as follows

1

We=—"1
[

(12)

where

n

k
Fs = Z z u,i,orlsd(xi,s'zlo,s) (13)
o=1

i=1 seG;

Having presented the detailed computations required for calculating the important variables, the proposed
algorithm
MK-Prototypes can be described as given below:

1. Choose the number of iterations, number of clusters k, value of p and y, randomly choose k distinct data
objects and convert them into initial prototypes and initialize the view weights and variable weights.

Fix Z’,R’, V> as Z%, R, V¢ respectively and minimize the problem P(U, Z’, R’, V") to obtain U*!.

Fix U, R’, V> as U, R, V¢ respectively and minimize the problem P(U’, Z, R’, V) to obtain Z¢*+1,

Fix U, Z’, V> as Ut, Z¢, V respectively and minimize the problem P(U’, Z’, R, V’) to obtain Rt*+1.

Fix U’, Z’,R’, Vas Ut, Zt, Rt respectively and minimize the problem P(U’, Z’, R’, V) to obtain VV*1,

If there is no improvement in P or if the maximum iterations is reached, then stop. Else increment t by 1 ,
decrement number of iterations by 1 and go to Step 2.

ok wh

IV. Experiments on Performance Of Mk-Prototypes Algorithm
In order to measure the performance level of the proposed algorithm, it is used to cluster a real-world dataset
Heart (disease). The dataset is taken from UCI Machine Learning Repository.
The proposed algorithm is compared with k-prototypes and SBAC algorithm. They are well known for
clustering mixed type data. In this paper, the clustering accuracy is measured using one of the most commonly

used criteria. The clustering accuracy r is given by
k
i=1%
=— 14
r=== (14
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where a;is the number of data objects that occur in both the ith cluster and its corresponding true class and n is
the number of data objects in a data set.
Higher the value of r , the higher the clustering accuracy . A perfect clustering gives a value of r=1.0.

A. Dataset description
The Heart disease data set is a mixed dataset. It contains 303 patient instances. The actual data set

contains 76 variables out of which 14 are considered usually. In the proposed algorithm, in order to define three
views 19 out of 76 variables are considered here. It consists of seven numeric variables and twelve categorical
variables.
These 19 variables can be naturally divided into 3 views.

1.  Personal data view: It includes those variables which describes a patient’s personal data.

2. Historical data view: It includes those variables which describes a patient’s historical data like the habits.

3. Test output view: It includes all those variables which describes the results of various tests conducted for

the patient.

Here, G, G,, G represents the three views personal, historical, test output respectively.

B. Results and analysis

Below are the graphical representations of the clustering results. Fig 3 shows the variation in variable
weights for varying p values and fixed y values. Fig 4 shows the variation in view weights for varying p values
and fixed y values.
From Table 1, it is observed that as p increased, the variance of V decreased rapidly. This result can be
explained from equation (10) as p increases, V becomes flatter. The graphical representation of the Table 1 has
been shown below.

Table 1: Variable weights vs y value For fixed p value

n| 1] 4 [12
Y
10/001] 0 | ©
15| 0 [001] 0
20| 0.7 | 0 |0.05
25]003] 04 | 01
30| 0 | 01 ]0.02
35002 0 | 0

Table 2 shows that as y increased, the variance of view weights decreased rapidly. This result can be explained
from equation (11) as y increases, W becomes flatter. The graphical representation has been shown below.

0.9
0.8

0.7 A

0s \

0.4 ——p=1
'a

0.3 ——p=4

\
0.2 A u=12
0-1 ’,
0.0 B85 v—.A‘v—v |

0 5 10 15 20 25 30 35

Variable weights

Y

Fig 3: Variable weights vs y value for fixed p value
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Table 2: View weights vs p value for fixed y value

y|1 4 12

10 0.05 | 0.075] 0.01
20 0.075| 0.14 | 0.015
30 0.095 | 0.05 | 0.04
40 0.16 | 0.06 | 0.01
50 0.04 | 0.07 | 0.005
60 0.05 | 0.04 | 0.02
70 0.07 ] 0.035] 0.01

From above analysis, it can be summarized that the following method can be used to control two types of weight
distributions in MK-Prototypes algorithm by setting different values of y and p.
0.18
0.16 A
0.14
o N\
0.10
0.08
0.06
0.04
0.02
0.00

_‘_V:I

View weights

——y=4

y=12

0 10 20 30 40 50 60 70 80

M

Figure 4: View weights vs p value for fixed y value
The experiments have been conducted for three different values of p and y for varying values of y and p
respectively.

1. Large un makes more variables contribute to the clustering while small p makes only important variables
contribute to the clustering.

2. Large y makes more views contribute to the clustering while small y makes only important views
contribute to the clustering.

Table 3: Comparison of accuracy rates of dataset considering all views

Algorithms | Clustering accuracy %

k-prototypes 0.521
SBAC 0.747
MK-Prototypes 0.846

From the above table, it is clear that the proposed algorithm has a better clustering accuracy than the
existing k-prototypes and SBAC.

V. Conclusion

Mixed type data are encountered everywhere in the real world. In this paper, a new algorithm,
Multiview point based clustering algorithm for mixed type data has been proposed. When compared with the
existing algorithms the proposed algorithm has many significant contributions. The proposed algorithm
encapsulates the characteristics of clusters with mixed type variables more efficiently since it includes the
distribution information of both numeric and categorical variables.

It also takes into account the importance of various variables and views during the process of clustering
by using Huang’s approach and a new dissimilarity measure.
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It can compute weights for views and individual variables simultaneously in the clustering process.

With the two types of weights, dense views and significant variables can be identified and effect of low-quality
views and noise variables can be reduced.

Because of these contributions the proposed algorithm obtains higher clustering accuracy, which has

been validated by experimental results.
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Abstract: In this paper a two stage reversible data hiding technique is proposed. At the first stage, an
interpolation technique is used to generate a cover image from the input image. The difference values
from input image and cover image is used as the carrier to embed data. At the second stage, a histogram
modification is applied on a difference image to embed data. The extraction process also works in two
stages. The proposed algorithm is expected to increase the embedding capacity as two techniques are
combined. The interpolation technique helps to keep the distortion low. Experimental results show that
the new method has higher embedding capacity than other existing methods.

Kevwords: Reversible data hidina. two stage embeddina. imaae interpolation, histoaram modification.

I. Introduction

Digital steganography and watermarking are the two kinds of data hiding technology to provide secure
communication and authentication. Steganography means hiding a secret message in such a way that an outsider
cannot detect the presence of the hidden message. Today the growth in the IT field, especially in computer
networks, has opened new opportunities in scientific and commercial applications. But this progress has also led
to many serious problems such as duplications, hacking and malevolent usage of digital information [1].
Steganography is sometimes confused with cryptography, but there are some notable and distinctive differences
between the two concepts. In some situations steganography is often preferred to cryptography. This is because
in cryptography the cipher text is a scrambled output of the plaintext and the attacker can guess the presence of
encryption has been performed and hence can employ decryption techniques to acquire the hidden data. Also,
cryptographic techniques often require high computing power to perform encryption which may affect devices
that lack enough computing resources to implement encryption. On the other hand, steganography is the process
of masking the sensitive data in any cover media like still images, audio or video. This way the attacker does not
feel the presence of the data being transmitted since it is hidden to the naked eye and impossible to distinguish
from the original media.

Steganography involves 4 steps:
a. Selection of the cover media used for data hiding.
b. The secret message or information that is needed to be embedded in the cover image.
c. A function that will be used to hide the data value in the cover media and its inverse function to retrieve
the hidden data.
d. An optional key or the password to authenticate or to embed and extract the data.

To avoid the interception of sensitive information by a malicious user during transmission, data hiding
has attracted significantly much attention in recent years [2,3,4]. The philosophy of data hiding is to embed the
secret data into a cover image and to generate quality stego-image with PSNR higher than 30dB. Since the
stego-image with PSNR higher than 30dB is imperceptible to human’s recognition, the malicious user will not
be able to recognize whether the secret data is embedded in stego-image or not. Only the authorized user can
extract the secret data from the stego-image.

Many RDH methods have been proposed in recent years, e.g., the methods based on lossless
compression [5,6], difference expansion technique (DE) [7,8,9], histogram shifting (HS) method [14,15,16], and
integer transform [18,19], etc. All these methods aim at increasing the embedding capacity (EC) as high as
possible while keeping the carrier distortion low. Tian’s DE algorithm [7] is an important work in the field of
RDH. In DE algorithm, the host image is divided into pixel pairs, and the difference value of two pixels in each
pair is expanded to carry one data bit. This method can provide an embedding rate (ER) up to 0.5 bits per pixel
(BPP) and outperforms previous compression-based works. In particular, Tian used a location map to record all
expandable locations, and afterwards, the technique of location map is widely used by most RDH algorithms.
Later on, Tian’s method has been improved in many aspects. Alattar [10] generalized DE to a triple or a quad of
pixels which can raise the maximum ER from 0.5 BPP to 0.75 BPP. Kamstra and Heijmans [8] utilized low-pass
image to predict expandable locations so that the location map can be compressed remarkably. Thodi and
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Rodriguez [9] achieved a major improvement by incorporating DE with HS. In addition, instead of the
difference value, Thodi and Rodriguez suggested the use of the prediction-error for expansion embedding since
this can better exploit local correlations within neighboring pixels. In [11], as an extension of Thodi and
Rodriguez’s work, Hu et al. proposed a method by constructing a location map dependent on payload. Recently,
Hu et al.’s method is further investigated by Li et al. [12] by considering adaptive embedding in which smooth
pixels are embedded with more data bits than other pixels. Another improvement of Hu et al.’s method is the
work of Zhou and Au [13] by introducing a different capacity parameters determination strategy.

Ni et al.’s HS-based algorithm [14] is another important work of RDH, in which the peak value of
image histogram is utilized to embed data. In this method, each pixel value is modified at most by 1, and thus it
keeps the visual quality of marked image. In [15], Lee et al.’s proposed a method by utilizing the histogram of
difference image. This method performs better than Ni et al.’s by improving both EC and visual quality. The
spatial correlation of natural images is exploited in Lee et al.’s method and thus a more correct histogram is
obtained. In [16], Hong et al. proposed a new HS-based method by modifying the histogram of prediction-error.
This method can well exploit the image redundancy and can thus achieve a much better performance compared
with the previously introduced DE-based methods. Recently, Wu and Huang [17] proposed a novel HS-based
method where the histogram bins used for expansion embedding are specifically selected to make the
embedding distortion minimum as possible. In general, HS-based RDH is implemented by modifying host
image’s histogram.

Image interpolation [20,21] is usually used to generate a high-resolution image from its low-resolution
one, that is, it scales up an image. The original image and interpolated pixels result to some difference values
and data hiding can be applied by taking this as an advantage. There are a number of simple interpolation
methods, such as nearest neighbor, bilinear, nearest neighbor mean interpolation etc.

1. Related Works

2.1. Neighbor mean interpolation

In 2009, Jung and Yoo [22] proposed a new interpolation technique called “Neighbor mean
interpolation (NMI for short)”. It is having a low-time complexity and high-calculation speed. The data hiding
scheme by Jung and Yoo scales down the input image into 1/4 of its actual size, which then becomes the
original image. The scheme then uses NMI to enlarge this original image into a cover image, which has the
same size as the original input image. Secret data are embedded into the scaling-up cover image. The authorized
receiver can extract embedded secret message from the stego-image and restore the original image from the
cover image.

2.2. Ni et al’s method

In 2006, Ni [14] proposed a novel reversible data hiding algorithm, which can recover the original
image without any distortion from the marked image after the hidden data have been extracted, is presented by
Ni et al. This algorithm utilizes the zero or the minimum point of the histogram of an image and slightly
modifies the pixel grayscale values to embed data bit into the image. It can embed more data than many of the
reversible data hiding algorithms existing at that time.

For a grayscale cover image C with size ofMxN, let a grayscale value with the maximum number of
pixels in C as the maximum point denoted as P ; let a grayscale value with no pixels or the minimum number of
pixels in C as the zero point denoted as Z. Assume P <Z, histogram modification method shifts the values within
the range [P +1, Z —1] of the histogram to the right-hand side by one unit. It leaves the grayscale value (P + 1)
empty. A bit b which is extracted from the secret data will be embedded in the selected pixels, and the output
stego-image, S is obtained.

2.3. Yongjian Hu’s method

In this paper, [23] they investigated the problem of the overflow location map, which is an important
issue in DE-based RDH. In order to increase embedding capacity, the compressibility of the overflow location
map is improved by designing a new embedding scheme. The overflow location map depends on the payload.
Unlike other (overflow) location maps, it contains two types of overflow locations: one from data embedding
and the other from pixel shifting. Since the constraint on shifting is looser, it results in fewer overflow locations
than that on embedding. Therefore, our overflow location map matrix is often sparser than others.

This feature makes the overflow location map to have higher compressibility. Interleaving histogram
shifting scheme also enhances capacity control capability and it benefits image quality. The proposed algorithm
often has better resilience to different images and larger embedding capacity.

]
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I11. Proposed System
A two-stage reversible data hiding method with high capacity and good visual quality based on image
interpolation and histogram modification techniques is proposed. At the first stage, a high-quality cover image
using the developed enhanced neighbour mean interpolation is generated. Then take the difference values from
input and cover pixels as a carrier to embed secret data. At the second stage, a histogram modification technique
is applied on the difference image to further increase the embedding capacity and preserve the image quality
without distortion. The extraction is also two staged. After extracting the whole hidden data the cover image is

restored. The architecture can be shown as in fig (1).
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Figure 1: System architecture
3.1. Data embedding
The proposed data hiding algorithm, including two stages with interpolation based data hiding and
histogram modification, are shown next in details. The first embedding groups a number of bits and embed its
decimal equivalent into pixels. Second embedding is a bit-wise embedding based on histogram modification.

Step 1. For an input image I(NxN) , the ENMI algorithm is applied to generate the corresponding cover image C
as given in Eq (1).
fori=0 to N-1do
forj=0to N-1do
( [ (i,j), ifimod2 = 0and jmod2 = 0

1G,j —1), ifj =N -1
1(i-1j), ifi = N —1
C,j)=q LWDHGH jeiodn = 0 and jmod2 =1 1)

TaZLj )+l (1)) ):1 G+ ifimod2 = 1 and jmod2 = 0

11—+ G—1,+1)+ (G+1,j—-1)+ (@ +1,j+1)
\ 4
End for
End for
Step 2. Afterward, a difference image DO can be computed from input image and cover image as shown in Eq

).

,otherwise

DO(i, j) = C(i, ) 1 (i) )
Step 3. The number of bits that can be embedded in a pixel, says n is calculated by using Eq (3).
n = floor(log2|DO(i, j )|)-1 3

Step 4. The first segment of binary secret data W1 needs to be partitioned into sub-streams, say w, with n bits
before they are hidden. Each sub-stream is extracted out from secret segment W1. A single bit “1” called the
leading bit is padded to the left-hand side of sub-stream w. An integer value d is calculated from the sub-stream
w and its leading bit.

Step 5. Now the integer value d can be embedded into the cover pixel C(i,j). A stego-image S1 is generated by
adding or subtracting d to or from the cover pixel C(i, j).This helps to make the stego-pixel value closer to the
input pixel I (i,j). The embedding rule is shown in Eq (4).

| JMER | ISSN: 2249-6645 | www.ijmer.com | Vol. 4 | Iss. 4 | Apr. 2014 | 65 |



Two Stage Reversible Data Hiding Based On Image Interpolation And Histogram Modification

C(,j),ifimod2 = 0Oandjmod2 = 0
S1(i, j) =4 C(Q,j) + d, if1(G,j) = CGj) 4)
C(i,j) — d, if1(3i,j) < C@j)

Step 6. The second stage of embedding procedure produces another difference image D1 for increasing the
embedding capacity as referred in Eq (5).
D1(, j)=S1(, j) —C(i, j). ©®)
Step 7. Then a histogram is constructed based on the difference values D1. Two peak points are chosen where
P2 < 0<P1. It is worth mentioning that 0 is not choosing as a peak value as it is necessary to represent the
changes of reference pixels when the pixel-shifting in the histogram modification of D1 are carried out. The
statute for shifting values in the histogram of D1 is shown in Eq (6).
D1(,j) + 1,if D1(i,j) > P1
D’1(i,j) ={D1G,j) — 1,if D1(i,j) < P2 (6)
D1(i,j), otherwise
Step 8. Sequentially scan the difference image D’1 from left-to-right. If the value D’1(i, j ) equals to one of the
peak values, then one bit w’ from the second segment of binary secret data W2 can be embedded in D’1(i, j ).
The second stage of embedding statute is listed in Eq (7).
D1(i,j) +w/, ifD1(i,j) = P1
D1(i,j)={ D1(i,j) -w/, if D1(i,j) = P2 ™
D1(i,j), otherwise

Step 9. The difference value D’’1 (i, j ) can be added to the cover pixel C(i, j) to generate the stego-pixel S(i, j).
This is shown in Eq (8).

S(i,J) = C(i, j) +D1 (i, }). ®)

3.2. Data extraction
Data extraction is the process of separating the secret message from the stego image. There are two
stages needed to be performed for extracting the whole hidden data and restoring cover pixels.

Step 1. The procedure first scans the stego-image S and introduces the ENMI algorithm to obtain C by the Eq

(9).
( S(3,7) ifimod2 = 0Oandjmod2 = 0
I

—S(i'j_l)Jrs(i'jH),ifim0d2 = 0andjmod2 = 1

C(i.J) :{ SGZ1j)¥8G+1)) );rsml'j),ifi mod2 = landjmod2 = 0 ©)
tS(i—l,j—1)+S(i—l,j+1)1—S(i+1,j—1)+S(i+1,j+1) , otherwise

Step 2. Now construct a difference image by subtracting C from S by applying Eq (10).

D71 (i, j)=S( j) —C(, )). (10)

After that, the extraction procedure sequentially scans the difference image D*’1 from left-to-right for extracting
a segment of secret message by referencing to the values around the peak points.

Step 3. The first stage of extraction initializes W2 as an empty set in advance. A secret bit has been embedded
in D1 (i, j) if its value equals to P1, P1 + 1, P2, or P2 — 1. Now the secret data bit w’> can be extracted from
difference image as in Eq (11).

,7{0, ifD1 (i,j) = PlorD”1(i,j) = P2 1
W, ifD”1(,j) = P1 + 1orD"1(i,j) = P2 — 1 (11)
Append the secret bits to W2 in the way that W2 = W2||w’. After that, the histogram modification method is
applied on the difference image D1 as given in Eq (12).

D"1G,j) — 1,if D"1(i,j) > P1
D1(i,j)=={D"1(,j) + 1,if D"1(i,j ) < P2 (12)
D"1(i,j) ,otherwise
Step 4. The next is to convert the integer D1(i, j ) to its binary format, say b. The first bit which must have been
the leading bit “1” of the string b. The secret sub-stream is obtained by discarding the leading bit and takes the
rest of the string b. However, when D1(i, j ) = 1 is encountered, it means the absence of secret data.
Step 5. Finally, all the secret sub-streams are appended to obtain the secret segment W1. The whole secret
message W is obtained by appending W2 to W1. ie, W= W1||W2.
Step 6. The input image can be obtained by applying the ENMI technique on cover image.
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IV. Experimental Results

Peak signal-to-noise ratio, often abbreviated PSNR, is an expression for the ratio between original
image and noise. It is most commonly used to measure the quality of reconstruction. PSNR measurement is
most easily defined via the mean squared error (MSE) value. The mean squared error (MSE) for practical
purposes allows comparing the “true” pixel values of our original image to our degraded marked image. The
MSE represents the average of the squares of the "errors™ between original image and noisy image. The error is
the amount by which the values of the original image differ from the noisy image. Given a noise-free mxn
image | and its noisy approximation K, MSE is defined as in Eq. (13) [24].

MSE=—— Y715 Sr3 (13, ) — K )] (13)
The PSNR can be defined as given in Eq. (14):
PSNR=20 logso (D) (14)

where MAX; is the maximum possible pixel value of the image. When the pixels are represented using 8 bits per
pixel, this is 255. In the absence of noise, the two images | and K are identical, and thus the MSE becomes zero.
In this case the PSNR is undefined.

The test images selected for evaluation are shown in Fig:1

'j"ril'
4

b) Baboon ’c) Pepperé ‘ d) Airplané

Figure 2: Test images

The algorithm is evaluated by comparing it with some already existing works. Four test images are
taken for comparing the algorithms. The PSNR value obtained for different algorithms for each test image can
be shown in table I.

Table 1. Comparison of PSNR(in dB) for the proposed method with some existing methods for a payload of
20000 bits.

Test image (512x512) | Ni et al’s method | Jung and Yoo | Proposed system
Lena 4321 3294 4472
Baboon 41.19 3571 4386
Air plane 3993 3383 4204
Peppers 4392 32.77 4438

V. Conclusion
The proposed method is a two stage reversible data hiding. It combines the image interpolation
technique and histogram shifting. The payload embedding capacity can be increased considerably by the
proposed work. The secret message can be completely extracted out at the receiver. The scheme ensures that the
distortion due to embedding is kept to be low. In future, more advanced histogram shifting techniques can be
combined with interpolation of image to achieve high embedding capacity and low distortion. The technique can
be also applied to image after partition it into blocks. This can also increase the efficiency of data hiding.
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Abstract: This paper presents a simulation of the economizer zone, which allowsstudying the flow
patterns developed in the fluid, while it flows along the length of the economizer. The past failure
details revelsthat erosion is more in U-bend areas of Economizer Unit because of increase in flue gas
velocity near these bends. But it isobserved that the velocity of flue gases surprisingly increases near
the lower bends as compared to upper ones. The model issolved using conventional CFD techniques by
FLUENT software. In which the individual tubes are treated as sub-gridfeatures. A geometrical model
is used to describe the multiplicity of heat-exchanging structures and the interconnectionsamong them.
The Computational Fluid Dynamics (CFD) approach is utilised for the creation of a three-dimensional
modelof the economizer coil of single column tube. With equilibrium assumption applied for
description of the system chemistry. The flue gastemperature, pressure and velocity field of fluid flow
within an economizer tube using the actual boundary conditions havebeen analysed using CFD tool.
This study is a classic example of numericalinvestigation into the problem of turbulent flows in U-
bends for the pressure drop and velocity variation in the flow so that it helps in design the economizer
with low pressure losses for the thermal power plants.

Keywords: Economizer, flow efficiencies, CFD, pressure drops, FLUENT, fluid dynamics.

I. Introduction

In boilers, economizers are heat exchange devices that heat fluids, usually water, up to but not
normally beyond the boiling point of that fluid. Economizers are so named because they can make use of
the enthalpy in fluid streams that are hot, but not hot enough to be used in a boiler, thereby recovering more
useful enthalpy and improving the boiler's efficiency.Using an economizer can increase feed water temperature
and reduce the amount of heat required in a boiler. The amount of heat that can be transferred and the upper
limit of feed water temperature depend primarily on boiler (steam) pressure and temperature of flue gases
discharged from the boiler. Transferring heat from the flue gases to the feed water will lower flue gas
temperature.Economizer reduces operating costs or economies on fuel by recovering extra energy from the flue
gas. The ultimate goal of economizer design is to achieve necessary heat transfer at minimum cost. A key design
criterion for economizer is maximum allowable flue gas velocity. Higher velocity provides better heat transfer
and reduces capital cost. The control over the fluid flow is absolute to increase the efficiency of the economizer.
And CFD modelling is a good tool to study the fluid flow, to improve the efficiency of economizer by reducing
the number of tubes of existing model. The strategy of how to recover this heat depends in part on the
temperature of the waste heat gases and the economics involved. Large quantity of hot flue gases is generated
from Boilers, Kilns, Ovens and Furnaces. If some of this waste heat could be recovered, a considerable amount
of primary fuel could be saved.CFD has evolved as important tool for modelling of coal fired boiler and it can
useful to quantify the fluid flow field and pressure distribution with the boiler economizer. Hence FLUENT
software was used to study the velocity and pressure distribution of the working fluid inside the economizer.

I1. Describing the Model and Simulations

A three dimensional model of an economizer is model with the standard specifications and dimensions
from an industry, by using the software tool ICEM CFD. In the ICEM CFD, the economizer was modelled and
meshed with the tetrahedral scheme. For this analysis, single unit of economizer is considered and modelled to
observe the flow phenomenon and pressure drop in each step tube and the overall pressure drop of the
economizer unit.

It consists of 12 parallel pipes of 30 meters long and 23 C-shaped connecting tubes on either side of the
parallel tube as shown in figurel.
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I11. Meshing & Solving
The modelled geometry was under gone discretization process, with the help of Mesh tool available in
the ICEM CFD tool. On meshing the geometry in the ICEM CFD tool, it was observed to had quality of 0.72 in
the relevance standards of the ICEM CFD tool. With the satisfactory mesh quality, it is found that it has:

W W

NANSYS

ANSYS

IV. Boundary Conditions

On discretising the geometry, the specific boundary conditions should be assigned to the surface of the
elements, which decides the behaviour of the element to the solver. The following working and boundary
conditions are to evaluate the performance between the right angled and circular tube pipes. In the fluent solver,
the following boundary and solver conditions are used:
Model:

Solve under energy equation with viscosity k-epsilon equation with standard wall function, with the
possibility of viscous heating.

Material:
Steel for the pipe wall and water vapour for the volumetric domain (fluid).
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Boundary conditions:

Inlet as mass flow rate as 71.5572 kg/s; with inlet pressure as 450000; with temperature 531 K; and
with turbulent kinetic energy 1 m2/s2; turbulent dissipation rate 1 m2/s3; outlet as default outflow conditions
and the wall temperature as 300 K.

V. Results

0 150.00 300.00 (m) /I\
[ E— E— X

75.00 225.00
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VI. Thermal Analysis

The velocities and pressure profiles:

Temperature profiles:

VII. Summary

From the obtained results, it is observed that the working fluid is accelerated at the C sections of the
economizer tube. It was also observed from the obtained contour plots, the stream tube of the flow decreases in
the C-section pipe, and resulting in the increase in velocity, which evident to the conservation of continuity
equation. It has the maximum and minimum velocity magnitude as 7.535e-2 and 7.23e-3 respectively. Due to
inertia of the fluid, to change its direction, the stream tube cross sectional area modifies to change its direction.
Since considering working fluid as incompressible fluid, to compensate the change in cross sectional area, the
fluid gets accelerate inside the stream tube, in the physic principle of mass conservation, which in other words,
its satisfied the continuity equation. The pressure drop simulated in the economizer is that, it has the drop of 2.3
a, with reference pressure of 476000 Pa for every pipe. The overall pressure drop is measured 23 Pa across inlet

and outlet.
|
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I. Introduction

In 1970, Levine[8] introduced the concept of generalized closed set and discussed the properties of
closed and open maps, compactness, normal and separation axioms. Later in 1996 Andrijivic [1]gave a new type
of generalized closed set in topological space called b closed sets. The concept of regular continuous functions
was introduced by Arya.S.P and Gupta.R [3]. Later Palaniappan.N and Rao. K.C[12] studied the concept of
regular generalized continuous functions. Also, the concept of generalized regular closed sets in topological
space was introduced by Bhattacharya.S[4,5].Zaitsev [14]defined the concept of m-closed sets and a class of
topological spaces called quasi- normal spaces. Dontchev and Noiri [6] defined the notion of ng-closed sets and
used this notion to obtain a characterization , preservation theorem for quasi- normal spaces. Maheswari and
Prasad[10,11] first defined the notion of S-normal spaces by replacing open sets in the definition of normal
spaces by semi-open sets due to Levine[9]. In 1973, Singal and Singal [13] introduced a weak form of normal
spaces called mildly normal spaces.!n 1990, Arya and Nour[2] studied the characterizations of s-normal spaces.
In 2012, Jeyanthi.V and Janaki.C[7] introduced ngr-closed sets in topological spaces.

The purpose of this paper is to introduce and study mgr-separation axioms in topological spaces.
Further we introduced the concepts of ngr-regular space,ngr-Normal Space and study their behaviour.

I1. Preliminaries

Throughout this paper (X,1) , (Y,o) (or simply X, Y) always mean topological spaces on which no
separation axioms are assumed unless explicitly stated.
For a subset A of a topological space X, the closure and interior of A with respect to t are denoted by CI(A) and
Int(A) respectively.
Definition: 2.1
A subset A of X is said to be regular open [12]if A=int(cl(A)) and its complement is regular closed.
The finite union of regular open set is m-open set[6,14] and its complement is z-closed set. The union of all
regular open sets contained in A is called rint(A)[regular interior of A] and the intersection of regular closed
sets containing A is called rcl(A)[regular closure of A]
Definition: 2.2
A subset A of X is called wgr-closed[7] if rcl(A) cU whenever AcU and U is n-open,. The complement of ngr-
closed set is ngr-open set. The family of of all ngr-closed subsets of X is denoted by tGRC(X) and ngr-open
subsets of X is denoted by tGRO(X)
Definition: 2.3
The intersection of all ngr-closed containing a set A is called ngr-closure of A and is denoted by ngr-CI(A). The
union of mgr-open sets contained in A is called ngr-interior of A and is denoted by ngr-int(A).
Definition: 2.4
A function f: (X,7)—(Y,0) is called
Continuous [9]if (V) is closed in X for every closed set V in Y.
Regular continuous ( r-continuous) [3]if £*(V) is regular-closed in X for every closed set V in Y.
An R-map[6] if £1(V) is regular closed in X for every regular closed set VV of Y.
ngr-continuous[7] if £(V) is mgr-closed in X for every closed set Vin Y.
ngr-irresolute[7] if (V) is mgr-closed in X for every mgr -closed set V in Y.

agrwbdE
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Definition: 2.5
A space X is called a mgr-Ty, space [7]if every mgr-closed set is regular closed.
Definition: 2.6
A map f: X>Y iscalled
1. Closed [9 ]if f(U) is Y for every closed set U of X.
2. R-closed (i.e,regular closed ) [ 12]if f(U) is regular closed in Y for every closed set U of X
3. rc-preserving [6]if f(U) is regular closed in Y for every regular closed set U of X
Definition: 2.7
A map f: X>Y iscalled
1. mgr-open map f(V) is ngr-open in Y for every open set V in X.
2. strongly ntgr-open map (M-ngr-open)if f(V) is ngr-open in Y for every ngr-open set V in X.
3. Quasi wgr-open if f(V) isopenin Y for every ngr-open setV in X.
4. Almost nigr-open map if f(V) is ngr-open in Y for every regular open set V in X.
Definition: 2.8
A space X is said to be R-regular [10] if for each closed set F and each point x¢F, there exists disjoint regular
open sets U and V such that xeU and FcV.
Definition: 2.9
A space X is said to be R-Normal[11,13] (Mildly Normal)if for every pair of disjoint regular closed sets E and
F of X, there exists disjoint open sets U and V such that EcU and Fc V.

I1l. nGr Separation Axioms

In this section, we introduce and study ntgr-separation axioms and obtain some of its properties.
Definition: 3.1
A space X is said to be ngr-T, -space if for each pair of distinct points x and y of X, there exists a ngr-open set
containing one point but not the other.
Theorem: 3.2
A space X is ngr-T, -space iff ngr-closures of a distinct points are distinct.
Proof: Let x and y be distinct points of X. Since X is a ngr-T,-space, there exists a ngr-open set G such that
XeGandy ¢ G.
Consequently , X—G is a ngr-closed set containing y but not x. But ngr-cl(y) is the intersection of all ngr-closed
sets containing y. Hence yemngr-cl(y), but x & ngr-cl(y) as x & X-G. Therefore, ngr-cl(x) #ngr-cl(y).
Conversely, let ngr-cl(x) #ngr-cl(y) for x#y.
Then there exists atleast one point zeX such that z¢ ngr-cl(y).
We have to prove x ¢ ngr-cl(y), because if x ngr-cl(y), then {x}<= ngr-cl(y)
= ngr-cl(x)cngr-cl(y).So, z€ ngr-cl(y), which is a contradiction. Hence x& ngr-cl(y). = x € X-ngr-cl(y),
which is a mgr-open set containing x but not y. Hence X is a ngr-T,-space.
Theorem: 3.3
If :X—Y is a bijection, strongly-ngr-open and X is a ngr-T,-space, then Y is also ngr-T,-space.
Proof:Let y; and y, be two distinct points of Y. Since fis bijective, there exists points x; and x, of X such that
f(x,) = y1 and f(x,) = y,.Since X is a ngr-T,-space, there exists a ngr-open set G such that x; €G and x,¢G.
Therefore, y; =f(x,) €f(G), y, = f(x2)¢f(G). Since f is strongly ngr-open function , f(G) is ngr-open in Y. Thus,
there exists a gr-open set f(G) in Y such that y; ef(G) and y,&ngr-T,-space.
Definition: 3.4
A space X is said to be ngr-T;-space if for any pair of distinct points x and y, there exists ngr-open sets G and H
such that xeG,y¢G and xgH, yeH.
Theorem: 3.5
A space X is ngr-Ty-space iff singletons are ngr-closed sets.
Proof: Let X be a ngr-T;-space and xeX .Let y e X—{x}. Then for x#y, there exists mgr-open set U, such that
yeU, and xgU,.
Conversely, yeU, cX-{x}.
That is X—{x} = U{U,.: yeX—{x}},which is ngr-open set.

Hence {x} is ngr-closed set.
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Conversely, suppose {x} is ngr-closed set for every xeX. Let x,y €X with x#y. Now, x£y=yeX—{x}. Hence
X—{x} is mgr-open set containing y but not x. Similarly, X—{y} is mgr-open set containing x but not y.
Therefore, X is a ngr-T;-space.
Theorem: 3.6

If f: X>Y isstrongly ngr -open bijective map and X is ngr -T; -space, then Y is ngr- T;- space.

Proof: Let f : X—Y be bijective and strongly-ngr-open function. Let X be a ngr-T;-space and y;,Y, be any two
distinct points of Y.

Since f is bijective, there exists distinct points x;, X, of X such that y;=f(x;) and y,=f(x,). Now, X being a ngr-
Ti-space, there exists ngr-open sets G and H such that x; €G,x,¢G and x;¢H, X,eH. Since y;=f(x;) f(G) but
Vo=1(X2) 2f(G) and y,= f(x;) ef(H) and y; = f(x;) &f(H).

Now, f being strongly-ngr-open, f(G) and f(H) are ngr-open subsets of Y such that y; ef(G) but y,«f(G) and
y,ef(H) and y, f(H). Hence Y is ngr-T;-space.
Theorem: 3.7

If f:X—>Y isngr -continuous injection and Y is T , then X is ngr- T;- space.

Proof: Let f:X—=¥ be ngr- continuous injection and Y be T, . For any two distinct point x;, X, of X, there
exists distinct points yy,y, of Y such that y; = f(x;) and y,= f(xy).

Since Y is T;- space, there exists open sets Uand Vin Y such that y; e U and y, ¢ U and

vigV, yeV.

ie. xefl(U), x, ¢ f (V) and Xoe FH(V), X, ¢ F1(V)

Since f is mgr - continuous, f*(U), f*(V) are ngr -open sets in X.
Thus for two distinct points x3,x, of X, there exists ngr - open sets f*(U) and f*(V) such that x, e f'(U),
Xo & FY(V) and x, e F(V), x; & F(U).
Therefore, X is ngr -T; - space.
Theorem : 3.8

If f: X - Y be ngr —irresolute function, and Y is ngr - T; - space, there X is ngr -T, -space.

Proof: Let Xy, X, be distinct points in X. Since f in injective, there exists distinct points y;, y, of Y such that y;
=f(x1) andy, = f(x).

Since Y is mgr -T; -space, there exists ngr- open sets Uand Vin Y suchthat y; e U and y, ¢ U and y; ¢ V,
Y, € V.

ie. x efl(U),x efi(V) and X, efl(V), x, ¢ f} (V).

Since f is ngr- irresolute, f*(U) , f*(V) are ngr - open sets in X.

Thus, for two distinct points x1,x, of X, there exists ngr- open sets f*(U) and f'(V) suchthat x, e f'(U),
x ¢ FH(V) and x, e V), X, ¢ (V).

Hence X is ngr - Ty - space.

Definition: 3.9

A space X is said to be ngr-T,-space, if for any pair of distinct points x and y, there exists disjoint ngr-open
sets G and H such that xeG and yeH.

Theorem: 3.10

If f: X —> Y be ngr -continuous injection, and Y is T,-space, then X is ngr -T, -space.

Proof: Let f: X — Y be the =gr continuous injection and Y be T,. For any two distinct points x; and x, of X,
there exists distinct points yy, y, of Y such that y; = f(x,), y» = f(x,).Since Y is T, -space, there exists disjoint
open sets U and V in Y such that y;eU and y,eV.

i.e. X € F1(V), x, e FH(V).

Since f is mgr - continuous, f*(U) & f*(V) are ngr - open sets in X.

Further f is injective, f'(U) N (V) = f1(UNV) = ()= ¢.

Thus, for two disjoint points x1, X, of X, there exists disjoint ngr-open sets f*(U) & (V) such that x; e f*(U)
and x, e f(V).Hence X is ngr-T,-space.

Theorem: 3.11

If f: X — Y be the ngr irresolute injective function and Y is ngr- T, -space, then X is zngr-T,-space.

Proof : Let x3,x; be any two distinct points in X. Since f in injective, there exists distinct points y;,y, of Y such
that Yi= f(Xl) and Yo = f(Xz).

Since Y is nigr-T,, there exist disjoint ngr-open sets U and V in Y such that y;eU and y,eV.

i.e, X1 € F1(U), x, € F}(V).

Since f is ngr-irresolute injective, £1(U), (V) are disjoint ngr-open sets in X.

Thus, for two distinct points x;,x, of X, there exists disjoint ngr-open sets f*(U) and f*(V) such that x,e f*(U)
and x, € F}(V).
__________________________________________________________________________________________________________________________________|
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Hence X is mgr-T,-space.
Theorem: 3.12
In any topological space, the following are equivalent.

1. Xis mgr-T,-space.

2. For each x#y, there exists a ngr-open set U such that x € U & y ¢ngr-cl(U)

3. For each xe X, {x} = n {ngr -cl(U): Uisa ngr - open setin Zis x € U}.
Proof: (1) = (2):Assume (1) holds.
Let xe X and x# y, then there exists disjoint ngr-open sets U and V such that x € U and yeV. Clearly, X-V is
ngr-closed set. Since UnV = ¢, U < X-V.
Therefore, ngr-cl(U) c ngr-cl(X-V)

Y e X-V = yg ngr-cl(X-V) and hence y¢ ngr-cl(U), by the above argument.
(2)= (3):For each x# y; there exists a ngr-open set U such that xeU and y¢ ngr-cl(U)
So, yg¢ n{ngr -cl(U): Uisarngr - open setin X and x € U} ={x}.
(3)= (1):Letx,y € Xand x #y.

By hypothesis, there exists a ngr-open set U such that x eU and ygngr-cl(U).
= There exists a ngr-closed set V set y¢V. Therefore, ye X-V and X-V is a ngr -open set.
Thus, there exists two disjoint ngr-open sets U and X-V such that xeU and ye X-V.
Therefore, X is ngr-T,-space.

IV. wnGr- Regular Space
Definition: 4.1
A space X is said to be ngr-regular if for each closed set F and each point xgF, there exists disjoint wgr-open
sets U and V such that xeU and FcV.
Theorem: 4.2
Every nigr-regular T, - space is ngr-T».
Proof : Let x,y € X such that x#y.
Let X be a T,-space and V be an open set which contains x but not y.
Then X-V is a closed set containing y but not X. Now, by ngr-regularity of X, there exists disjoint ngr-open
sets U and W such that X € U and X—VcW.
Since yeX-V, yeW.
Thus, for x,y € X with x#y there exists disjoint open sets U and W such that xe Uandy eW.
Hence X is ngr-T,-space.
Theorem: 4.3
If f: X—>Y is continuous bijective, ngr- open function and X is a regular space, then Y is ngr-regular.
Proof: Let F be a closed set in Y and ygF. Take y=f(x) for some xeX.
Since f is continuous, f*(F) is closed set in X such that xe f(F). (since f(x)F)
Now, X is regular, there exists disjoint open sets U and V such that xeU and f*(F)cV.
i.e. y=f(x) e f(U) and Fc f(V).
Since f is ngr-open function, f(U) and f(\V) are ngr-open setsin Y.
Since f is bijective, f(U) n (V) = f(UnV)=f($)= ¢.
=Y is ngr-regular.
Theorem: 4.4
If f: X=>Y is regular continuous bijective, almost ngr-open function and X is R-regular space, then Y is ngr-
regular.
Proof:
Let F be a closed set in Y and ygF.
Take y=f(x) for some xeX.
Since f is regular continuous function , *(F) is regular closed in X and hence closed in X.
= x = fi(y)e F(F).
Now, X is R-regular, there exists disjoint regular open sets U and V such that xeU and f*(F)cV.
i.e. y=f(x) e f(U) and Fcf(V).
Since f is almost ngr-open function f(U) and f(\V/) are mgr-open sets in Y and also f is bijective, f(U)Nf(V) =
f(UNV)
=f(9)=¢.

= Y is ngr-regular.
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Theorem: 4.5

If f: XY is continuous, bijective,strongly ngr-open function(quasi ntgr-open) and X is ngr-regular space, then
Y is mgr-regular(regular).

Proof :Let F be a closed set in Y and y eF.

Take y=f(x) for some x € X.

Since f is continuous bijective, f*(F) is closed in X and x¢ f*(F).

Now, since X is nigr-regular, there exists disjoint ngr-open sets U and V such that x eU and

fLF)cV.

i.e. y=f(x) ef(U) and Fcf(V).

Since f is strongly ntgr-open (quasi ngr-open) and bijective, f(U) and f(V) are disjoint ngr-open(Open) sets in Y.
=Y is ngr-regular(regular).

Theorem: 4.6

If f:X—Y is ngr-continuous, closed, injection and Y is regular, then X is ngr-regular.

Proof: Let F be a closed in X and x¢F.

Since f is closed injection, f(F) is closed set in Y such that f(x) &f(F).

Now, Y is regular, there exists disjoint open sets G and H such that f(x) € G and f(F)c H.

This implies xef*(G) and Fcf*(H).

Since f is mgr-continuous, f* (G) and f*(H) are ngr-open sets in X.

Further, £(G) nf'(H) = ¢.

Hence X is ngr-regular.

Theorem : 4.7

If f:X—Y is almost ngr- continuous, closed injection and Y is R-regular, then X is ngr-regular.

Proof: Let F be a closed set in X and xgF. Since f is closed injection. f(F) is closed set in Y such that
f(x) ¢ f(F).Now, Y is R-regular, there exists disjoint regular open sets G and H such that f(x)e G and f(F) <H.
=xef'(G) & Fc fi(H)

Since f is almost ngr-continuous, f1(G) & f(H) are ngr-open sets in X.

Further, 1(G) N f*(H) = ¢.

Hence X is ngr-regular.

Theorem: 4.8

If f: X—>Y is ngr-irresolute, closed, injection and Y is ngr-regular,then X is ngr-regular.

Proof: Let F be a closed set in X and xgF.Since f is closed injection, f(F) is closed set in Y such that f(x) &f(F).
Now, Y is ngr-regular, there exists disjoint ngr-open sets G and H such that f(x)eG and f(F) cH.

= xef!(G) & Fcf(H).

Since X is ngr-irresolute, f* (G) and f*(H) are ngr-open sets in X.

Further, £1(G) n f*(H) = ¢ and hence X is ngr-regular.

V. wGr-Normal Spaces
Definition: 5.1
A space X is said to be ngr-Normal if for every pair of disjoint closed sets E & F of X, there exists disjoint ngr-
open sets U & V such that EcU and Fc V.
Theorem:5.2
The following statements are equivalent for a Topological space X:
1.Xis ngr- normal.
2.For each closed set A and for each open set U containing A, there exists a ngr-open set V containing A such
that ngr-cl(V) c U
3.For each pair of disjoint closed sets A and B, there exists ngr-open set U containing A such that ngr-cl(U)nB
= ¢
Proof:(1)= (2):Let A be closed set and U be an open set containing A.
Then AN(X-U) = ¢ and therefore they are disjoint closed sets in X.
Since X is ngr-normal, there exists disjoint ngr-open sets V and W such that AcV, X—UcW. i.e. X-WcU.
Now, VNW = ¢, implies VX -W
Therefore, ngr-cl(V)c ngr-cl(X—W)=X-W, Because X-W is ngr-closed set.
Thus, Ac V < ngr-cl(V) ¢ X-W c U.
i.e. AcV c ngr -cl(V) < U.
(2)=(3):Let A and B be disjoint closed sets in X, then AcX-B and X-B is an open set containing A. By
hypothesis, there exists a ngr-open set U such that AcU and ngr-cl(U)cX-B, which implies ngr-cl(U)~B = ¢
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(3)=(1): Let A and B be disjoint closed sets in X. By hypothesis (3), there exists a ngr-open set U such that
Ac U and ngr-cl(U)nB = ¢ (or) BcX — ngr-cl(U).
Now, U and X- ngr-cl(U) are disjoint ngr-open sets such that A < U and B < X — rgr-cl(U).
Hence X is ngr-normal.
Definition: 5.3
A space X is said to be mildly ngr-Normal if for every pair of disjoint regular closed sets E & F of X, there
exists disjoint rtgr-open sets U & V such that EcU and Fc V.
Theorem: 5.4
If f:X—Y is continuous bijective, ngr-open function from a normal spaces X onto a space Y, then Y is ngr-
normal.
Proof: Let E and F be disjoint closed sets in Y,
Since f is continuous bijective f*(E) and f*(F) are disjoint closed sets in X.
Now, X is normal, there exists disjoint open sets U and V such that f*(E) c U, f*(F)cV.
i.e. Ecf(V), ff(V).
Since f is mgr-open function, f(U) and f(V) are ngr-open sets in Y and f is injective, f(U)Nf(V) = f(UNV) =f(¢)
=¢.Hence Y is ngr-Normal.
Theorem: 5.5
If f:X—Y is regular continuous bijective, almost ngr-open function from a mildly normal space X onto a
space Y, then Y is wgr-normal.
Proof: Let E and F be disjoint closed sets in Y, Since f is regular continuous bijective f*(E) and
£1(F) are disjoint regular closed sets in X.
Now, X is mildly normal, there exists disjoint regular open sets U and V, such that f*(E) U,
fLF)cV.
i.e. Ecf(U), Fcf(V).Since f is almost ngr-open function, f(U) & f(V) are ngr-open sets in Y and f is injective,
f(U)NF(V) = f(UNV)
=f(¢) =9.
Thus, Y is ngr-Normal.
Theorem: 5.6
If f:X—Y is ngr-continuous, closed, bijective, and Y is normal, then X is ngr-normal.
Proof: Let E and F be disjoint closed sets in Y, since f is closed injection, f(E) and f(F) are disjoint closed sets
inYy.
Now Y is normal, there exists disjoint open sets G and H such that f(E)cG, f(F)cH.
= Ecf'(G) & Fcf*(H).
Since f is mgr-continuous, £*(G) and f(H) are ngr-open sets in X.
Further, £1(G) n f*(H) = ¢.Hence X is ngr-Normal.
Theorem: 5.7
If f:X—>Y isalmost ngr-continuous, R-closed injective, and Y is R- normal, then , X is ngr-normal.
Proof: Let E and F be disjoint closed sets in Y. Since f is R-closed injection, f(E) and f(F) are disjoint regular
closed setsin .
Now Y is Mildly Normal,(i.e, R- normal), there exists disjoint regular open sets G and H such that f(E)cG,
f(F)cH.
= Ecf'(G) & Ff*(H).
Since f is almost ngr-continuous, f*(G) and f(H) are ngr-open sets in X.
Further, £1(G) N f*(H) = ¢.
Hence X is ngr-Normal.
Theorem: 5.8
If f:X—>Y isalmost ngr-irresolute, R-closed injection, and Y is =gr - normal, then , X is ngr-normal.
Proof: Let E and F be disjoint closed sets in Y. Since f is R-closed injection, f(E) and f(F) are disjoint regular
closed setsin .
Now Y is mgr -Normal, there exists disjoint ngr-open sets G and H such that f(E)cG, f(F)cH.
This implies ECfY(G) and Fcf(H).
Since f is ngr-irresolute, f*(G) and f*(H) are ngr-open sets in X.
Further, £1(G) N f*(H) = ¢.
= X is ngr-Normal.
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Theorem: 5.9

If f:X->Y is continuous, bijective, M-ngr-open (quasi ngr-open ) function from a ngr - normal space X onto a
space Y, then Y is wgr-normal (normal).

Proof: Let E and H be disjoint closed sets in Y . Since f is continuous bijective, f*(E) and f*(F) are disjoint
closed sets in X. Now, X is mgr-normal, there exists ngr-open sets U and U such that f*(E) cU and f*(F) cV.
That is Ecf(U) and Fcf(V). Since f is M-ngr-open(quasi ngr-open) function , f(U) and f(V) are ngr-open
sets(open sets) in Y and f is bijective,

f(U) nf(V) =f(UnV)=F(¢) =¢ .

Hence Y is ngr-normal (normal).
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Abstract: Over the years the techniques and methods that have been used to interact with the
computers have evolved significantly. From the primitive use of punch cards to the latest touch screen
panels we can see the vast improvement in interaction with the system. There are many new ways of
projection and interaction technologies that can reshape our perception and interaction
methodologies. Also projection technology is very useful for creating various geometric displays. In
earlier generations, the projector technology was used for projecting images and videos on single
screen, using large and bulky setup. To overcome the earlier limitations we are designing “Wireless
Image Projection Tracking”, which is a system that uses IR (Infrared) technology to track the body in
the IR range and uses their movements for image orientation and manipulations like zoom, tilt/rotate,
and scale. We are presenting a method of mapping IR light source position and orientation to an
image. By using this system we can also track single and multiple IR light source positions and also it
can be used effectively to see the image projection in 3D view. Extension in this technology can further
be useful for future tracking capabilities to implement the touch screen feature for commercial
applications.

Index Terms: image projection, object’s location detection, detection of x, y and z-axis values.

I. INTRODUCTION

Today, computers and computer-generated images are occupied and used in many aspects of our daily
life. Computer imagery especially is found in many media and activities such as presentation materials,
newspapers, weather reports, and surgical procedures. The image visualization technology significantly
improves the quality and intuitiveness of output information, but input part still depends on some traditional
ways such as keyboard typing, mouse pointing and remote controlling. Recently, advancements in input
technology in game and mobile fields provide the potential power for inventing more intuitive, natural and
easier-to-use human-computer interaction (HCI) methods.

The proposed system allows users to track their finger movements in 3D space by using the Wiimote’s
built-in infrared camera with an LED array and reflectors. Head tracking is based on a simple concept that there
is a base position in which your head is at the center in front of the screen and at a certain distance (predefined)
from the screen. Moving left, right, up, down, towards or away from the camera results in the detection of other
coordinates (this can be seen as an offset from the center). The values are calculated in coordinates and then its
location is calculated by the localization scheme. Also this design will ensure that we can see the 3D image from
the 2D input image.

Wiimote is a smart device used for developing a unified human computer interface. It is a handheld
device resembling a television remote, but in addition to buttons, it contains a 3-axis accelerometer, a high-
resolution high speed IR camera, motion sensor and wireless Bluetooth connectivity. This technology makes the
Wii remote one of the most sophisticated PC compatible input devices available today.

The aim of this research is to improve the projector technology in a way that it can be easily applicable
at places where more number of projectors are used and the image can be minimized, maximized, tilted, rotated
and its 3D view can be viewed. In this research we are proposing a scheme to implement (Infrared) IR light
source tracking system which can be used for tracking single and multiple IR light source positions and can be
used effectively in optical tracking problems such as tracking head position which is a basic requirement in a
Virtual Reality System. We are designing a system that uses IR (Infrared) technology to track the body in the IR
range and uses their movements for image manipulations like zoom, tilt/rotate, and scale.

We are presenting a method of mapping IR light source position and orientation to an image. By using
this system we can also track single and multiple IR light source positions and also it can be used to see the
image projection in 3D view.
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Il. Literature Survey

Since the introduction of the “Wiimote” work has been done in the area of wireless communication by
Johnny Chung Lee, the further researches improved the use of Wiimote. Wiimote is a multipurpose device as it
contains multiple devices included with it like IR camera tracker, accelerometer, LEDs, speaker, vibration
motor, Bluetooth connectivity, internal flash memory, batteries, expansion port and buttons. The wireless
remote also nicknamed as “Wiimote” is a smart device which has multiple features [1].

For converting the Wiimote readouts to the position and orientation of the corresponding mobile unit
based on major axes identification, coordinate transformation, and position updating. The scheme and the
algorithm are validated by tracking the Wiimote location on a two-axis linear servomotor. The 2D IR source
location sensing was designed by D. Gu, Y.-T. Fu, K.-S. Ou and K.-S. Chen [2].

The head location tracking is used with Wiimote to track the head behind a computer screen. Also the
tracking method was use in Windows with the use of Windows based OpenGL and made it as a library which
can be used in any OpenGL application. The application is created with the use of Direct X and the Microsoft
Windows operating system was presented by Bharat L, Shashank S, Nageli V S, Sangeeta Shrivastava and S
Rakshit [3].

The two handed surface-less interaction for presentation based on infrared based point tracking was
then developed. It contributed a robust method for pairing and pinching that allowed to detect hands and and
their actions. It was useful to work with slide decks, images and videos. Luc VIaming, Jasper Smit, and Tobias
Isenberg presented this interaction with hands which showed rotation and scaling using hand gestures and
movements of fingers and handle the images videos and slide presentations. It also  presented geometric
transformation methods for rotation of objects and also for translation and scaling [4].

Hector Vragas, Enrique Preza, and Ramiro Velazquez proposed a method to detect the working area of
the Wiimote and also useful for tracking positioning and tracking of the small aerial vehicles. It also showed a
method of 3D tracking using the Wiimote [5].

Thus by surveying the previous work done we are proposing a design for wireless image projection
tracking.

I11. Research Methodology

Infrared communication has high directionality and can identify the person with whom you are
communicating. Compared with the wireless communication with a maximum speed of about 100 Mbps, the
infrared communication has a potential of 1 Gbps. The IR LEDs are used as IR sources and as IR sensor we
used Wii Remote. IR is used to provide a range for the system such that it can be used inside that particular
range only. Using the Wii Remote’s built-in camera, the position and orientation of the Wii Remote in 3D space
can be calculated by tracking four known infrared (IR) LEDs (LED - Light Emitting Diode) positions and then
relating these values to the reported position retrieved from the camera. It can be utilized as a tracking device.
We can set up expressions that linearly transform IR LEDs from a known position in the global coordinate space
into the camera’s coordinate space.

Bluetooth is a wireless technology standard for exchanging data over short distances. Bluetooth
operates in the range of 2400-2483.5 MHz. This is in the globally Industrial, Scientific and Medical (ISM)
2.4 GHz short-range radio frequency band. Bluetooth is used to establish the communication between the IR
transmitter, smart device and the computer. Communication is established using the Bluetooth protocol. The
software aspect of this communication is handled by the Bluetooth Stack which should be installed in the
system.

Object positioning is used to track the position of the objects in the form of IR reflectors. Smart device
is proposed to act as finger and gesture tracking sensor to manipulate the image operations like scaling, rotating
and zooming. The position and orientation of the corresponding object is based on major axes identification,
coordinate transformation, and position updating. These values are used to locate the object and image
processing will be used for image manipulations.

For head tracking the camera detects two IR points which are placed on the two sides of the goggle and
translates these to two coordinates onto the plane. The camera takes in the coordinates of the IR sources and
translates this into an absolute movement with respect to the default position of the head.

The present module is the communication between the computer and the wiimote. It consists of the
interfacing program. The interface here is Bluetooth technology. With the help of the Bluetooth technology it
becomes easier to both track and transfer the information. The next module is the event activation which is the
activation of the buttons in the wiimote. The future module is the finger tracking and its related events
activation. It will be an approach for wireless mouse. The final module will be the 3D view generation. It
consists of the generation of the Z-axis of the 2D plane.

The modules work in combination to form the Projection of wireless image using tracking. Hence
every parameter to be measured and calculated is to be accurate for the proper functioning of the whole system.
________________________________________________________________________________________________________________________________|
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In order to operate the system, the WiiMote must be connected to the operating laptop. The WiiMote
communicates with the laptop via Bluetooth, therefore the laptop must have accessibility to Bluetooth devices,
in case the laptop doesn't have that ability, it is necessary to connect a Bluetooth USB dongle that will enable
the Bluetooth connections. Generally the Bluetooth accessibility is inbuilt in the today’s laptops still for accurate
working of the setup we use Bluetooth dongle.

The idea is that the detected distance between the object vs. the distance of the center of the other
object from the IR camera is being mapped. Then a curve fitting is being used to find a good approximation
formula that will represent the distance from the screen by detecting the distance between the two objects.

IVV. Working Diagram
The working diagram shows the generalized working of the image projection of image using combined
approach for tracking.

To- BLUETOOTH

PROJECTOR

=

DISPLAY ON
COMPUTER
SCREEN

-~

- /\ CAMERA

COORDINATE
RCAMIRA | "> COORDINATE || TRANSFORMATION
CALCULATION

PROJECTION
SCREEN

‘WIMOTE

Fig(1) : Working of Image Projection using combined approach for tracking.

The fig.(1) has a wiimote which consist inbuilt camera and the camera coordinates are calculated by the
wiimote. The calculated values are sent to the computer using Bluetooth. These calculated values are given to
the computer or laptop for viewing. This laptop or computer is connected to a projector which projects this
tracked values and operates according to the tracked operation.

V. Algorithm

The algorithm for this system is as follows:

1. Detect the object in the range of the camera. Check whether the object is detected by the camera by seeing
the help of a dot point in the detection screen.
If object is detected then keep the wiimote stationary and record the coordinate values in a table.
Now change the location of the object and then repeat the step 2.
Keep changing the wiimote location and record the X, y and z coordinate values.
Check the events of the wiimote by pressing each of the buttons and also check whether the appropriate
box gets clicked or not.
If the events are properly working then we will use this device to operate as wireless mouse and run paint
application by using its events buttons.

arwn

o

This algorithm is the modification of the base paper’s algorithm [1]. The existing algorithm was only using this
for head tracking but its modified version is used for the projection and tracking in our experiment.

VI. Expected Outcome
The result of this research will be that we can have an easy and efficient interaction between human
and computer also it will reduce the bulky setup and improve the projector technology. Manipulation of the
image and 3D view will be projected on the screen.

VII. Future Scope
In future this research will be helpful in the following ways:
1. TImage can be stored in the viewer’s screen.
2. Image can be transmitted to other communication systems.
3. Can be copied on the projector itself.
4. Outputs to multiple screens.
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Abstract: The study holds significance keeping in view the global climatic concerns, which began
to cast their shadows on the climate of Jammu and Kashmir as well. In order to accomplish the
present study, WEAP (water evaluation and planning model) of Stockholm Environment Institute
was used. This model is a tool for integrated water resource management and planning like,
forecasting water demand, supply, inflows, outflows, water use, reuse, water quality, priority areas
and Hydropower generation, etc,. During the present study discharge data from 1979-2010 (past
thirty years) of our study rivers i.e., Dachigam Stream and Sindh Stream was used as supply to our
demand sites and also to find the impacts of changing climatic conditions over them. Due to
availability of data upto year 2010 only therefore the scenarios were generated from year 2011
onwards. The water demands for Srinagar i.e., irrigation demands for agriculture and water
supply demands for our domestic needs was analyzed, industrial demands were not analyzed as we
have negligible demands in this sector. The water supplied to our demand sites was mostly
contributed by our study rivers and a little demand was met by ground water. Data was collected
from various agencies like PHE Srinagar, Census data of 2011, Meteorology department etc. This
collected and generated data was given as input to the WEAP model. The model generated the
trends for discharge of our study rivers for next 15 years and at the same time also generated
scenarios calculating our demands and supplies for the future. The model results reveal that there
will be shortages in the requirements met in the urban water needs for some years like 2016, 2017,
2018 and 2020. The results generated from the model outputs will help us in predicting whether
our water resources are going to suffice our growing water needs or not in future. The results will
help in drafting policies for future regarding water supplies and demands under changing climatic
scenarios.

Keywords: Climate change scenarios, Demand sites, Discharge data, Global Climate Change,
WEAP

I. INTRODUCTION

The recent scientific assessment by the Intergovernmental Panel on Climate Change (IPCC) concludes
that, since the late 19th century, anthropogenically induced emissions of gases such as carbon dioxide (CO2)
that trap heat in the atmosphere in the manner of a greenhouse have contributed to an increase in global mean
surface air temperatures of about 0.3 to 0.6° C. Moreover, based on the IPCC’s mid-range scenario of future
greenhouse gas emissions and aerosols and their best estimate of climate sensitivity, a further increase of 2° C is
expected by the year 2100 [1]. The purpose of this paper is to examine the likely impacts of a Climate change
on the supply and demand for water and the resulting socioeconomic implications.. The consequences of these
global climatic changes are already being witnessed in several Himalayan areas where glaciers and glacial lakes
are changing at alarming rates. Climate change is affecting the temperatures, amount of snow and ice in the
Himalayan region as well as rainfall patterns [2]. Due to global warming, the Indo-Gangetic basin of the Indian
subcontinent, where water supply is dominated by melting snow and glacier ice, will be faced with severe
environmental problems. Negative impacts, including seasonal shifts in water supply, flood risks and increased
precipitation variability, will eventually offset benefits incurred by short term increases in runoff from glacier
melt [3]. According to Dr Shakeel Ramshoo, convener of the Climate Change Research working group of
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Kashmir University, the Kolahai glacier has been melting at the rate of about 80 sq m per year over the last
three decades since 1976 and has shrunk from 13.87 sq km to 11.24 sq km. Situated at an altitude of 3600 m,
the Kolahai is the source of water for Lidder and Sindh, two major fresh water streams in the Jhelum basin. Dr
Ramshoo says that the melting is due to the climate change, “The increase in the Kashmir temperature has been
1°C, which is much more than the 0.72°C rise in global temperature over the past century. The result is less
snowfall and less formation of glaciers.”[4] Keeping in view the decreasing water supplies and increasing
demands in Kashmir valley in general and Srinagar district in particular the current study holds great
significance as our domestic water demands are increasing with the increase in the population and standard of
living of the people with each passing day.

In order to prepare for future in advance, an attempt was made to calculate our water demands and the
supply which we have at present, the trends and climatic scenarios of water demands and supply were drawn
from WEAP Model, of Stockholm Environment Institute. WEAP Model is a microcomputer tool for integrated
water resources management and planning. It provides a comprehensive, flexible and user-friendly framework
for policy analysis [5]. Operating on the basic principle of water balance accounting, WEAP is applicable to
municipal and agricultural systems, single sub-basins or complex river systems [6]. In the present study
following objectives were accomplished analyzing the trends in the discharge data of our study rivers,
evaluation of water resources available to Srinagar city, evaluating all water demands and supplies, and to
manage the water resources in accordance to changing climate scenarios.

Il. STUDY AREA

Srinagar lies between the coordinates 34° 01° N to 34° 27°N latitude and 74° 36’ E to 75° 30° E, it is
around 77 km long and 40 km wide, the average elevation of the valley is 1600 m above sea level spread over
an area of 1862 sq km located approximately 1730 m above the sea level. Srinagar is surrounded by Budgam
district in the west, Pulwama in South and Ganderbal in north. The valley of Jammu & Kashmir as a whole is
an asymmetrical fertile basin, stretching from south-east to north-westerly direction. Its diagonal length (from
SE to SW corner) is 187 km ,while the breadth varies considerably, being 115.6 km along the latitude of
Srinagar, the altitude of the floor of valley at Srinagar is 1600 m and the highest peak among its surrounding
mountains is that of the Kolahoi or Kwashiorkor (Alt.5420m).
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Figure 1: Location of Study Area.
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I1l. METHODOLOGY
The methodology that was employed for current research involved use of satellite/remote sensing data
in a GIS environment combined with field investigation, hydrological data, digital elevation data,
secondary/ancillary data, and simulation modeling. The study relied on two fold methodologies wherein firstly
the necessary datasets required to simulate future climatic scenarios were generated and later these generated
datasets were given as input to WEAP Model. Detailed methodology consisting of schematic flow chart of the
methods used to address the research objectives is shown in Fig.2 below:

Satellite Data Ancillary Data (Discharge data,
LISS-11I October 2005 population data, Water supply data,
l other census data)

[ Processing |

| Analysis of data

IGco. Correction “ Co-registration |

‘ Geo-referencing |

|

‘ Onscreen Digitization ‘

| Agriculture/ Horticulture Map ‘

| RESULTS |

5
WEAP Model |

Figure 2: Methodology Flowchart

LISS Il image of October 2005 was geometrically corrected and registered using ERDAS IMAGINE 8.4
software. Arc view 3.2 software was used for on-screen digitization. At the same time other data related to the
study area viz: ancillary data like census data of 2011, Ground water potential and its usage, PHE water supply
data and discharge data of study rivers was preprocessed and analysed and then put as input to WEAP Model
to generate the final results.

IV. RESULTS & DISCUSSIONS
The basic datasets to generate the model results were generated firstly by analyzing the discharge
data of our three demand sites viz: Dachigam Stream, Sindh Stream and Srinagar city from (1979- 2010).
From the analysis of discharge data of each demand site individually it was found that mean yearly discharge
and monthly data of Dachigam Stream from 1979- 2010 showed an overall decreasing discharge trend or
negative trend, depicting that the discharge in the river is decreasing. Maximum discharge was observed for
year 1981and for year 1999 lowest discharge was observed.
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Figure 3: Mean Yearly Discharge Data of Dachigam Stream
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Figure 4: Mean Yearly Discharge Data of Sindh Stream

The results of analysis for Dachigam Stream showing average mean yearly discharge is shown in the Fig. 3.
The months June, July, August are of much significance as the demand is increased due to irrigation needs for
rice cultivation. The discharge trends for these months are decreasing in the same manner as the yearly
discharge trends show decreasing trends. In case of Sindh Stream it was found that overall discharge over the
past years is increasing, the reason may be attributed to fast melting of glaciers [3].

1. Domestic Water demands: It was found that Srinagar City has a population of 1269751 (2011 census).
98% of the population uses Tap water (2011 census). Water usage per person is about 111 m3/yr or 304
L/day (100 m® from tap water and 11 m® from ground water - PHE Srinagar). 79 MGD of water are
supplied to 1.27 million people in the city from PHE supply and 1.58 MGD is harnessed from ground
water. This accounts for 299 L/day/person of the water supplied from PHE supply and 5.9 L/day/person
for the supply from the ground water and other sources. Water consumption per capita is much higher in
Srinagar than the overall average in India, as J&K state is rich in water resources and tap water supply is
available 24x7.

2. Irrigation Water Demands: Total area irrigated by Dachigam stream was found to be about 2300 hectares
and the abundant crop was paddy, Minimum Water demand per hectare = 3,000 m® (SKUAST). Rate of
change of agriculture to horticulture/urban was found to be 18% per decade from the analysis of past
satellite data. Present water demand for agriculture is found to be 12 Million Cubic Meters. Present
agriculture is 1205 hectares and accordingly it will be left to 917 ha in 2026. In case of overflowing the
paddy fields demand per hectare is 10,000 m>. About 45% of water is consumed in the first month for
sowing and transplanting i.e., Ist stage of paddy growth [7].

3. Water Demand and Supply Analysis for Agriculture Sindh: Total area under paddy cultivation = 10000
hectares. Water demand for Sindh agriculture was found to be 101.7 Million Cubic Meters. Sindh has
large discharges rates and the volume that is available is able to satisfy the demand fully for agriculture.

4.1 Model Results

The various parameters which were fed to WEAP model in order to generate various simulations
were, census data (2011) PHE (Public Health Engineering data to see overall water supply to Srinagar,
discharge data of past 30 years (1979-2010), total agricultural land to see agricultural demands, water
requirements per hectare in our demand sites was found from Sher-I-Kashmir University of Agricultural
Technology (SKUAST). All the data was compiled and brought in the format acceptable to model and the
model simulations were run for 16 years. Fig below shows the overall results generated by the model in the
form of overall inflows, outflows from the rivers, supply requirements and the un-met demands for the three
demand sites for the city of Srinagar. It includes four water nodes for inflows i.e., Dachigam Stream, Jhelum
River, Sindh Stream and the ground water. From these nodes water is supplied to demand sites. The Outflows
from Areas includes the water that comes out of the demand sites when their needs are fulfilled. The Supply
requirements are generated for three demand sites that include Domestic water demands for Srinagar City,
Irrigation water demands for Dachigam agriculture and Sindh agriculture. The next scenario generated was for
Unmet water demands in thousand meter cube for three demand sites.
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Figure 5: The Overall Results Generated by The Model Upto Year 2026

4.1.1 Discharge Trend

The Discharge trend that was generated by WEAP model is based on the previous discharge trend, of
thirty years that was given as input to the model. High discharge years as simulated by model are 2016 for
river Sindh and 2012 for Dachigam Stream, probably due to fast melting of glaciers due to global warming,

whereas low discharge years as simulated by the model were 2026 for River Sindh and 2015,2016, 2018,
2020, probably because of shrinkage of glacier areas.
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Figure 6: Discharge Data for Dachigam Stream 2011-2026 as generated by Model.
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Figure 7: Discharge Data for Sindh Stream 2011-2026 as generated by Model

4.1.2 Supply Requirement

WEAP Model has generated the water requirement for three demand sites for next 15 years. It is
evident from the table that water requirements for Srinagar city increase from (127-176) Million cubic meters
from 2011 to 2026. The demand for Srinagar city is increasing due to increasing population and urbanization,
whereas the demand for Agriculture Dachigam is decreasing (12-9.1) Million cubic meters, due to conversion
of agriculture land to horticulture and urbanization. The demand for Sindh agriculture is constant due to no
changes in the area of agriculture land.
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Figure 8: Water Supply Requirements for Srinagar City in Million Cubic Meters (Model Results)

4.1.3 Supply delivered

Supply d