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I. Introduction And Preliminaries
Let C,,, be the set of mxn complex bimatrices. The symbols A3, R(Ag) and r(Ag) denote the

conjugate transpose, range space and rank subtractivity of Ap € C,,., respectively. Further, A%, € C,,, stand
for the Moore-Penrose inverse of Az[10], that is the unique bimatrix satisfying the equations,
Ap ARAp = A, Al Ag Af = AL, Ap Ay = (AB AI;)*, ApAp = (AI?AB )* 1.1
and I, be the identity bimatrix of order n. Moreover, CEP , C¥ and C;denote the subsets of C,,,, consisting of
EP, Hermitian, and Hermitian non-negative definite bimatrices respectively.
That is,

Cy" = {Ape Cp : R(Ap) = R(A3) = R(A;) = R(A]) and R(A;) = R(A3)}

CH ={AzeC,,, :A5=AF=A,_A;andA, =43} and

CZ={ApeCppy : Ag =Ly Ly = Ay = L1} ; A, = L,L for someLy =Ly ULy € C,p, }

In this paper, the usual star, left-star, right-star, plus order, minus order and Lowner order have been
generalized to bimatrices. Also it is shown that all these orderings are partial orderings in bimatrices. The
relationship between star partial order and minus partial order of bimatrices and their squares are examined.
Definition 1.1

The star ordering for bimatrices is defined by,

Ap <* By & ApAp = AyBg thatis, AjA; = A5B, ; A5A, = A3B, }

and Ag A = BpAj thatis, A, A} = BiA} ; A,A5 = B, A (1.2)
and can alternatively be specified as,
Ap <* By & ALA, = ALB, thatis, 414, = A'B, ; Al4, = AB, }
and ApAl, = By Al thatis, A,AT = B, Al ; A,A5 = B, A}, (1.3)

Example 1.2
Consider the bimatrices
(11 2 2
AB_(o o)U(o 0)
|
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and BB=(} _1)u(§ _;)

= Ap <" Bp

Definition 1.3
The left - star ordering for bimatrices is defined by,
and R(4;) € R(Bp) thatis, R(4,) € R(B,) ; R(4,) S R(B,) (1.4)
Definition 1.4
The right - star ordering for bimatrices is defined by,
Ap <x By & AgAy = ByAj thatis, A|A} = B|A} ; A,A5 = BAS } (L.5)
and R(Ay) € R(By) thatis, R(A) € R(B;) ; R(A3) € R(B3)
Definition 1.5

Ap *< By & Ay Ag = AyBy thatis, AjA, = A;B, ; A3A, = A}B, }

The plus - order for bimatrices is defined as, Ay < By whenever A%, A, = Al,B; and Az AL, = B A%, for
some reflexive generalized inverse A’ of Aj. (satisfying both AzALA, = Ay and AL AR AL = AL).
Definition 1.6

The minus (rank Subtractivity) ordering is defined for bimatrices as,
Ap <~ By ©r(By — Ag)=r(Bg) —r(4p) thatis, r(B; — A;) = r(B;) — r(4,) and

r(B; — 4;) = r(B,) — r(4;) (1.6)
or as,
Ap < By & ApBlBy =Ap, ByBiAp =Agand AzBiA; = Ay (1.7
Note 1.7

i) It can be shown that, Az < By & r(By — Ag) =r(Bg) — r(Ag) and so the plus order is equivalent to rank
subtractivity.
ii) From (1.4) and (1.5) itis seen that Ay <* By & Aj *< Bjp

Definition 1.8
The Lowner partial ordering denoted by <,, for Which Az, By € C,x,, is defined by
Ap <, By & By — Ap € C2.
Result 1.9
Show that,the relation =< is a partial ordering.
Proof
(1) Ap *< Ay = A; *< A; and A, *< A, holds trivially.
(2) If ApAg = ApBg and R(Bg) S R(Ag) then
Ag = A, UA,
=AT A34, U AL 434,
=Al" 4B, U A 43B,
=(4 AD*BH U (4, A;)*Bz
=B, UB,
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Ap =Bp
(3) If Az Ay = ApBg and B; By = B Cy hold along with R(A4g) € R(Bg) and R(Bg) S R(Cg),then
A3Ap = A4By
= A} B, UA}B,
= A}B! By B,UA3B] B; B,
= A;B! By ¢, u A3 B B; G,
= (B, B 4,) c,u (B, Bf 4,) ¢,
= A1 C,UAC,
Ay Ay =A% Cy and R (Az) S R (Cp)
Similarly, it can be verified that all the orderings are partial orderings.
Lemma 1.10 [1]
Let A,B € C,,, and let a = 7(4) <r(B) = b. Then A <* B if and only if there exist U € C,,,;, ,V €
C,,p satisfying U*U = I, = V*V, for which

Dl 0 * — Dl 0) *
. O)V andB-U(O 0,) " (1.8)

where D, and D, are positive definite diagonal matrices of degree a and b — a, respectively. For A4, B € C, the

A=U(

matrix U in (1.8) may be replaced by V, but then D, and D, represent any nonsingular real diagonal matrices.
Lemma 1.11[1]

Let A,B € C,yy, and let a =7(A) <r(B) =b. Then A <™ B if only if there exist U €C,,;,
V € C,,y , satisfying U*U = I, = V*V, for which

D, 0 D, +RD,S RD, >V*
0 0 D,S D,

Where D, and D, are positive definite diagonal matrices of degree a and b — a, while R € C,,;, _, and

a=u( )V and B=U< (1.9)

S € Cp_ox, are arbitrary. For A,B € C! the matrices U and S in (1.9) may be replaced by V and R*
respectively, but then D; and D, represent any nonsingular real diagonal matrices.
Lemma 1.12
Let Ag, By € C! be star-ordered as Ag <* By. Then Ay <, By ifand only if y(4p) = y(Bg), Where
y (.) denotes the number of negative eigenvalues of a given bimatrix.
Proof
Case (i)
Let r(Ag) = r(Bp) thatis, r(4;) = r(By) and r(4,) = r(B,) .
The result is trivial.
Case (ii)
Let r(4g) < r(Bg) thatis, r(4;) <r(By) andr(4,) < r(B,) Lemma (1.1) ensures that if Az <* B,
then
By —Ap = (By UB;) — (4, U 4y)
= (B —A;) U (B, — 4,)
o R T A T P
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_ D1y U Dy, 0 ) . ey D;;UDy,, 0 R
] e N [T B (AT ] (R (A7)
_ Dp1 0 . Dpq 0\,
_UB( 0 Dm)VB_UB( 0 O)VB

0 0
PR LT
B B B 0 DBZ B
Hence it is seen that the order Az <! By is equivalent to the non-negative definiteness of Dj,, that

is, y(D,) = 0.Consequently, the result follows by noting that y(Ag) = y(Dg,) and y(Bg) = y(Dgq1) + y(Dg,).

Il. Star Partial Ordering
Theorem (3) of Baksalary and Pukel sheim [3] asserts that, for any A,B € C>,

A<BoSA*<*B2 2AB=BA (2.1)
This result is revisited here with the emphasis laid on the question which from among four implications
comprised in (2.1) continues to be valid for bimatrices not necessarily being bihermitian non negative definite.
Theorem2.1
Let Ay € CEP and By € C,y, Then Ay <* By = A% <* B and AzBy = BpAy (2.2)
Proof
Since Ay = A; UA, € CEP < ApAl, = AL A,
Thatis, 4, A7 = ATA; and 4,4} = Al A,
Now, A2AL = A3AT U 424}
=4, (A414]) U 4, (4,43)
=A; U4,
A5 AL=Ap
Also, AL A% = AT A% U Al A2
=(4}4,)A, U (4D)4,
=A, UA,
ALAZ = Ay
= A2Al, = AL AR
And (Ap)" = (A7 U A1
=(4;4))T U (4,47
=At At u AL AY
=(al v A)’
(43" = (a})’
Consequently, in view of (1.3),
AgBy = A,B, U A,B,
= A2ATB, U A2A}B,
=A2ATA, U A3AT A,
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AgBy = A%
And By Az = B;A; UB,A,
=B, Al A? U B, A} A2
=B, Al A% U A, Ab A3

BBAB = A%
= ApBy = BgAz = A%
Moreover,

(A3)"B3=(A1 U A3)"(Bf U B}
= (ADTBf U (43)"B?
= (AT A] U (43)743
= (A7 v AD)T (A7 v 43)
(AR)TBE = (Ap)' A%
and B (A3)" = Bf (AD' U Bf (49)!
=B, A,(4})" U B, A,(4})”
= 43 (A1) U 43 (43
B} (45)" = A} (4p)'
= A% <* B}
Note2.2
Implication 2.2 is not reversible.

Example2.3
Consider the bimatrices,

_(11 22 _(1 1 2 2
AB_(O o)u(o o)andBB _(1 _1)U(2 _2)
In which the order Az <* By does not entail either of the conditions A% <* B, Ay By = By Ap.

On the otherhand, if AB=((1) g)u((z) 8) and By =((1) é)u(g é) then A% <* BZ, but

ApAp # ApBg and Ag By # By Ap.

This showing that even for bihermitian matrices the star order between A% and Bj and does not entail
the star order between Ay and By and the commutativity of these bimatrices which are the other two
implications contained in (2.1).

It is pointed out that the two conditions on the right-hand side of (2.2) are insufficient for Az <* By.
When there is no restriction on Ag, a similar conclusion is obtained in the case of combining the two orders

Ap <* By and Az <* By .The bimatrices,

a=(o o) (g Qmats=(7 vz o)

and their squares are star ordered, but A By # By Ag. However, the combination of the order Az <* By with
the commutativity condition appears sufficient for A% <* B2 for all quadratic bimatrices.
Theorem2.4

Let Ag,Bg € C,,,, - Then Ay <* By and Ag By = By Ay = A% <" B}
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Proof
On account of (1.2), it follows that if Az <* By and Az By = By Aj then,
(A%)"Bj = (At U A3)" (B} U B})
= [(41)" v (43)] (Bf U B})
= (A])'Bf U (43)'B;
= A1 (4141)B, U A3(4;4,)B,
= (4})? A, B, U (43)%4, B,
= A7 (41 B1)A; U A3(43B,)A;
= (A])*A7 U (43)"A3
(AR)*Bj = (A3)" A
and B (Aj)" = (Bf U B}) (A U A3)"
= Bf (AD)" U Bj (43)"
= B, (B A1 )A] U B, (B, A3 )43
= B, (4,41)A] U B,(4,43)4;
= A;(B1A1)A] U Ay (B, A7) 43
= A;(4;41)A] U Ay (443)4;
= A7 (A;41)" U A3 (4,4,)°
= A} (A})" U A5(43)"
Bj(AR)" = AR (AR)
I11. Minus Partial Ordering
Baksalary and Pukelsheim [3, Theorem 2] showed that for , B € C , the following three implications
hold.
A<  BandA’ <" B? = AB = BA (3.1)
A<  BandAB=BA = A? <~ B? (3.2)
A< B?’and AB=BA = A< B (3.3
Now,we extend this implications for bimatrices also by the following theorems.
Theorem 3.1
For any Ay Bz€C,, if Ay< By and AzBy =BgAz then A%< B}
Proof
First notice that,
Ap <™ By and AgBz = BzAp (3.4)
= ApBy = A;B, U A,B, = A2 U A3 = B;A, U B,A, = ByA, (3.5)

On account of 1.7, it follows that,
AgBg = A{B; UA,B,
=A, Bl A, B, UA, B} A,B,
=A, BB, A, UA, BB, 4,
= A;A, U A, A,

__________________________________________________________________________________________________________________________________|
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= A} U 43
ApBp = AZB
By Ay = B A; UB,A,
=B, A, Bf A, UB, A, B} 4,
Ay(B, Bf A)) U A,(B, B 4,)
= A4,V A, A,
= A% U A3
Bg Ap = AZB
= AgBg = A% = By A4,
The conditions on the right hand sides of (1.7) and (3.5) lead to the equalities,
B (B§)' A} = (Bf U Bf)(Bf U B)T (A U A3)
= Bf (Bf)" A7 U B (Bf)" A3
= Bf (BY)'B?B] A, U B3(B)'B}B; 4,

=B?B]A, UB} B] A,
=B;A; U B,A,
=BpAp
= BF(B§)TAj=A%
A (BF)'BF = A1(Bf)'Bf U A3(B})' B}
=A, B, (B})'Bf U A,B,(B})"B}
=A:B) B (BY)'Bf U A, B; B} (B3)' B}
=A,B{ B} U A,B] B}
=A,B, U A,B,
=AyBy
= 45 (89)" B=A
(i) A3 (B3)14} = AZ(BD)' A7 U A3(B3)' B}
=AB; (B})'B1A; U A;B,(BF)' B, A,
=A,B{ B?Bl A, U A,B] B?B} A,
=A,(B{B,)(B,Bf )A; U A,(B] B,) (B, B] )4,
=A% U A3
AR (BP)TAE = AR
According to (1.7), which shows that
A% <~ B3
Lemma 3.2
Let AzeCEP If the Moore — Penrose inverse B,;r of some BzeC! is a generalized inverse of a
bimatrix Ap, that is, AgBjAp = Ag, Then AgeCH.

Proof
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It is mentioned that, A,eCEP ifand only if, Az Al, = AL A,
Then, on the other hand
ApALBE AL =A,ATB A} U A, AL B, A
=(4,B,4,A1) U (4,B,4,4%)
:(AlAD* U (AZAJE)*
=A; AT U 4,48
AgALBl Ay = AL A, (3.6)
Further,  AgALBjAy =A,ATBfA; U A,ALB] A3
=AtA v Al A
ApARByAp = ApAy
Comparing (3.6) with (3.7) we get
Al Ap = AL A
Pre-multiplying by Ajg,
AgALAp = AgAL AL
= (4,A14,) U (4,A454,)=A,A1 47 U A, AL 4,
AjUA, = A5 U A

Ap = Ap
= AgeCH
Theorem 3.3
Let Ag € CEPand By € CH. ThenA <~ Band A2 <, B> © Ay <" By (3.8)
Proof

Without loss of generality, Az may be assumed to be Hermitian.
From (1.6) it is clear that and that r(Az) < r(Bg) and that the equality holds only in the trivial case
when A; = Bg.
Therefore, assume that a = r(Ag) < r(Bg) = b thatisr(4;) =r(4,) =aand r(B;) =r(B,) =b
If Ay <* By, then the fact that A By € C# enables representing these bimatrices in the forms
described in the second part of Lemma(1.10).

Hence the < part of (3.8) follows.
For the proof of the converse implication observe that, on account of the first two equalities in (1.7)
A% <, B = B} A3 B} <, B} B2 B}
& BAL (BjAs) <, BiBs (3.9)
By conditions (1.1), the Moore-Penrose inverse of a hermitian bimatrix By of the form specified in the
second part of Lemma (1.11) admits the representation
Dz} —DziR
Bg =Vp ( *Bl 1 —1 fl _1B ) Vg
—RgpDpi Dp; + RpDp1 Rp
and hence

| IMER | ISSN: 22496645 | wWww.ijmer.com | Vol. 4| 1ss.9] Sept. 2014 | 73|



On Some Partial Orderings for Bimatrices

B;AB( BgAB)* _ VB (IBa 0) (IBa - RB) Véﬁ

—R; o/\0 0
_ IBCL _RB ) *
—y, (—RE 7 o )Vs (3.10)

Since the bimatrix B} Bg(= ByBj,}) represents the orthogonal projector onto R(Bg) = R(Vy), it may be

expressed as VyVj.
Consequently, in view of (3.10)

* 0 Rg .
B;r Bp — B;r AB(B;;F AB) =Vp (Rg Ipp-a) — R3 RB) Vg (3.11)

On the account of (3.9), equality (3.11) shows that supplementing the minus order A; <~ By by
Lowner order A% <, B3 forces to be 0.

Then the bimatrix By characterized in lemma (1.11) takes the form described in lemma (1.1), thus
leading to the conclusion that

AB S* BB
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