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I. INTRODUCTION 
Non local boundary value problems raises much attention because of its ability to accommodate more 

boundary points than their corresponding order of differential equations [5], [8]. Considerable studies were 

made by Bai and Fag [2], Gupta [4] and Web [9]. This research article  is concerned with the existence and 

uniqueness of solutions for the second order three-point boundary value problem with integral type boundary 

conditions 

−𝑢′′ = 𝑓 𝑡, 𝑢 𝑡  ,                   𝑡 ∈ (𝑎, 𝑏) 

𝑢′ 𝑎 = 0                         

(1.1) 

𝑢′ 𝑏 + 𝑘𝑢 𝜂 =  𝑢(𝑠)𝑔(𝑠)𝑑𝑠
𝑏

𝑎

 

 

where 𝑓: [𝑎, 𝑏] × ℝ → ℝ is a given function and 𝑔:  𝑎, 𝑏 → ℝ  is an integral function and 𝜂 ∈ (𝑎, 𝑏). Boundary 

value problems with integral boundary conditions constitute a very interesting and important class of problems.  

  The Green’s function plays an important role in solving boundary value problems of 

differential equations. The exact expressions of the solutions for some linear ODEs boundary value problems 

can be denoted by Green’s functions of the problems. The Green’s function method might be used to obtain an 

initial estimate for shooting method. The Greens function method for solving the boundary value problem is an 

effect tools in numerical experiments. Some BVPs for nonlinear integral equations the kernels of which are the 

Green’s functions of corresponding linear differential equations. The integral equations can be solved by to 

investigate the property of the Green’s functions. The undetermined parametric method we use in this paper is a 

universal method, the Green’s functions of many boundary value problems for ODEs can be obtained by similar 

method. 

 In (2008), Zhao discussed the solutions and Green’s functions for non local  linear second-order Three-

point boundary value problems. 

𝑢′′ + 𝑓 𝑡 = 0,      𝑡 ∈ [𝑎, 𝑏] 
subject to one of the following boundary value conditions: 

i. 𝑢 𝑎 = 𝑘𝑢 𝜂 ,    𝑢 𝑏 = 0     ii. 𝑢 𝑎 = 0,      𝑢 𝑏 = 𝑘𝑢(𝜂)     iii. 𝑢 𝑎 = 𝑘𝑢′ 𝜂 ,     𝑢 𝑏 = 0 

iv.  𝑢 𝑎 = 0, 𝑢 𝑏 = 𝑘𝑢′(𝜂)  

where k was the given number and 𝜂 ∈  𝑎, 𝑏  is a given point. 

 In (2013), Mohamed investigate the positive solutions to a singular second order boundary value problem  

with more generalized boundary conditions. He consider the Sturm-Liouville boundary value problem 

𝑢′′ + 𝜆𝑔(𝑡)𝑓 𝑡 = 0,      𝑡 ∈ [0, 1] with the boundary conditions 

∝ 𝑢 0 − 𝛽𝑢′ 0 = 0,  𝛾𝑢 1 + 𝛿𝑢′ 1 = 0 

where ∝> 0, 𝛽 > 0, 𝛾 > 0 𝑎𝑛𝑑 𝛿 > 0 are all constants, 𝜆 is a positive parameter and 𝑓 .   Is singular at 𝑢 = 0. 

Also the existence of positive solutions of singular boundary value problems of ordinary differential equations 

has been studied by many researchers such as Agarwal and Stanek established the existence criteria for 

positive solutions singular boundary value problems for nonlinear second order ordinary and delay differential 

ABSTRACT: In this article a three point boundary value problem associated with a second order 

differential equation  with integral type boundary conditions is proposed. Then its solution is 

developed with the help of the Green’s function associated with the homogeneous equation. Using this 

idea and Iteration method is proposed to solve the corresponding linear problem. 
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equations using the Vitali’s convergence theorem. Gatical et al  proved the existence of positive solution of the 

problem 

𝑢′′ + 𝑓 𝑡 = 0,      𝑡 ∈ [0, 1]  with the boundary conditions 

∝ 𝑢 0 − 𝛽𝑢′ 0 = 0 ,   𝛾𝑢 1 + 𝛿𝑢′ 1 = 0 

using the iterative technique and fixed point theorem for cone for decreasing mappings. 

 

Wang and Liu proved the existence of positive solution to the problem 

𝑢′′ + 𝜆𝑔(𝑡)𝑓 𝑡 = 0,      𝑡 ∈ [0, 1]   with the boundary conditions  ∝ 𝑢 0 − 𝛽𝑢′ 0 = 0 and  𝛾𝑢 1 + 𝛿𝑢′ 1 =
0  using the Schauder fixed point theorem. 

 

II. PRELIMINARIES 
In this section, we introduce notations, definitions and preliminary facts that will be used in the 

remainder of this paper. Let 𝐴∁1  𝑎, 𝑏 , ℝ  be the space of differentiable functions 𝑢:  𝑎, 𝑏 → ℝ whose first 

derivative, 𝑢′ is absolutely continuous.  

We take ∁  𝑎, 𝑏 , ℝ  to be the Banach space of all continuous functions from  𝑎, 𝑏  into ℝ with norm  𝑢 ∞ =
sup  𝑢 𝑡  : 𝑎 ≤ 𝑡 ≤ 𝑏          

And let 𝐿1  𝑎, 𝑏 , ℝ  denote the Banach space of the functions 𝑢:  𝑎, 𝑏 → ℝ that are Lesbegue integrable with 

norm  𝑢  𝐿1 =  𝑢(𝑡)𝑑𝑡
𝑏

𝑎
         

 

Definition  2.1:  A map 𝑓: [𝑎, 𝑏] × ℝ → ℝ  is said to be 𝐿1- caratheodory if 

(i) 𝑡 → 𝑓 𝑡, 𝑢  is measurable for each 𝑢 ∈ ℝ  

(ii) 𝑢 → 𝑓 𝑡, 𝑢  is continuous for almost each 𝑡 ∈ [𝑎, 𝑏]  
(iii) For every 𝑟 > 0  there exists 𝑕𝑟 ∈ 𝐿1  𝑎, 𝑏 , ℝ  such that  𝑓(𝑡, 𝑢) ≤ 𝑕𝑟 𝑡  for almost each 𝑡 ∈  𝑎, 𝑏  

and all  𝑢 ≤ 𝑟         

 

III. EXISTENCE AND UNIQUENESS RESULTS 

Definition 3.1 A function 𝑢 ∈ 𝐴∁1  𝑎, 𝑏 , ℝ  is said to be a solution of (1.1) if 𝑢 satisfies (1.1) 

Lemma 3.1 : The Green’s function of  the corresponding homogeneous boundary value problem with 

homogeneous  boundary conditions 

−𝑢′′ = 0  satisfying  𝑢′ 𝑎 = 0,  𝑢′ 𝑏 + 𝑘𝑢 𝜂 = 0 

is given by  𝐺 𝑡, 𝑠 =  
𝜂 − 𝑠 +

1

𝑘
,   𝑎 ≤ 𝑡 < 𝑠

𝜂 − 𝑡 +
1

𝑘
,   𝑠 ≤ 𝑡 ≤ 𝑏

  

 

Proof:  It can be easily obtained from the elementary properties of Green’s function hence omitted. 

Assume that 𝑔∗ =  
1

𝑘
𝑔(𝑠)𝑑𝑠 ≠ 1

𝑏

𝑎
 and 𝑘 ≠ 0.  One need the following auxiliary results. 

Lemma 3.2: Let 𝑓: 𝐿1  𝑎, 𝑏 , ℝ  then the function defined by 𝑢 𝑡 =  𝐻(𝑡, 𝑠)𝑓(𝑠)𝑑𝑠
𝑏

𝑎
      

is the unique solution of the boundary value problem 

−𝑢′′ = 𝑓 𝑡 ,     𝑡 ∈ (𝑎, 𝑏) satisfying  𝑢′ 𝑎 = 0,   𝑢′ 𝑏 + 𝑘𝑢 𝜂 =  𝑔(𝑠)𝑢(𝑠)𝑑𝑠
𝑏

𝑎
 (3.1) 

where 𝐻 𝑡, 𝑠 = 𝐺 𝑡, 𝑠 +
1

1− 
1

𝑘
𝑔(𝑠)𝑑𝑠

𝑏
𝑎

[ 𝑢 𝑟 𝑓 𝑟 𝑑𝑟 +   𝐺(𝑡, 𝑟)𝑓(𝑟)𝑑𝑟]𝑑𝑠
𝑏

𝑎

𝑏

𝑎

𝑏

𝑎
  

and  𝐺 𝑡, 𝑠 =  
𝜂 − 𝑠 +

1

𝑘
,   𝑎 ≤ 𝑡 < 𝑠

𝜂 − 𝑡 +
1

𝑘
,   𝑠 ≤ 𝑡 ≤ 𝑏

        

Proof: Let u be a solution of the problem (3.1).  Integrating we obtain 

𝑢′ 𝑡 = 𝑢′ 𝑎 −  𝑢(𝑠)𝑓(𝑠)𝑑𝑠
𝑡

𝑎
         

𝑢′ 𝑎 = 0, ⇒ 𝑢′ 𝑡 = − 𝑢(𝑠)𝑓(𝑠)𝑑𝑠
𝑡

𝑎
       (3.2) 

𝑢′ 𝑏 = − 𝑢(𝑠)𝑓(𝑠)𝑑𝑠
𝑏

𝑎
         

Integrating (3.2)  

𝑢 𝑡 = 𝑢 𝑎 −  (𝑡 − 𝑠)𝑓(𝑠)𝑑𝑠
𝑡

𝑎
        

𝑢 𝜂 = 𝑢 𝑎 −  (𝜂 − 𝑠)𝑓(𝑠)𝑑𝑠
𝜂

𝑎
         

From the condition 𝑢′ 𝑏 + 𝑘𝑢 𝜂 =  𝑢(𝑠)𝑔(𝑠)𝑑𝑠
𝑏

𝑎
  

𝑢 𝑎 =
1

𝑘
 𝑢 𝑠 𝑔 𝑠 𝑑𝑠 +

1

𝑘
 𝑢(𝑠)𝑓(𝑠)𝑑𝑠
𝑏

𝑎
+

𝑏

𝑎
 (𝜂 − 𝑠)𝑓(𝑠)𝑑𝑠
𝜂

𝑎
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Hence  𝑢 𝑡 =
1

𝑘
 𝑢 𝑠 𝑔 𝑠 𝑑𝑠 +

1

𝑘
 𝑢(𝑠)𝑓(𝑠)𝑑𝑠
𝑏

𝑎
+

𝑏

𝑎
 (𝜂 − 𝑠)𝑓(𝑠)𝑑𝑠
𝜂

𝑎
+  (𝑠 − 𝑡)𝑓(𝑠)𝑑𝑠

𝑡

𝑎
  

𝑢 𝑡 =
1

𝑘
 𝑢 𝑠 𝑔 𝑠 𝑑𝑠 +

1

𝑘
 𝑢(𝑠)𝑓(𝑠)𝑑𝑠
𝑏

𝑎
+

𝑏

𝑎
 𝐺(𝑡, 𝑠)𝑓(𝑠)𝑑𝑠
𝑏

𝑎
                                 (3.3)   

where 𝐺 𝑡, 𝑠 =  
𝜂 − 𝑠 +

1

𝑘
,   𝑎 ≤ 𝑡 < 𝑠

𝜂 − 𝑡 +
1

𝑘
,   𝑠 ≤ 𝑡 ≤ 𝑏

   

 

Multiply (3.3) by g(s) and integrating over (𝑎, 𝑏) 

 𝑢(𝑠)𝑔(𝑠)𝑑𝑠
𝑏

𝑎

=  𝑔 𝑠  
1

𝑘
 𝑢 𝑟 𝑔 𝑟 𝑑𝑟 +

1

𝑘
 𝑢 𝑟 𝑓 𝑟 𝑑𝑟
𝑏

𝑎

+
𝑏

𝑎

 𝐺 𝑠, 𝑟 𝑓 𝑟 𝑑𝑟
𝑏

𝑎

 𝑑𝑠
𝑏

𝑎

 

 𝑢(𝑠)𝑔(𝑠)𝑑𝑠
𝑏

𝑎

 1 −  
1

𝑘
𝑔 𝑠 𝑑𝑠

𝑏

𝑎

 =  𝑔 𝑠  
1

𝑘
 𝑢 𝑟 𝑓 𝑟 𝑑𝑟
𝑏

𝑎

+  𝐺 𝑠, 𝑟 𝑓 𝑟 𝑑𝑟
𝑏

𝑎

 𝑑𝑠
𝑏

𝑎

 

 𝑢(𝑠)𝑔(𝑠)𝑑𝑠
𝑏

𝑎
=

 𝑔 𝑠  
1

𝑘
 𝑢 𝑟 𝑓 𝑟 𝑑𝑟
𝑏
𝑎 + 𝐺 𝑠,𝑟 𝑓 𝑟 𝑑𝑟

𝑏
𝑎  𝑑𝑠

𝑏
𝑎

1− 
1

𝑘
𝑔 𝑠 𝑑𝑠

𝑏
𝑎

    (3.4) 

 

Substituting (3.4) in (3.3) gives 

𝑢 𝑡 =  𝐺 𝑡, 𝑠 𝑓 𝑠 𝑑𝑠
𝑏

𝑎

+
1

𝑘
 𝑢 𝑠 𝑓 𝑠 𝑑𝑠 +

1

𝑘

𝑏

𝑎

 𝑔 𝑠  
1
𝑘  

𝑢 𝑟 𝑓 𝑟 𝑑𝑟
𝑏

𝑎
+  𝐺 𝑠, 𝑟 𝑓 𝑟 𝑑𝑟

𝑏

𝑎
 𝑑𝑠

𝑏

𝑎

1 −  
1
𝑘
𝑔 𝑠 𝑑𝑠

𝑏

𝑎

 

Therefore 𝑢 𝑡 =  𝐻 𝑡, 𝑠 𝑓 𝑠 𝑑𝑠
𝑏

𝑎
.    Hence it is proved 

Now let us set 𝑔∗ =  1 − 𝑔∗ .   Note that  

 𝐺 𝑡, 𝑠  ≤
1

𝑘
+
𝑎 + 𝑏

2
 ,    

And  𝑖𝑓 𝑘 ≥ 1     𝐺(𝑡, 𝑠) ≤ 1 +
𝑎+𝑏

2
    𝑓𝑜𝑟  𝑡, 𝑠 ∈  𝑎, 𝑏 ×  𝑎, 𝑏      

 

Theorem 3.3:  Assume that f is an 𝐿1 − 𝐶𝑎𝑟𝑎𝑡𝑕𝑒𝑜𝑑𝑜𝑟𝑦 function and the following hypothesis  

(A1) there exists 𝑙 ∈ 𝐿1  𝑎, 𝑏 , ℝ+  such that 

 𝑓 𝑡, 𝑥 − 𝑓(𝑡, 𝑥 ) ≤ 𝑙 𝑡  𝑥 − 𝑥  ,        ⩝ 𝑥, 𝑥 ∈ ℝ,      𝑡 ∈  𝑎, 𝑏      

Holds. If  𝑙 𝐿1 +
1

𝑘
 𝑔 𝐿1 +

 𝑔 
𝐿1

𝑘𝑔∗
 

1

𝑘
 𝑔 𝐿1 +  𝑙 𝐿1 < 1 +

2

𝑎+𝑏
    

Then the BVP (1.1) has a unique solution 

Proof :  

Transform problem (1.1) into a fixed point problem consider the operator 

𝑁: ∁( 𝑎, 𝑏 , ℝ) → ∁( 𝑎, 𝑏 , ℝ) defined by 

 𝑁 𝑢 𝑡  =  𝐻 𝑡, 𝑠 𝑓 𝑠, 𝑢(𝑠) 𝑑𝑠
𝑏

𝑎
  𝑡 ∈ [𝑎, 𝑏]     

We will show that N is a contraction. Indeed, consider 𝑢, 𝑢  ∈ ∁  𝑎, 𝑏 , ℝ   then we have each  

𝑡 ∈  𝑎, 𝑏 .  

 𝑁 𝑢 𝑡  − 𝑁(𝑢 (𝑡)) ≤   𝐻(𝑡, 𝑠)  𝑓 𝑠, 𝑢 𝑠  − 𝑓(𝑠, 𝑢 (𝑠)) 𝑑𝑠
𝑏

𝑎

 

  ≤   𝐺 𝑡, 𝑠  𝑙 𝑠  𝑢 𝑠 − 𝑢  𝑠  𝑑𝑠 +
1

𝑘

𝑏

𝑎
 𝑙 𝑠  𝑢 𝑠 − 𝑢  𝑠  2𝑑𝑠 +

1

𝑘𝑔∗
  

1

𝑘
𝑙 𝑠  𝑢 𝑠 −

𝑏

𝑎

𝑏

𝑎

𝑢𝑠2𝑔𝑟𝑑𝑠𝑑𝑟+𝑎𝑏𝑙𝑠𝑢𝑠−𝑢𝑠𝑔𝑟𝑎𝑏𝐺𝑟,𝑠𝑑𝑠𝑑𝑟  

            

Boundary value problems 

Therefore  

 𝑁 𝑢 − 𝑁(𝑢 ) ∞ ≤  1 +
𝑎+𝑏

2
   𝑙 𝐿1 +  𝑔 𝐿1

2
+

 𝑔 
𝐿1

2
+ 𝑔 

𝐿1 . 𝑙 
𝐿1

𝑔∗
  𝑢 − 𝑢      

 

Showing that, N is a contraction and hence it has a unique fixed point which is a solution to (1.1). The proof is 

completed 

We now present an existence result for problem (1.1) 
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Theorem 3.4:  Suppose that the hypothesis 

(H1) The function 𝑓: [𝑎, 𝑏] × ℝ → ℝ is an 𝐿1 − 𝑐𝑎𝑟𝑎𝑡𝑕𝑒𝑜𝑑𝑜𝑟𝑦  

(H2) there exist functions 𝑝, 𝑞 ∈ 𝐿1  𝑎, 𝑏 ,ℝ +  and ∝∈ [𝑎, 𝑏] such that 

 𝑓(𝑡, 𝑢) ≤ 𝑝 𝑡  𝑢 ∝ − 𝑞  𝑡 , ⩝  𝑡, 𝑢 ∈ [𝑎, 𝑏] × ℝ      
are satisfied. Then the BVP (1.1) has at least one solution.  

Moreover the solution set   𝑠 =   𝑢 ∈ ∁  𝑎, 𝑏 , ℝ : 𝑢 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡𝑕𝑒 𝑝𝑟𝑜𝑏𝑙𝑒𝑚  1.1    is compact. 

 

Proof:  Transform the BVP (1.1) into a fixed-point problem. Consider the operator N as define in theorem 3.3 

We will show that N satisfies the assumptions of the nonlinear alternative of Leray-schauder type.  

The proof will be given in several steps 

Step1. (N is continuous). Let {𝑢𝑚 } be a sequence such that   𝑢𝑚 → 𝑢 ∈ ∁  𝑎, 𝑏 , ℝ .  Then 

 𝑁 𝑢𝑚  − 𝑁(𝑢) ∞ ≤   𝐻(𝑡, 𝑠)  𝑓 𝑠, 𝑢𝑚 𝑠  − 𝑓(𝑠, 𝑢(𝑠)) 𝑑𝑠
𝑏

𝑎
    

Since f is 𝐿1 − 𝑐𝑎𝑟𝑎𝑡𝑕𝑒𝑜𝑑𝑜𝑟𝑦 and 𝑔 ∈ 𝐿1  𝑎, 𝑏 , ℝ+ , then  

 𝑁 𝑢𝑚  − 𝑁(𝑢) ∞

≤  1 +
𝑎 + 𝑏

2
  𝑓 . , 𝑢𝑚  .   − 𝑓 . , 𝑢 .    

𝐿1 +  1 +
𝑎 + 𝑏

2
  𝑔 𝐿1

+  
𝑎 + 𝑏 + 2

2𝑔∗
   𝑔 𝐿1 +  𝑓 . , 𝑢𝑚 .   − 𝑓 . , 𝑢 .    

𝐿1  

Hence  𝑁 𝑢𝑚  − 𝑁(𝑢) ∞ → 0 𝑎𝑠 𝑚 → ∞ 

Step 2 (N maps bounded sets into bounded sets in  ∁  𝑎, 𝑏 , ℝ ). Indeed, it is enough to show that there exists a 

positive constant 𝑙 such that for each 𝑢 ∈ 𝐵𝑞 =  𝑢 ∈ ∁  𝑎, 𝑏 , ℝ ;  𝑢 ∞ ≤ 𝑞 . one has  𝑢 ∞ ≤ 𝑙 

Let 𝑢 ∈ 𝐵𝑞 . Then for each 𝑡 ∈  𝑎, 𝑏 , we have 𝑁 𝑢 𝑡  =  𝐻 𝑡, 𝑠 𝑓 𝑠, 𝑢(𝑠) 𝑑𝑠
𝑏

𝑎
   

By (H2) we have for each 𝑡 ∈  𝑎, 𝑏  

𝑁 𝑢 𝑡  ≤  𝐻 𝑡, 𝑠 𝑓 𝑠, 𝑢(𝑠) 𝑑𝑠
𝑏

𝑎

 

 ≤  1 +
𝑎+𝑏

2
   𝑞  𝐿1 + 𝑞∝ 𝑝 𝐿1 +  1 +

𝑎+𝑏

2
  𝑞  𝐿1 +  1 +

𝑎+𝑏

2
 
 𝑔 

𝐿1

𝑔∗
  𝑞  𝐿1 + 𝑞∝ 𝑝 𝐿1 = 𝑙  

        

Then for each 𝑢 ∈ 𝐵𝑞  we have  

 𝑁(𝑢) ∞ ≤ 𝑙 
Step 3 (N maps bounded set into equicontinuous sets of ∁  𝑎, 𝑏 , ℝ ). Let 𝜏1, 𝜏2 ∈  𝑎, 𝑏 , 
 𝜏1 < 𝜏2 and 𝐵𝑞  be a bounded set of ∁  𝑎, 𝑏 , ℝ  as in step 2. Let 𝑢 ∈ 𝐵𝑞  and ∈  𝑎, 𝑏  we have 

 𝑁 𝑢 𝜏2  − 𝑁(𝑢(𝜏1)) ≤   𝐻 𝜏2, 𝑠 − 𝐻 𝜏1 , 𝑠  𝑞  𝑠 𝑑𝑠 + 𝑞∝   𝐻 𝜏2, 𝑠 − 𝐻 𝜏1, 𝑠  𝑝 𝑠 𝑑𝑠
𝑏

𝑎

𝑏

𝑎
  

As 𝜏2 → 𝜏1 the right hand side of the above inequality tends to zero. Then 𝑁(𝐵𝑞) is equicontinuous.  As a 

consequence of step 1 to 3 together with the Arzela-Ascoli theorem we can conclude that 𝑁: ∁  𝑎, 𝑏 ,ℝ →
∁  𝑎, 𝑏 , ℝ  is completely continuous. 

Step 4. (A priori bounds on solutions). Let 𝑢 = 𝛾𝑁 𝑢  for some 𝑎 < 𝛾 < 𝑏. this implies by (H2) that each 

𝑡 ∈  𝑎, 𝑏  we have  

𝑢 𝑡 ≤   1 +
𝑎+𝑏

2
 ( 𝑝 𝑠  𝑢 𝑠  ∝𝑑𝑠 +

𝑏

𝑎
 𝑞  𝐿1 +

 𝑔 
𝐿1

𝑔∗
 𝑞  𝐿1 +

 𝑔 
𝐿1

𝑔∗
 𝑝 𝑠  𝑢 𝑠  ∝𝑑𝑠) 
𝑏

𝑎
  

       

Then  𝑢 ∞ ≤  1 +
𝑎+𝑏

2
   𝑝 𝐿1 𝑢 ∞

∝ +  𝑞  𝐿1 +
 𝑔 

𝐿1

𝑔∗
 𝑞  𝐿1 +

 𝑔 
𝐿1

𝑔∗
 𝑝 𝐿1 𝑢 ∞

∝   

Boundary value problems 

If  𝑢 ∞ > 𝑏 we have  

 𝑢 ∞
𝑏−∝ ≤  1 +

𝑎+𝑏

2
   𝑝 𝐿1 +  𝑞  𝐿1 +

 𝑔 
𝐿1

𝑔∗
 𝑞  𝐿1 +

 𝑔 
𝐿1

𝑔∗
 𝑝 𝐿1     

Thus  𝑢 ∞ ≤ ( 1 +
𝑎+𝑏

2
   𝑝 𝐿1 +  𝑞  𝐿1 +

 𝑔 
𝐿1

𝑔∗
 𝑞  𝐿1 +

 𝑔 
𝐿1

𝑔∗
 𝑝 𝐿1 )

1

𝑏−∝ = 𝜑∗     

Hence  𝑢 ∞ ≤ max 𝑏, 𝜑 = 𝑀        

Set 𝑦 = {𝑢 ∈ ∁  𝑎, 𝑏 , ℝ :  𝑢 ∞ < 𝑀 + 𝑏}       

And consider the operator 𝑁: 𝑦 →∈ ∁  𝑎, 𝑏 , ℝ . from the choice of y, there is no 𝑢 ∈ 𝜕𝑦 such that 𝑢 =
𝛾𝑁 𝑢  for some 𝛾 ∈  𝑎, 𝑏 . we deduce that N has a fixed point u in y which is a solution of the problem (1.1) 

𝑢𝑚 =  𝐻 𝑡, 𝑠 𝑓 𝑠, 𝑢𝑚(𝑠) 𝑑𝑠,       𝑚 ≥ 1,    𝑡 ∈  𝑎, 𝑏 
𝑏

𝑎
      

As in step 3 and 4 we can easily prove that there exists 𝑀 > 𝑎 such that  

 𝑢𝑚 ∞ < 𝑀,   ⩝ 𝑚 ≥ 1         
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And the set  𝑢𝑚 , 𝑚 ≥ 1   is equicontinuous in ∁  𝑎, 𝑏 , ℝ  hence by Arzela-Ascoli theorem we can conclude 

that there exists a subsequence of  𝑢𝑚 , 𝑚 ≥ 1   converging to u in ∁  𝑎, 𝑏 , ℝ  using that fact that f in an 

𝐿1 − 𝐶𝑎𝑟𝑎𝑡𝑕𝑒𝑜𝑑𝑜𝑟𝑦 we can prove that  

𝑢(𝑡) =  𝐻 𝑡, 𝑠 𝑓 𝑠, 𝑢(𝑠) 𝑑𝑠,    𝑡 ∈  𝑎, 𝑏 
𝑏

𝑎
     thus s is compact. 
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